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Abstract
Women have always faced a number of disadvantageous gaps in the labour market;
the status of women at the labour markets throughout the world has not substantially
narrowed gender gaps in the workplace. Many women in developing countries are
domestic workers or informal factory workers, while others are unpaid workers in
family enterprises and family farms. Agriculture is the primary sector of women’s
employment; Sub-Saharan Africa is among regions with the highest proportion of
women employment in the agriculture sector. This researchwas conducted on 274 sam-
pled households with the objective to determine the factors associated with women’s
employment status and to examine whether the estimated parameters for logistic
regression model adopting Bayesian and maximum likelihood estimation approaches
are similar or not. The research revealed that about 144 (52.6%) of sampled women
were unemployed that is, they were not involved in any activity for earning during the
data collection. The inferential analysis using both Bayesian andMaximum likelihood
estimation schemes indicated that, pregnancy, age, education level, husband/partner
occupation,marital status, family size, training opportunity and a child less than 5 years
old had statistically significant (p <0.05) effect on employment status of women. The
maximum likelihood estimates and Bayesian estimates with non-informative prior do
not have considerable difference.
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1 Introduction

Unemployment is a global issue at the moment that every nation is striving to keep
it at its minimum level. According to International Labour Organization report on
Global Employment Trends, there were about 202 million people who were unem-
ployed in 2013 around the world after the 2008 global financial crisis. However, the
impact of unemployment in developing countries getting worse mainly due to the
unbalanced relationship between the rate of economic development and the rapid
population growth [1].

The gender gap in unemployment prior to the crisis from 2002 to 2007 was constant
on average at 0.5% points with female unemployment in 2007 higher at 5.8% than
male unemployment which stood at 5.3%. The crisis actually raised this gap by 2011 to
0.7% points with women’s unemployment reaching at 6.4% andmen’s unemployment
also plateauing at about 5.7%. Though, there would be no a significant reduction in
the unemployment gap even by 2017 [2].

Women have always faced a number of disadvantageous gaps in the labour market;
the status of women at the labour markets throughout the world has not substan-
tially narrowed gender gaps in the workplace [3]. According to [4] assessment, many
employers expressed a preference for male workers on the grounds that women were
seen to have a weaker attachment to the labor market, with higher rates of absenteeism
and turnover.

In developing countries six out of ten women work in the informal economy often
as self-employed. Many of these women are domestic workers or informal factory
workers, while others are unpaid workers in family enterprises and family farms.
Agriculture is the primary sector of women’s employment. Women constitute 41% of
the total employment in the agricultural sector. The regions with the highest proportion
of women in the agriculture sector are East and South East Asia, the Middle East and
Sub-Saharan Africa [3].

Like other developing countries, the labour market in Ethiopia is also typically
characterized by huge inefficiency and underdevelopment [5]. In urban Ethiopia
the majority of employed population is self-employed (37.6%) followed by those
employed by government 22.0% and private organization 19.3%. The amount of paid
employees altogether constitutes about 50.0% of the total working population [6].
Ethiopian Time Use Survey [7], which tracked the percentage of males and females
above the age of 10 participating in various economic activities, also found that urban
women (31%) were likely to be more unemployed compared to urban men (21%).

Most studies on urban women unemployment in Ethiopia were limited to reporting
descriptive results, explaining the prevalence of unemployment with corresponding
socio-economic and demographic variables [6]. However, the major causes of women
unemployment need to be identified, to provide an indication of the quantitative impor-
tance of different categories regarding women unemployment than the descriptive
analysis suggests. Therefore, this research applies Bayesian approach to conduct sta-
tistical inference using logistic regression model on women employment status data
as in [8, 9] and examines whether the estimated parameters adopting Bayesian and
Maximum likelihood approach are similar or not.
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2 Materials andMethods

This research was conducted in Harari regional state which is located in the eastern
part of Ethiopia. Harari people’s regional state divided in six urban and three rural
administrative districts. The settlement pattern of the region is different from other
regions of the country where 62% of the population reside in urban area. Harar is the
capital city of Harari people’s regional state; which is located in east at a distance of
510 km from country’s capital Addis Ababa [10].

The study includes women who reside in the conventional households that com-
prise all women who live in urban districts during the survey time by virtue of usual
residence; excluding visitors, homeless and women residing in collective quarters.
Stratified sampling was employed as sampling design, with households as the sam-
pling units. The sampling frame was divided in six urban administrative districts, that
is Hakim, Amir nur, Abadir, Shenkor, Awbeker and Jenela. The data collection was
held between June and July 2015 by selecting householdswithin strata (urban districts)
using systematic sampling technique.

2.1 Variables Considered in the Study

The response or dependent variable used in the studywas employment status ofwomen
(Y). This variable is dichotomous and the classification was based on ILO’s definition
[11]. That is, women who are simultaneously “without work”, “currently available
for work” and “seeking work” are considered as unemployed. However, in this paper
employment status of a woman is classified as unemployed (This woman was not
working for pay during the period of the survey) and otherwise employed. Thus, the
outcome for the ith woman is represented by a random variable Yi with two possible
values coded as 1 (unemployed) and 0 (employed). The independent variables which
are included in this paper were obtained from literature reviews and those assumed to
be factors associated with employment status of women.

2.2 Inferential Statistics

2.2.1 Bayesian Logistic Regression

The basis for Bayesian inference is derived from Bayes’ theorem. Even though, there
are important theoretical advantages of Bayesian analysis over classical inference [12].
The Bayesian approach provides a very different method to the problem of unknown
model parameters, the uncertainty about the unknown parameters is quantifiable using
probability distributions [13], so that the unknown parameters are considered as ran-
dom variables. The Bayesian inference is based on the posterior distribution of these
unknown parameters. The posterior distribution of the model parameters is set up of
the likelihood function of the sample data and prior distribution of the parameters in
the model. Thus, the Bayesian model generally defined as:
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π (θ |y) � f (y|θ )π (θ )
f (y)

(1)

whereπ (θ |y) is posterior distribution of parameter θ, f (y|θ ) is the likelihood function
of sample data given parameter θ , π (θ ) is the prior distribution of parameter θ and
the denominator f (y) which is equal to ∫ f (y|θ )π (θ )dθ is the marginal distribution
of the sample data (y). The presence of the marginal distribution of y normalizes the
joint posterior distribution, that is π (θ |y) guaranteeing it is a proper distribution and
integrates to one. By considering f (y) as constant number, Bayes’ theorem will lead
to a posterior density function written as:

π (θ |y) ∝ f (y|θ ) ∗ π (θ ) (2)

Bayesian logistic regression procedurewas used tomake inference about the param-
eters of a logistic regression model. The purpose of this method is generating the
posterior distribution of the unknown parameters given both the data and some prior
density for the unknown parameters. Bayesian Statistics provides much more com-
plete picture of the uncertainty in the estimation of the unknown parameters, especially
after the confounding effects of nuisance parameters are removed [14, 15].

2.2.2 Likelihood Function

The likelihood function in Bayesian approach is analogous to that of frequentist
scheme. The joint distribution of n independent Bernoulli trials is the product of
each Bernoulli densities, where the sum of independent and identically distributed
Bernoulli trials has a Binomial distribution.

The probability of success in logistic regression varies from case to case depend-
ing on their corresponding covariates. By considering y1, y2.,…,yn as independent
Bernoulli trials with corresponding probabilities of success π l for l � 1,2,…,n, the
likelihood function can be depicted as product of n Bernoulli trials:

L(β|y) �
n∏

l�1

[
π
yl
l (1 − πl )

(1−yl )
]

(3)

Since, each subjects are assumed to be independent to each other, the likelihood
function over data set of subjects is written as:

L(β|y) �
n∏

l�1

(
eβo+β1x1+···βK xK

1 + eβo+β1x1+···βK xK

)yl(
1 − eβo+β1x1+···+βK xK

1 + eβo+β1x1+···βK xK

)(1−yl )

where πl � eβo+β1x1+···βK xK

1+eβo+β1x1+···βK xK
which represents the probability of success in logistic

regression model for lth subject with covariate vector Xl .
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2.2.3 Prior Distribution

The main difference between the classical and the Bayesian framework is the intro-
duction of prior information in the form of probability distributions [16]. To obtain
the posterior distribution of the parameters in the model, and to make inference about
the posterior parameters, prior distribution is included to the model.

When prior information is available about β, it should be added in the model.
However, after conjugate priors were introduced, most applied Bayesian modeling
has used vague (non-informative) priors [17]. Thus, by considering a vague normal
prior with a very lower precision (higher variance) for the regression coefficient,
the model parameters can be estimated using WinBUGS software [18]. In this study
normally distributed non-informative prior was used, which is a common prior for
logistic regression coefficients (β i). The prior distribution of β i is given as:

π (βi ) � 1√
2πσ 2

i

exp

{
−1

2

(
βi − μi

σi

)2
}

, where i � 0, 1, . . . , k (4)

2.2.4 Posterior Distribution

Once the prior distribution of the parameter and the likelihood function are specified,
we need to model the posterior distribution of each parameter. The posterior distri-
bution is obtained as the product of the prior distribution of the parameters and the
likelihood function [19]. Thus, the posterior distribution given on (2) can be repre-
sented as follows:

π (β|y) ∝ L(β|y)π (β)

�
n∏

l�1

(
eβo+β1x1+···βK xK

1 + eβo+β1x1+···βK xK

)yl(
1 − eβo+β1x1+···+βK xK

1 + eβo+β1x1+···βK xK

)(1−yl )

×
k∏

i�0

1√
2πσ 2

i

exp

{
−1

2

(
βi − μi

σi

)2
}

2.2.5 Gibbs Sampling

The computation to estimate coefficients of the posterior distribution could be mathe-
matically unthinkable; to avoid such complexity, it is advisable to use non numerical
integration method like simulation techniques [20].

Gibbs sampling is used to compute the posterior distribution model parameter (�),
where � � θ1,…,θk. The data set which is obtained by adopting Gibbs sampling
to the model, converges to the joint posterior distribution of the parameters [21].
The Gibbs sampling allows us to sample from a multivariate distribution using full
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conditional distributions. A full conditional distribution is the conditional distribution
of a parameter given all of the other parameters in the model, that is

P(θ1|, θ2, . . . , θk, data), P(θ2|, θ1, . . . , θk, data), . . . ,P(θk|, θ1, . . . , θk−1, data).

The Gibbs sampling algorithm for parameters θj( j � 0, 1, . . . , k) is implemented
by sampling from the full conditional distributions according to the following listed
steps below [22].

1. Initialize the iteration counter of the chain i � 1 and set initial values

θ(0) � {θ(0)0 , . . . , θ
(0)
k }

2. Obtain new value θ(i) � {θ(i)0 , . . . , θ
(i)
k } from θ(i−1) through successive generation

of values

θ
(i)
0 f rom P(θ0|θ(i−1)

1 , . . . , θ
(i−1)
k

θ
(i)
1 f rom P(θ1|θ(i)0 , θ

(i)
2 , . . . , θ

(i−1)
k

θ
(i)
2 f rom P(θ2|θ(i)0 , θ

(i)
1 , . . . , θ

(i−1)
k

. . .

θ
(i)
k f rom P(θk|θ(i)1 , θ

(i)
2 , . . . , θ

(i−1)
k−1

3. Change i to i + 1 and return to step 2 until convergence is reached.

3 Results and Discussion

3.1 Descriptive Statistics

According to the data gathered from 274 sampled households indicates about 144
(52.6%) of them were unemployed that is, they were not involved in any activity
for earning during the data collection. The summarized household information in
Table 1 shows that, the proportion of women with respect to their age categories
15–24 years, 25–34 years, 35–44 years and 45≥years were 30.7%, 33.6%, 22.6%
and 13.1% respectively.

The distribution of women based on their educational level shows that 42 (15.3%)
illiterate, 87 (31.8%) primary, 89 (32.5%) secondary and 56 (20.4%) college or higher.
Similarly, the percentage of women who had family size≤4, 5–7 and 8 and above
were 29.6%, 54.4% and 16.1% respectively. Regarding women’s role, about 30.3% of
women had household headship role and 51.5%of thewomenwere addicted to tobacco
and stimulant plant known as khat, locally call it chat. To observe the association
between women employment status and the explanatory variables, Chi square test
was conducted. As the test result revealed in Table 1, except household headship and
exposure to media, most of the variables had statistically significant association with
dependent variable (p <0.05).
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Table 1 Demographic and socio-economic characteristics of women at Harari region urban districts

Variable Category Total count (%) Chi square
(P value)

Age of the respondent 15–24 84 (30.7)

25–34 92 (33.6) 45.917

35–44 62 (22.6) (0.000)

45 and above 36 (13.1)

Education level Illiterate 42 (15.3)

Primary 87 (31.8) 14.417

Secondary 89 (32.5) (0.002)

College or higher 56 (20.4)

Husband/partner occupation Gov. employee 115 (42.0)

Own business 106 (38.7) 73.372

Non-gov.org. 33 (12.0) (0.000)

None 20 (7.3)

Monthly household income 1000–2000 Birr 34 (12.4) 25.036

2000–3000 Birr 115 (42.0) (0.000)

≥3000 Birr 125 (45.6)

Drug addiction Yes 141 (51.5) 14.810

No 133 (48.5) (0.000)

Pregnancy Yes 19 (6.9) 3.655

No or unsure 255 (93.1) (0.000)

Marital status Married 154 (56.2) 11.764

Unmarried/other 120 (43.8) (0.001)

Family size ≤4 81 (29.6)

5–7 149 (54.4) 8.626

8 and above 44 (16.1) (0.013)

Child less than 5 years Yes 158 (57.7) 34.430

No 116 (42.3) (0.000)

Training opportunity Yes 90 (32.8) 4.571

No 184 (67.2) (0.000)

Household head Yes 83 (30.3) 2.006

No 191 (69.7) (0.157)

Exposure to mass media Every day 135 (49.3)

Occasionally 103 (37.6) 1.648

Once in a week 25 (9.1) (0.649)

Not at all 11 (4.0)
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3.2 Bayesian Estimation for Logistic RegressionModel

Bayesian analysis was adopted to make inference about the parameters of a logistic
regression model which is applied to model women’s employment status in urban
districts of Harari region, Ethiopia. Bayesian method gives estimates of parameters
by sampling them from their posterior distributions by Markov Chain Monte Carlo
(MCMC) techniques. The result of the model parameters in this study were computed
by MCMC techniques, especially Gibbs sampler algorithm methods using WinBugs
software [23]. The Gibbs sampler algorithm was implemented with 25,000 iterations
in two different chains, 10,000 burn-in terms discarded, so that the 15,000 iteration are
sampled from the posterior distribution. However, in order to check that the sample
was truly representative of the stationary or posterior distribution, various schemes of
diagnosis were applied to check the convergence of the Markov chains to the target
distribution.

3.3 Model Assessment

Before making inferences and prediction about the posterior distribution of the param-
eters in the model, it is essential to conduct some diagnostics to assess whether the
Markov chain has converged to its stationary or posterior distribution. The Gibbs sam-
pler algorithm with two simultaneous chains running provides numeric and graphical
summaries of the estimated univariatemarginal posterior distributions of the requested
model quantities, which are used to check convergence [24–26]. Time series plot is one
of methods of assessing the convergence of the Markov chain to its posterior distribu-
tion. The values on the Y-axis are the posterior parameter values and the value on the
X-axis is the number of iteration made to sample the corresponding values from their
posterior parameter (Fig. 1). The time series plot below indicates that convergence is
achieved since; the two separately generated chains are mixed together [24].

The autocorrelation function for the chain of each parameter is mixing well with
autocorrelation vanishing before 40 lags (Fig. 2). This indicates the independence of
the current value from previous one and convergence of the model parameters to their
target distributions [27].

Gelman –Rubin Statistics is graphical method used to check whether the Markov
chain has converged to its stationary distribution. To apply the test, it is necessary to
run two or more chains in parallel with different initial values. The test compares the
variances within and between the chains. In the plots of the Gelman-Rubin statistic,
the lower two lines represent the within and between chain variations, respectively
and the upper line is the ratio of the between and within chain variations (Fig. 3). The
lower two lines are stable and the upper line converges to 1, which imply that the chain
has converged to its target distribution [25].

Kernel Density plot is another way of checking the convergence of model param-
eters to proposed posterior distribution. The coefficients of all the predictors have
unimodal density (Fig. 4). Thus, the simulated parameter values were converged to
known target distribution [27].
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Fig. 1 Time series plots for convergence of coefficients for child less than 5 years old (beta [18]) and illiterate
(beta [8])
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Fig. 2 Autocorrelation plots for convergence of coefficients for child less than 5 years old (beta [18]) and
illiterate (beta [8])
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Fig. 3 Gelman –Rubin Statistics for convergence of coefficients for child less than 5 years old (beta [18])
and illiterate (beta [8])

The convergence of the Markov chain initially was assessed visually using various
plots. Even though, beside the graphical method the convergence of the chain to its
posterior distribution can be checked using the numeric summaries of the estimated
univariate marginal posterior distributions of the specified model parameters [26].
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beta[18] chains 1:2 sample: 30000 beta[8] chains 1:2 sample: 30000
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Fig. 4 Kernel Density plot for convergence of coefficients for child less than 5 years old (beta [18]) and
illiterate (beta [8])

The simulation in the study was run until the Monte Carlo error for each parameter of
interest is less than 5% of its corresponding posterior standard error, which justifies
convergence and accuracy of posterior estimates [28].

The numeric summary estimates of the MCMC algorithm, includes Monte Carlo
(MC) error, Posteriormean, Standard error and a 95%confidence intervals for posterior
mean. For convenience of explaining the analysis result, estimates of the parameters
are depicted in Table 2 in terms of odds ratio that is, the exponential of the estimates’
(Exp (Mean)).

The Bayesian analysis result in Table 2 indicates among the explanatory variables
considered in the model, Age, Education Level, Husband/partner occupation, Preg-
nancy, Marital Status, Family Size, Training and a Child less than 5 years old had
statistically significant (p<0.05) effect on women’s employment status. Women in
age categories between 15 and 24 and 24 and 34 were 14.348 and 6.297 times more
likely to be unemployed than women in age group 45 and above,respectively. Regard-
ing education level, the odds of unemployment among illiterate and primary level
women were 31.249 and 7.022 times higher than women attending college or higher,
respectively.

According to the study, pregnancy was one of the predictors found to be signifi-
cantly associatedwithwomen’s employment status, womenwhowere pregnant during
the study were 26.024 times more likely to be unemployed than the reference cate-
gory.

As the result reported in Table 2 indicates, women’s participation in different short-
term training programs provided by government had significant impact on determining
women’s employment status. The likelihood of being unemployed was 0.09778 times
less among women participated in training programs than their counterparts. Family
size and a child less than 5 years old were among significant variables identified
by the model. As illustrated in Table 2, women who live in household with family
members≤4 were 0.20784 times less likely to be unemployed than women with
family members 8 and above.

3.4 Maximum Likelihood Estimation for Logistic RegressionModel

As shown in Table 3, the Hosmer and Lemeshow test statistic for maximum likeli-
hood approach has significance value 0.711 which is greater than 0.05, that confirms
the model adequately fits the data. From Table 3, the 95% confidence intervals for
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Table 2 Posterior distribution parameter estimates for bayesian logistic regression model

Node Categories Mean Exp ((mean) SD MC error 95% C.I. for mean

2.5% 97.5%

Intercept – − 4.442 0.01177 1.415 0.0556 − 7.25 − 1.702

Age 15–24 2.665† 14.3679 0.7342 0.0158 1.265 4.123

25–34 1.84† 6.29654 0.6929 0.0167 0.5245 3.231

35–44 0.482 1.61963 0.7924 0.016 − 1.066 2.055

45≥ (Ref)

Education
level

Illiterate 3.442† 31.2494 0.8753 0.01607 1.807 5.225

Primary 1.949† 7.02166 0.7397 0.01407 0.5541 3.454

Secondary 0.5355 1.7083 0.6923 0.01418 − 0.796 1.917

Col/higher
(Ref)

Husband/partner
occupation

Gov. emp. − 1.403 0.24586 0.9071 0.02725 − 3.232 0.3522

Own busi. 2.616† 13.6809 0.9506 0.03108 0.7871 4.528

Non -gov. − 2.073† 0.12581 1.045 0.02686 − 4.17 − 0.069

None (Ref)

Pregnancy Yes 3.259† 26.0235 0.6974 0.0121 1.96 4.693

No/Unsure
(Ref)

Marital status Married 1.88† 6.5535 0.4771 0.00794 0.9774 2.848

Unmarried
(Ref)

Family size ≤4 − 1.571† 0.20784 0.7074 0.01194 − 2.965 − 0.170

5–7 − 0.771 0.46246 0.638 0.01294 − 2.034 0.4634

8≥ (Ref)

Child<5years Yes 1.832† 6.24637 0.4777 0.00689 0.9177 2.79

No (Ref)

Training Yes − 2.325† 0.09778 0.7087 0.01137 − 3.784 − 0.986

No (Ref)

(Ref) reference category
†Significant at 5% level of significance

maximum likelihood estimates not containing one in the intervals indicate explana-
tory variables that had statistically significant effect on women employment status,
that is Pregnancy, Age, Education Level, Husband/partner occupation, Marital Status,
Family Size, Training and a Child less than 5 years old were statistically significant
(p<0.05).
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Table 3 Bayesian and maximum likelihood estimates for logistic regression model

Variable Categories Bayesian estimates Maximum likelihood estimates

Mean SD β̂ SE (β̂) 95% CI for Exp
(β̂)

Lower Upper

Age 15–24 2.665† 0.7342 2.354† 0.687 2.739 40.476

25–34 1.84† 0.6929 1.627† 0.645 1.437 18.035

35–44 0.482 0.7924 0.424 0.737 0.360 6.473

45≥ (Ref)

Educat.Level Illiterate 3.442† 0.8753 3.007† 0.808 4.156 98.526

Primary 1.949† 0.7397 1.695† 0.685 1.421 20.862

Secondary 0.5355 0.6923 0.460 0.642 0.450 5.570

Col/higher
(Ref)

Hus/par occup. Gov. Emp. − 1.403 0.9071 − 1.210 0.869 0.054 1.639

Own busi. 2.616† 0.9506 2.345† 0.913 1.744 62.468

Non − gov. − 2.073† 1.045 − 1.784† 1.001 0.024 1.195

None (Ref)

Pregna. Yes 3.259† 0.6974 2.867† 0.642 4.997 61.939

No/Unsure
(Ref)

Marital status Married 1.88† 0.4771 1.664† 0.444 2.210 12.615

Unmarried
(Ref)

Family size ≤4 − 1.571† 0.7074 − 1.385† 0.666 0.068 0.924

5 − 7 − 0.771 0.638 − 0.671 0.596 0.159 1.645

8≥ (Ref)

Child<5 years Yes 1.832† 0.4777 1.633† 0.449 2.124 12.346

No (Ref)

Training Yes − 2.325† 0.7087 − 2.029† 0.650 0.037 0.470

No (Ref)

Hosmer and
Lemeshow
test

χ2
(8) sig.

5.424 0.711

(Ref) reference category
†Significant at 5% level of significance

4 Conclusions

This study was held with objective to determine the factors associated with women
employment status and to compare the analysis results obtained following theBayesian
and Maximum Likelihood approaches. The descriptive analysis indicated that about
144 (52.6%) of the women were unemployed that is, they were not involved in any
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activity for earning during the data collection. From the inferential statistics, Preg-
nancy, Age, Education Level, Husband/partner occupation, Marital Status, Family
Size, Training and a Child less than 5 years old had significant effect on employment
status of women. The maximum likelihood estimates for logistic regression model
parameter do not have considerable differences to the Bayesian estimates and the
independent variables which were statistically significant under maximum likelihood
approach were also significant under Bayesian method of estimation.

Acknowledgements Wewould like to offer ourwarmest gratitude toMr. ZelalemBetru fromHarar Shenkor
district administration for his unwavering support during the study and Ethiopian Statistics Agency Harar
Branch Office for their valuable information prior to the data collection.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.

References

1. International Labour Organization (2014) Global employment trends, Geneva
2. International Labour Organization (2012) Trends econometric models
3. International Labour Organization (2008) Global employment trends for women, Geneva
4. Anker R, Hein C (1985) Why third world urban employers usually prefer men. Int Labor Rev

24(1):73–90
5. Buckley GJ (2003) Decent work in a least developed country: a critical assessment of the Ethiopia

PRSP. Working paper no. 42, ILO, Geneva
6. The Federal Democratic Republic of Ethiopia Central Statistical Agency (2010) Analytical report on

urban employment and unemployment survey
7. Central Statistical Agency (2013) Ethiopia time use survey, p 27
8. Jeliazkov I, Rahman MA (2012) Binary and ordinal data analysis in economics: modeling and estima-

tion. In: Yang XS (ed) Mathematical modeling with multidisciplinary applications. Wiley, Hoboken,
pp 123–150
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