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Abstract

In this paper, we have proposed an estimator of finite population mean in stratified random sampling. The expressions for
the bias and mean square error of the proposed estimator are obtained up to the first order of approximation. It is found that
the proposed estimator is more efficient than the traditional mean, ratio, exponential, regression, Shabbir and Gupta (in
Commun Stat Theory Method 40:199-212, 2011) and Khan et al. (in Pak J Stat 31:353-362, 2015) estimators. We have
utilized four natural and four artificial data sets under stratified random sampling scheme for assessing the performance of

all the estimators considered here.
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Introduction

Stratification is a designing tool that is used in modern
surveys for improving the precision of estimates. In strat-
ified design, the whole population is divided into number of
strata for getting homogeneity within each stratum, and
samples are selected within each stratum mostly through
simple random sampling. There are numerous authors who
have suggested different estimators by utilizing some
known population parameters of an auxiliary variable.
Sisodia and Dwivedi [11] presented a proportion estimator
by utilizing coefficient of variety of an auxiliary variable.
Singh and Kakran [9] proposed another proportion esti-
mator by utilizing known coefficient of kurtosis of an
auxiliary variable. Upadhyaya and Singh [12] likewise
examined a ratio-type estimator by using the linear
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combination of coefficient of variation and kurtosis of an
auxiliary variable. Kadilar and Cingi [2] utilized the
stratified forms of these specified estimators keeping in
mind the end goal to improve the efficiency of the sug-
gested estimators.

The fundamental goal of this paper is to propose an
improved estimator of the finite population mean utilizing
data on an auxiliary variable in stratified random sampling.
The expressions for the bias and mean square error (MSE)
of the proposed estimator are inferred up to the first order
of approximation. On the bases of theoretical and numer-
ical comparisons, we demonstrate that the proposed esti-
mator is more efficient than existing estimators.

The rest of the paper is organized as follows: “Some
existing estimators” section consists in the estimators
which we reviewed from the literature, and also some
useful preliminaries results for obtaining the properties of
proposed and existing estimators are available here.
“Proposed estimator” section introduces an improved
estimator using stratified random sampling scheme.
“Numerical illustration” section is devoted to the effi-
ciency comparison. A numerical evaluation is presented in
“Conclusion” section to highlight the contribution of the

paper.
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Some existing estimators

v} be the population con-
taining N finite units. Let X be an auxiliary and Y be the
study variable taking values y;,; and x; in the unit (i =
1,2,...,N) in the hth stratum consisting of N} units such
that 3F_, N, = N. Let ny, be the size of the sample drawn
from the Ath stratum by using simple random sampling

Suppose U = {U,,U,,...,U

without replacement scheme such that 22:1 np = n. Sup-
pose Yy = >y Wi a > yhie Let
Xy = Zh , WXy, where X, = Y xp and W, = % is
the stratum weight. The expressions for Y are also defined
in similar way.

To find the MSE of the proposed and existing estima-
tors, let us define

where y, =

1
np

)_Gt B Y Xst - X
€0st = Y y  Clst = X .

The expectations of e terms are given below

E(eost)

W S5 =V
eOst i 3z = 20

:O E(e]_yt) = 07

E(eiy)

h=
L h
E(eose1st) ZZ oy ;; =V
where
- ny _ 1 7ﬁ1
thh7fh( n, )7
and

— ¥)" (i — Xn)”
X '

ab*ZWfth (Vi

The variance of the sample mean in stratified random
sampling without replacement is given by:

- 2
Var(yxt) =Y V2‘Q.
The stratified version of classical ratio estimator for mean

is given by

= yst vV
==X. 1
YRst Xst ( )

The bias and MSE of classical ratio estimator given in (1)

up to the first order of approximation are given below:
Bias(Vpy) =¥ [Vo2 — Vi1 )
MSE (yry) =V*[V20 + Vo2 — 2V11]-

Y4
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The stratified version of Bahl and Tuteja [1] estimator is

. X — Xy
y, 3
YBTst = ystexp |:X + st:| ( )

The bias and MSE of yg, up to the first order of
approximation are given below:

3 1

Bias(Fpry) = ¥ |2 Voo — = V
ias(ypry) [8 025 1.1}

~ — 1
MSE (7,) = ¥* {Vzo + ZVo.z - V1.1} .

The traditional regression estimator is given by

)%Reg(st) =Vg+ bst(X - fst)-
The MSE of szeg(S,) is,
MSE()%Reg(st)) = YIZVZ-O(I - p?t)> (5)

where p,, = ﬁ is the combined correlation between

study and auxiliary variate.
Shabbir and Gupta [8] introduced an exponential ratio
estimator as:

R _ — A-a
YsGst = [chy.vt + ng (X - xst)] exp (A_ + aii) ’ (6)

where @ = x, + NX, A = X + NX.

The optimum values of wj¢ and w3C are
CyGE: AgGE
SG(opt) __ BsgDsg—=3%5C SG(opt) __ —CsgDsg+-56-5C
i GOPY) - BoDso 2 o g, SGlopy) . —CooDsot— 72

1 T AseBsc—C%; AscBsc—C2
The minimum MSE of yg; is

BsD3g; + ASGE’“ — CsgDscEsc

ASGBSG - Ci, ’
(7)

MSEmin(ﬁSGsr) =Y -

where
Sl Vo2 2Via
Asg =Y |14 Voo + — ,
SG 2.0 (1+N)2 (T+N)
_ Vo2
Bsg = X*Vo2, Csg = XY (1+N)_Vl'l ,
— 3V0,2 Vl.l VO,Z
Dsg =Y* |1+ - and E Xy
5 8(1+N)° 2(1+N) T +N)

Khan et al. [3] proposed the following ratio estimator in
simple random sampling:

A A —d
Vase = [WEy 4+ whe(X — x)]ex ( ), (8
Yiata = [WH*Y (X = )exp( o )

In stratified random sampling, it will be of the form:
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2 al 5 al(v = Aj — CZS
St = W5 4+ WA (X —xsfﬂexp( ) )

A +dy

where

dg=Xci, A =Xy +X(cii — 1), fori=1,2,3.

Ckl — pst +1 Ck2 — P3,2+1 Ck3 — pﬂ;’l

The optimum values of wk and wX* are

Kal(opt) BKu,DKuhCKz,IEKuz Kal(opt) CK(’]DK[’I+AK(IIEKHI
Wi T AguBxa—Ci, nd w2 T AgaBra—C%,
The minimum MSE of y,, is
AKmE
- 5 BraDi, + =k — CxyDkaExa
MSEmin(yKal(sr)) = Y2 b 2 . : : ’
AKalBKal C](a[
(10)
where
Vi 2V,
Aga =Y? [1 + Vao +£— 1'1]7
Ckz Cki
oo oo | Vo2
Bga =X"Voa, Cga = XY - Vi,
Cki
_ 3V, V Vi
Dy =12 {1 +32 - “} and Exq = XY 2.
8cy;  2cui Cki

Proposed estimator

In this section, an improved estimator of finite population
mean in stratified random sampling is proposed. The
properties of the proposed estimator are studied up to the
first order of approximation. Development of the proposed
estimator is given step-by-step below.

Rao [7] introduced the following estimator in simple
random sampling

)%Rao_[wl( —x)—l—wzy] (11)
and its stratified version can be written as
)%Rao(st) = [Wl (X - XS!) + W2yst]' (12)

As we know, the average of Bahl and Tuteja [1] estimators

is
) ren(3).

2 Lf_ X —
YABT =5 Ysi€Xp X+
Now, by adding (12) and (13), one can propose the fol-
lowing estimator

N 1(_ X — X, t, — X
e [ (25 s o))
+w (X - fsl) + Wzyst] )

Hence, taking motivation from y,, & yzry» We propose the
following estimator

N 1(_ X — Xy ty — X
YNst = 5 YVs:€XP X+ +yste p X+XW

P (K — ) wasJenp | S
w — X, WV |€XP |\ =r——
1 st 2Vt |€XP X _’_x“ )

(14)

where X' = Xk and X, = %; + X (k —
atl

k = fo, )
The bias, MSE and minimum MSE of y,,, are given by,

PN =[ Vo2 3 Vi XVo2
Bias () ﬂ{?(”ﬁ) zk}+ T
—[3Voa Vi
% _
o=
=YL + W%;LA + W2)~B + 2wiwa e

— ZWMVD - WziE,

1), (see [3]). Further,

suitably chosen constant.

MSE ()%Nxt)

;52

X I B LU Sy iy

MSEmin () = | V2L — 2228 — 2CIDE
AAAR — j‘C

The detailed proofs of the above expressions are provided
in Appendix.

Numerical illustration
Real data sets
To investigate the theoretical results, the following real

data sets are considered as:

Population 1 [10, p. 219]
X = Amount of milky cows in the year 1990 and Y =
Amount of milky cows in the year 1993.

Nig =7 Ny = 12 N3y =5
ng =3 oy =5 nag =2
Wise = 0.2916 W = 0.5000 Wi = 0.2083
X1 = 15.2857 X = 17.2500 X35 = 20.6000
Yiy = 17.4285 Yo, = 20.4166 Y3, = 17.8000
Seise = 4.5721 Syt = 5.4958 Sy = 3.6469
Sy = 4.1975 Sy = 4.0778 Sy = 3.2710
py =0.29 n=10 N=24

’r @ Springer
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Population 2 [0, p. 228]
X = Amount of workers working in a factor and Y =
Yield or output for factories in an area.

Nig =25 Nog =23 N3y = 16 Ny = 16

nigy = 14 Ny = 13 n3g =9 Ny =9

Wiz = 03125 Wp =0.2875 Wi, = 0.2000 Wy, = 0.2000
X1 = 71.00 Xog = 140.69 X3 =362.93 X, = 749.50
Yiy =3156.64 Yo, =4766.21 Y3, = 6334.18 Y4, = 7795.31
Seisr = 14.6116  Syoy, = 28.0364 S5, = 91.3823 Sy = 174.46
Sy = 740.01  Sypy = 515.69 Sz =501.39  Sy4y = 653.09
n=45 N =280 oy = 0.67

Strata are formed by grouping randomly into four strata
on the premise of auxiliary variate (X). The criteria of
constructions are x<100.0, 100.0 > x<200.0,
200.0 > x<500.0 and x > 500.0 respectively. Proportional
allocation is used for selecting sample from each stratum.
Note that we use n = 45.

Population 3 ([2])
X = Apple trees amount in N = 854 towns in Turkey in
(1999) and Y = Level of apple production.

Ny = 106 Noy = 106 N3y =94 Ny = 171 N5y = 204
Nes = 173 Ny =9 oy = 17 N3y = 38 Nagy = 67
nsy =7 Nesr = 2 Wig = 0.1241 Wy, = 0.1241 Wi = 0.1101

Wag = 0.2002  Wsy =0.2386  Wey = 0.2025  Xsty, = 24376 Xy, = 274.22
Xy =724.10 Xy =773.65 Xsy = 26442  Xey = 98.44 Vi = 1537
Yoy =22.13 Y3, =9384 Yy, =5588 Vs, =9.67 You = 4.04
Coiy =2.02  Cay =210  Cay =222  Cuy =3.84 Cusy = 1.72
Ciow =191 Cpuy =418  Cpoy =522  Cgy =319 Cyae = 5.13

Cysq =2.47 Cyos = 2.31 pis = 0.82 pag = 0.86 paq = 0.90

Payr = 0.99 psy = 0.71 Peu = 0.89 Py = 0.82 n =140

Population 4 ([4])

X = Amount of students in secondary schools plus
primary consisting N = 923 at six different districts in
Turkey in the year 2007, and ¥ = Number of teachers.

MSEs and their respective constants are calculated by
using the above-mentioned data sets. After that, improved
ratio estimator is compared with all of the reviewed esti-
mators, through MSE and percent relative efficiency
(PRE). In Table 1, we can observe the MSE and PRE based
on populations 1, 2, 3 and 4, respectively.

Simulation study

For assessing the performance of the proposed estimator,
we use four different artificial populations where x’hi and y’hi
are from different distributions, as given in Table 2. In
order to propose different level of correlations between
study and auxiliary variables, some transformations are
given in Table 3. Each population contains three strata
having five units. We selected all possible n, = 2, 3, 4 units
from each stratum, respectively, and in this way, we get
>Cy°C3°C4 = 500 samples.

The degree of linear relationship between study and
auxiliary variables is taken as 0.50, 0.70, 0.90 for each
stratum respectively. For more details about these artificial
stratified populations, see Koyuncu and Kadilar (2014).
The MSE and PRE based on artificial populations 1,2,3,4
are available in Table 4.

Conclusion

We have developed an improved estimator for the popu-
lation mean in stratified random sampling. MSE of
improved estimator has been found and compared with
some of the existing estimators. Also numerical illustration
has been carried out using four real data sets. From
Table 1, we can see that our proposed estimator is less bias
and has minimum MSE value for all real data sets. We
have also conducted a simulation study to see the efficiency
of our proposed estimator for different artificial data sets.
We have calculated both theoretical and empirical bias and
MSE values for all estimators. From Table 4, we can
conclude that our proposed estimator is highly efficient

Ny = 127 Noy = 117 Niy = 103 Nig = 170 Ny = 205
Neyr = 201 iy = 31 oy = 21 N3y = 29 Hag = 38

N5y = 22 Ngs = 39 Wis = 0.11375 Way, = 0.1267 Wiy = 0.1115
Wiy, = 0.1841 Wsy, = 0.2221 Wey = 0.2177 X5 = 20804.59 Xpy = 9211.79
Xay = 14309.30 Xuy = 9478.85 Xsy = 5569.95 Koy = 12997.59 iy = 703.74
oy = 413 Y3y = 573.17 TVayr = 424.66 ¥y = 267.03 Your = 393.84
Cory = 1.465 Cooy = 1.648 Cuy = 1.925 Cuay = 1.922 Cysy = 1.526
Cuoy = 1.777 Cyia = 1.256 Cyou = 1.562 Cyzu = 1.803 Cyaer = 1.909
Cysy = 1.512 Cyou = 1.807 p1y = 0.936 ry = 0.996 Pay = 0.994
Pay = 0.983 psy, = 0.989 ey = 0.965 py = 0.95 n =180

’r @ Springer
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Table 1 Bias, MSE and PRE based on real data sets
Est. Pop-1 Pop-2 Pop-3 Pop-4

Bias MSE PRE Bias MSE PRE Bias MSE PRE Bias MSE PRE
y 0.9538 0.9098 100 61.17 3734.12 100 8.35 69.80 100 47.21 2229.6 100
Vst 1.3571 1.8418 49.39 40.49 16402.2 22.76 4.72 22.33 312.57 14.74 217.45 1025.32
Vsrst 0.9794 0.9594 94.82 60.05 3606.40 103.54 6.02 36.24 192.60 24.54 603.18 369.63
fkeg(st) 0.9104 0.8290 109.74 45.31 2053.81 181.81 4.67 21.90 318.63 13.97 195.27 1141.79
VsGsr 0.9094 0.8271 109.99 45.31 2053.65 181.82 4.62 21.36 326.76 13.97 195.07 1142.96
)?Sa“(m 0.9091 0.8265 110.07 45.31 2053.43 181.84 4.61 21.28 327.92 13.95 194.87 1144.14
ﬁsm(ﬂ) 0.9078 0.8242 110.38 45.30 2052.15 181.96 4.58 21.03 331.92 13.92 193.85 1150.14
)?SQB(H) 0.9047 0.8186 111.13 45.25 2048.02 182.32 4.52 20.50 340.42 13.81 190.78 1168.68
Vst 0.8966 0.8039 113.17 45.08 2032.71 183.70 4.36 19.03 366.81 13.34 178.21 1251.10

Table 2 Parameters and distributions of study and auxiliary variables

Artificial population 1

! '1.5-1

R B 3= 031,
f()hz) F(l.S)y’“ e f(xh:) r(03)x i e
Artificial population 2

/ 1 031 x2
FOW) = srgzyom e i

! F(OS) " f(x/ht) = —1 e 2

2n
Artificial population 3
2 , I s
f( ’ ) 1 *)% f(xhi) = F(O 3))6;22 ]e i
. = —e .
Yhi m
Artificial Population 4

V= 2 ) =——e 2
f(yhz) \/2—7; f( hl) o
Table 3 Characteristics of strata
Stratum 1

. Six /

Vi =y 50 X1i = Payt S_lxyli + /1= pax; 15
y
Stratum 2

oy Soc /

Yai = vy + 150 X2i = Pry2 éyZi /1= P%yzle' + 100
)

Stratum 3

Y3 = Yy + 100

Sox )
X3 = Py 5, vy t1/1— pi),zxzi + 200
)

than existing estimators. As a result from numerical illus-
tration, it is derived that the new estimator is more efficient
than the classical mean, ratio, exponential, regression, [8]
and [3] estimators. We suggest the use of the proposed
estimator for a more efficient estimation of the finite pop-
ulation mean in stratified random sampling.

Open Access This article is distributed under the terms of the Creative
Commons Attribution 4.0 International License (http://creative
commons.org/licenses/by/4.0/), which permits unrestricted use, dis-
tribution, and reproduction in any medium, provided you give
appropriate credit to the original author(s) and the source, provide a
link to the Creative Commons license, and indicate if changes were
made.

Appendix
We can write (14) with the e terms as:

R _ 1 _ _ _
nyt = |:Y{1 + _6%5[ + eost} - Wlxelst + W2Y + W2yeust

8
elst 3e%
] ——— 4+ |
[ 2k+8k2Jr ]
(15)
It implies that
Yy — Y :gem + Yeos —wiXeyy +woY +woYe, — Yﬂ
2
> €ost€lst > €1t
_yst X st
I
el _eoslly o 3e] _3e?
— W Y Y y Lt ylst
) %K wo K + 312 +ws K2
(16)

Now taking expectation we obtain the bias of yy,, as,

. s = Voo 3 Vi
Bias(yyy) = Y{T (1 + ﬁ) - E}

We get MSE(yy) by squaring both sides of (16), ignoring
higher order terms, taking expectation as

Y
ﬁ @ Springer


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

168

Mathematical Sciences (2018) 12:163-169

Table 4 Bias, MSE and PRE based on simulation

Est. Pop-1 Pop-2 Pop-3 Pop-4
Bias MSE PRE Bias MSE PRE Bias MSE PRE Bias MSE PRE
Empirical
y 47.45 2252.19 100 55.79 3113.16 100 90.25 8146.11 100 80.24 6440.01 100
Vst 47.03 2212 101.80 55.78 3112.19 100.03 90.19 8135.01 100.16 80.01 6400.91 100.61
ﬁBm 45.96 2113.12 106.58 55.67 3100.21 100.41 90.54 8199.08 99.35 802.01 6402.09 100.59
jReg(m 41.23 1700.17 132.46 46.89 2199.08 141.56 89.44 8000.29 101.82 79.37 6301.07 102.20
)%SGsr 41.22 1699.16 132.54 45.93 2110.01 147.54 88.94 7910.45 102.97 79.06 6250.51 103.03
)?Sa“(m 39.43 1555.15 144.82 42.56 1812.03 171.81 89.05 7930.04 102.72 77.46 6000.91 107.31
§Sa12(sr) 39.44 1556.13 144.73 42.56 1812.06 171.80 89.05 7931.05 102.71 77.45 6000.02 107.33
)?SHB(“) 39.42 1554.13 144.91 42.53 1809.15 172.07 89.02 7925.39 102.78 77.40 5991.49 107.48
yQNﬁ 37.41 1400.09 160.86 41.24 1701.27 182.99 70.88 5025.31 162.10 64.19 4121.01 156.27
Theoretical
y 45.14 2247.11 100 53.83 3103.23 100 92.17 8140.91 100 75.01 6442.92 100
y}sl 46.42 2210 101.22 56.62 3110.14 100.08 89.21 8130.83 100.12 74.62 6409.51 101.46
)%BTS[ 44.72 2117.51 107.72 54.64 3102.27 102.43 85.51 8197.07 96.31 800.71 6400.02 101.33
)?Reg(m 42.55 1702.15 134.88 44.75 2190.75 140.22 87.02 8001.35 103.98 76.74 6304.61 103.18
iSGst 39.17 1694.32 130.52 44.21 2113.02 145.43 89.90 7913.67 104.83 76.31 6253.22 102.44
ﬁsa“(m 37.51 1553.12 142.81 42.11 1810.09 173.23 88.01 7935.74 104.51 79.51 6001.93 105.74
§5a12(.s1) 37.31 1553.51 142.70 44.71 1810.05 170.36 90.06 7934.66 104.53 75.43 6004.04 109.32
ﬁ&lm(m 38.35 1551.17 148.92 45.50 1803.10 170.85 87.92 7926.32 104.02 78.91 5988.32 109.71
)%er 35.21 1403.62 163.44 40.33 1704.39 180.85 73.82 5023.30 160.01 62.86 4120.50 158.44
MSEyy) = YL+ w2ia +wiig + 2wiwpic Now by solving matrix inversion method, we get the
s )
w1 Wl (17) optimum values of wy, w i.e.
— 2ZWiAp — W24E,
g — 2
opt _ 2
where wit = o2 | (19)
Voo v i LAAB — AC
/ . 1.1
L= Voo +—5———
! { VR }’ and
_ Y2 - )
= X"Vyo, o —dchp + ).AZ/LE
2 VOAZ 2V1 .1 W2 = b i 12 (20)
ig=Y 1+V2_0+k—2— X s | *A%B — Ac

— 3 V] 1 V0.2 5 V()A2
dp =Y oy, 202 .
E {k 207y 4#}

Partially differentiating (17) with respect to w; and w, and
equating to zero, we have the following equations

WllA + Wzic :;LD, (17)
A
Widc + wolp ZTE. (18)

’r @ Springer

By putting w}™, wo™

MSE of y,. i.e.,

in MSE(yy,), we get the minimum

Jgid M e dpi

(21)
dndp — g

MSEmin (Vyg) = lYZL -
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