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Abstract
We prove the pathwise uniqueness of solutions of the nonlinear Schrödinger equation
with conservative multiplicative noise on compact 3D manifolds. In particular, we
generalize the result by Burq, Gérard and Tzvetkov, [7], to the stochastic setting. The
proof is based on the deterministic and new stochastic spectrally localized Strichartz
estimates and the Littlewood-Paley decomposition.

Keywords Nonlinear Schrödinger equation · Stratonovich noise · Strichartz
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1 Introduction andmain result

This article is concerned with the stochastic nonlinear Schrödinger equation with
multiplicative noise

⎧
⎪⎪⎨

⎪⎪⎩

du(t) =
(
i�gu(t) − iλ|u(t)|α−1u(t)

)
dt − i

∞∑

m=1

emu(t) ◦ dβm(t), t ∈ (0, T ),

u(0) = u0 ∈ H1(M),

(1.1)
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on a compact 3DRiemannianmanifold M , where�g is theLaplace-Beltrami-operator,
α ∈ (1, 3], λ ∈ {−1, 1}, (em)m∈N are real valued functions and (βm)m∈N are indepen-
dent Brownian motions. If λ = 1, the NLS is called defocusing and if λ = −1, it is
called focusing. In the main result of this article, we show the pathwise uniqueness of
martingale solutions to Problem (1.1) in the energy space H1(M).

Theorem 1.1 Let M be a compact 3D Riemannian manifold. Let λ ∈ {−1, 1}, α ∈
(1, 3] and em ∈ L∞(M) real valued with ∇em ∈ L3(M) for m ∈ N and

∞∑

m=1

(‖∇em‖L3 + ‖em‖L∞
)2

< ∞. (1.2)

Then, the solutions to Problem (1.1) in the sense of Definition 2.2 are pathwise unique.

Theorem1.1 generalizes the result byBurq,Gérard andTzvetkov from [7], Theorem
3, for the cubic NLS to the stochastic setting. Note that this uniqueness result holds for
both the focusing and defocusing case. Combining Theorem 1.1 with the existence of
martingale solutions proved by the authors in [9] and the Yamada-Watanabe-Theory
developed in [36], Theorem 5.3 and Corollary 5.4, see also [41, Theorems 2 and 12.1],
we obtain the existence of a unique strong solution of (1.1).

Corollary 1.2 Let M be a compact 3D Riemannian manifold. Let λ = 1 and α ∈ (1, 3]
or λ = −1 and α ∈ (1, 7

3 ). If (em)m∈N satisfies the conditions from Theorem 1.1, there
is a unique global strong solution to Problem (1.1), cf. Definition 2.2 below, and the
martingale solutions are unique in law.

The question of the existence and the uniqueness of global solutions of the stochas-
tic nonlinear Schrödinger equation has attracted some attention in the recent years.
We refer to de Bouard and Debussche [21;22], Barbu, Röckner and Zhang [14;15;50]
and the second author [30] as well as to the references in these articles. These authors
considered the stochastic NLS in the Euclidean space R

d and employed a fixed point
argument based on the Strichartz estimates to prove the existence and the unique-
ness simultaneously. As in the deterministic setting, their range of the exponents α

depends on the space dimension d and the considered regularity. Brzeźniak and Mil-
let followed a similar approach for the stochastic NLS on a compact 2-dimensional
manifold M . In higher dimensions, their argument only yields the existence of local
solutions since the estimates for the nonlinearity rely on the Sobolev embeddings
Hs,p ↪→ L∞ that are too restrictive to work in the energy space H1(M). Another
result about the stochastic NLS is due to Keller and Lisei, see [34], who considered
the equation on the one-dimensional space-interval (0, 1) with the Neumann bound-
ary conditions. They proved the existence by employing the Galerkin method and
proved the uniqueness via the Sobolev embedding H1(0, 1) ↪→ L∞(0, 1). Hence,
their argument cannot be transferred to higher dimensions. After this work was fin-
ished, we learned about a recent paper [20] by Cheung and Mosincat. Using the
additional structure in the special case of the d-dimensional torus M = T

d and
algebraic nonlinearities, i.e. α = 2k + 1 for some k ∈ N, the authors employed a
fixed point argument based on the multilinear Strichartz estimates and an estimate
of the stochastic convolution in Bourgain spaces Xs,b combined with the truncation
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method from [21;22;30]. As a result, they solved the stochastic NLS with multiplica-
tive noise in the space L2(�, C([0, τ ], Hs(Td)) ∩ Xs,b([0, τ ])) for some stopping
time τ > 0, for every s > scri t := d

2 − 2
α−1 and some b < 1

2 . As a byprod-
uct, their argument also implies the pathwise uniqueness of the martingale solutions
in L2(�, C([0, T ], Hs(T3)) ∩ Xs,b([0, T ])) for α = 3 and s > 1

2 , which reflects an
improvement on the torus compared to the general case considered in our Theorem 1.1.

Let us now explain our approach to the existence and the uniqueness and the main
contributions of the present paper. Instead of using a fixed point argument, we separate
the proof of the existence and the uniqueness. The construction of amartingale solution
has been treated by the authors in [9] and the second author in [31] based on the
Hamiltonian structure of the NLS without using the Strichartz estimates. Since these
ingredients are independent of the underlying geometry, the existence proof works
in a more general framework including non-compact manifolds and domains with
Neumann orDirichlet boundary in arbitrary dimension. The flexibility of this approach
is underlined by the fact that it could be also used to construct a martingale solution
of the NLS with pure jump noise, see [8]. In a second step, we consider the pathwise
uniqueness of themartingale solution with additional assumptions on the noise and the
geometry in order to profit from the dispersive properties of the Schrödinger equation.
In this way, we have proved an analogue of Theorem 1.1 in two dimensions in [9].

In the present article, we turn our attention to the case of three dimensions. To the
best knowledge of the authors our paper is the first one inwhich the uniqueness of solu-
tions to the stochastic NLS on a 3-dimensional compact Riemannian manifold driven
by linear multiplicative noise has been established. The main technical ingredient in
the proof of Theorem 1.1 is the estimate

‖u‖L2(J ,L p) � 1 + (|J |p)
1
2 a.s. (1.3)

of any martingale solution to Problem (1.1) in terms of the length of time interval J
and the exponent p ∈ [6,∞). We refer to Proposition 3.1 for an exact formulation of
this estimate. It is obtained by employing the Littlewood-Paley decomposition and a
partition of unity of the time interval followed by the spectrally localized Strichartz
estimates on short time intervals, cf. for instance inequality (1.5) below. Hereby, the
main novelty of our approach is the spectrally localized Strichartz estimate for stochas-
tic convolution with the Schrödinger group established in Lemma 2.12 and its usage to
get a pathwise estimate of the stochastic convolution which can handle the stochastic
term in Eq. (1.1). Note that the estimate (1.3) is sharp in the sense that it cannot be
proved for α > 3. In the cubic case α = 3, the endpoint Strichartz inequality of Keel
and Tao [35] is required to estimate the most critical terms.

We now sketch the proof of Theorem 1.1 and thereby explain the role of the
estimate (1.3) to overcome the additional difficulties posed by the 3-dimensional
setting compared to the 2-dimensional one. We take two solutions with u1, u2 ∈
L∞(0, T ; H1(M)) almost surely. Our starting point is the representation

‖u1(t) − u2(t)‖2L2 = 2
∫ t

0
Re
(
u1(s) − u2(s),−iλ|u1(s)|α−1u1(s)

+i|u2(s)|α−1u2(s)
)

L2ds (1.4)
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which holds almost surely for all t ∈ [0, T ]. To get this identity, it is crucial to consider
Eq. (1.1) with the noise in the Stratonovich form with real valued coefficients, since
this leads to cancellations of the stochastic integral and the correction term in the Itô
formula. We remark that the formula (1.4) is closely related to the mass conservation
of solutions to (1.1) which leads to the notion of conservative noise. To use equality
(1.4) for the uniqueness proof, one can employ the following local Strichartz estimate

‖t 	→ eit�g ϕ(h2�g)x‖Lq (0,T ;L p) � ‖x‖L2 , x ∈ L2(M), (1.5)

for small times T � h and the global Strichartz estimate

‖t 	→ eit�g x‖Lq (0,T ;L p(M)) � ‖x‖
H

1
q (M)

, x ∈ H
1
q (M). (1.6)

from [7] for every Strichartz-admissible exponent pairs (p, q) ∈ [2,∞]2. Here, h ∈
(0, 1] and ϕ ∈ C∞

c (R) can be chosen arbitrarily.
In the 2-dimensional case d = 2, inequality (1.6) allows one to deduce an improved

regularity Lq(0, T ; Hs− 1
q ,p

), for s ∈ (1− 1
q , 1), almost surely, of the processes u1, u2.

Hence, one can use aGronwall Lemma type argument based on theSobolev embedding

Hs− 1
q ,p

(M) ↪→ L∞(M) to prove the pathwise uniqueness. For the details, we refer
to [9]. In 3D, the challenge is to gain 1

2 + ε derivatives with respect to the embedding

H
3
2+ε(M) ↪→ L∞(M) in order to control the nonlinearity in (1.4) by the H1-estimates

of the solutions. Unfortunately, this is not possible, but it turns out that (1.3) is a good
substitute for the missing L∞-estimate.

To deduce the pathwise uniqueness from (1.3), we generalize a strategy developed
by Yudovich, [49], for the Euler equation to the stochastic setting. In the context of the
deterministic NLS, it is also well-known and has been used already by Vladimirov in
[48], Ogawa and Ozawa in [40] and [42]. They considered the 2-dimensional domains
and used theTrudinger type inequalities as an analogue of inequality (1.3) to control the
growth of L p-norms for p → ∞. Burq, Gérard and Tzvetkov could use the Yudovich-
strategy for three dimensional manifolds without boundary due to the regularizing
effect of the Strichartz estimates. In [17], Blair, Smith andSogge proved the uniqueness
of weak solutions of the deterministic NLS on compact 3D manifolds with boundary
as an application of their Strichartz estimates on this type of geometry.

The paper is organized as follows. In Sect. 2, we fix the notations, formulate our
assumptions and collect auxiliary results. Section 3 is devoted to proof of the estimate
(1.3) and the pathwise uniqueness.

2 Definitions and auxiliary results

This section is devoted to the notations, definitions and auxiliary results that will be
used in the next section to show the pathwise uniqueness.

If a, b ≥ 0 satisfy the inequality a ≤ Cb with a constant C > 0, we write
a � b. Given a � b and b � a, we write a � b. For two Banach spaces E, F , we
denote by L(E, F) the space of linear bounded operators B : E → F and abbreviate
L(E) := L(E, E). We use the notation HS(H1, H2) for the space of Hilbert-Schmidt-
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operators between Hilbert spaces H1 and H2. Furthermore, we write E ↪→ F if E is
continuously embedded in F; i.e. E ⊂ F with natural embedding j ∈ L(E, F).

Let M be a three dimensional compact RiemannianC∞ manifoldwithout boundary
and L p(M) for p ∈ [1,∞] the space equivalence classes of C-valued p-integrable
functions. The distance induced by g is denoted by ρ and canonical measure on M is
called μ. By L p(M) for p ∈ [1,∞], we denote the space of equivalence classes of
C-valued p-integrable functions with respect to μ. The Laplace-Beltrami operator on
M , i.e. the generator of the heat semigroup on M , is named �g . Moreover, we use the
fractional Sobolev spaces

Hs,p(M) :=
{

u ∈ L p(M) : ∃v ∈ L p(M) : u = (I − �g)
− s

2 v
}

for p ∈ [1,∞) and s ≥ 0 with the norm ‖u‖Hs,p := ‖v‖L p . For s < 0, the space
Hs,p(M) is defined as the completion of L p(M) with respect to

‖u‖Hs,p := ‖(I − �g)
s
2 u‖L p , u ∈ L p(M).

For all s ∈ R, we shortly denote Hs(M) := Hs,2(M). For properties of the Laplace-
Beltrami operator, characterizations of the fractional Sobolev spaces and embedding
theorems, we refer to [46] and [44]. For s = 1, one can show that the definition from

above coincides with the classical Sobolev space and
(
‖u‖2

L2 + ‖∇u‖2
L2

) 1
2
defines an

equivalent norm on H1(M). We refer to [38] for an explanation of the gradient as an
element of the tangential bundle of M .

Next, we summarize the assumptions on the coefficient of the noise in Problem
(1.1).

Assumption 2.1 LetY be a separableHilbert space and B : H1(M) → HS(Y , H1(M))

a linear operator. For an ONB ( fm)m∈N of Y and m ∈ N, we set Bm := B(·) fm . Addi-
tionally, we assume that Bm , m ∈ N, are bounded operators on H1(M) with

∞∑

m=1

‖Bm‖2L(H1)
< ∞ (2.1)

and that Bm is symmetric as operator in L2(M), i.e.

(
Bmu, v

)

L2 = (u, Bmv
)

L2 , u, v ∈ H1(M). (2.2)

In particular, we have B ∈ L (H1(M),HS(Y , H1(M))
)
and μ ∈ L(H1(M)) if we

abbreviate
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μ(u) := −1

2

∞∑

m=1

B2
mu, u ∈ H1(M).

We look at the following slight generalization of (1.1) in the Itô form

⎧
⎨

⎩

du(t) =
(
i�gu(t) − iλ|u(t)|α−1u(t) + μ (u(t))

)
dt − iBu(t)dW (t), t ∈ (0, T ),

u(0) = u0.

(2.3)
In the introduction, we used that the process

W =
∞∑

m=1

fmβm

with a sequence (βm)m∈N of independent Brownian motions is a cylindrical Wiener
process in Y , see [25], Proposition 4.7, and the identity

− iBu(t) ◦ dW (t) = −iBu(t)dW (t) + μ (u(t)) dt, (2.4)

which relates Itô and Stratonovich noise. For the sake of simplicity, we restricted
ourselves to the special case of multiplication operators

Bmu = emu, u ∈ H1(M).

with real valued functions em satisfying

∞∑

m=1

(‖∇em‖L3 + ‖em‖L∞
)2

< ∞. (2.5)

Wewant to justify that they fit in Assumption 2.1. The Sobolev embedding H1(M) ↪→
L6(M) and the Hölder inequality yield

‖∇ (emu) ‖L2 ≤ ‖u∇em‖L2 + ‖em∇u‖L2 ≤ ‖∇em‖L3‖u‖L6 + ‖em‖L∞‖∇u‖L2

�
(‖∇em‖L3 + ‖em‖L∞

) ‖u‖H1 , u ∈ H1(M).

Thus,

‖Bmu‖H1 � ‖emu‖L2 + ‖∇ (emu) ‖L2

�
(‖∇em‖L3 + ‖em‖L∞

) ‖u‖H1 , u ∈ H1(M).
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Note that the existence-Theorem from [9] additionally needs the assumptions Bm ∈
L(L2(M)) ∩ L(Lα+1(M)) with

∞∑

m=1

‖Bm‖2L(L2)
< ∞,

∞∑

m=1

‖Bm‖2L(Lα+1)
< ∞. (2.6)

But in our example of multiplication operators, this assumption is implied by (2.5). In
the first Definition, we explain two solution concepts for problem (1.1).

Definition 2.2 Let T > 0 and u0 ∈ H1(M).

(a) A martingale solution to Problem (1.1) is a system (�,F , P, W , F, u) with

• A probability space (�,F , P)

• A Y -valued cylindrical Wiener W process on �;
• A filtration F = (Ft )t∈[0,T ] with the usual conditions;
• A continuous, F-adapted process with values in H−1(M) such that almost all
paths are in Cw([0, T ], H1(M)) and u ∈ L2(� × [0, T ], H1(M));

such that the equation

u(t) = u0 +
∫ t

0

[
i�gu(s) − iλ|u(s)|α−1u(s) + μ(u(s))

]
ds

−i
∫ t

0
Bu(s)dW (s) (2.7)

holds P-almost surely in H−1(M) for all t ∈ [0, T ].
(b) Given a probability space (�,F , P), a Y -valued cylindrical Wiener W process on

�, and a filtration F = (Ft )t∈[0,T ] with the usual conditions, a strong solution to
Problem (1.1) is a continuous, F-adapted process with values in H−1(M) such
that almost all paths are in Cw([0, T ], H1(M)), u ∈ L2(� × [0, T ], H1(M)) and
(2.7) holds almost surely in H−1(M) for all t ∈ [0, T ].

Remark 2.3 For α ∈ (1, 3], the solution is almost surely continuous in L2(M). Indeed,
this follows from the following mild form of the Itô Eq. (2.7),

u(t) = eit�g u0 +
∫ t

0
ei(t−s)�g

[
−iλ|u(s)|α−1u(s) + μ(u(s))

]
ds

−i
∫ t

0
ei(t−s)�g Bu(s)dW (s) (2.8)

almost surely for all t ∈ [0, T ], see for example the proof of Proposition 3.1 in a
similar situation, since the nonlinearity with α ∈ (1, 3]maps H1(M) to L2(M) by the
Sobolev embedding H1(M) ↪→ L2α(M).

In the following definition, we fix different notions of uniqueness. As we have seen
in the previous remark, it makes sense to define uniqueness by comparing solutions
in C([0, T ], L2(M)).

123



Stoch PDE: Anal Comp (2022) 10:828–857 835

Definition 2.4 (a) We say that the solutions to Problem (1.1) are pathwise unique
in L2(�; L∞(0, T ; H1(M))), if and only if given two martingale solutions(
�,F , P, W , F, u j

)
with u j ∈ L2(�; L∞(0, T ; H1(M))) for j = 1, 2, to Prob-

lem (1.1), we have u1(t) = u2(t) almost surely in L2(M) for all t ∈ [0, T ].
(b) We say that the solutions to Problem (1.1) are unique in law in L2(�; L∞(0, T ;

H1(M))), if given two martingale solutions
(
� j ,F j , P j , W j , F j , u j

)
with

u j (0) = u0 and u j ∈ L2(�; L∞(0, T ; H1(M))) for j = 1, 2, to Problem (1.1),
we have P

u1
1 = P

u2
2 on C([0, T ], L2(M)).

We continuewith some auxiliary resultswhich are eitherwell-knownor due toBurq,
Gérard and Tzvetkov, [7]. The first Lemma gives us an estimate for the nonlinear term
in Problem (1.1).

Lemma 2.5 Let q ∈ [2, 6] and r ∈ (1,∞) with 1
r ′ = 1

2 + α−1
q . Then, we have

‖|u|α−1u‖H1,r ′ � ‖u‖α
H1 , u ∈ H1(M).

Proof See [11], Lemma III.1.4. ��
The following Lemma deals with a Littlewood-Paley type decomposition of L p(M)

for p ∈ [2,∞).

Lemma 2.6 Let ψ ∈ C∞
c (R), ϕ ∈ C∞

c (R \ {0}) with

1 = ψ(λ) +
∞∑

k=1

ϕ
(
2−kλ

)
, λ ∈ R.

Then, we have

‖ f ‖L2 �

(

‖ψ(�g) f ‖2L2 +
∞∑

k=1

‖ϕ
(
2−k�g

)
f ‖2L2

) 1
2

, f ∈ L2(M), (2.9)

and

‖ f ‖L p �p ‖ψ(�g) f ‖L p +
( ∞∑

k=1

‖ϕ
(
2−k�g

)
f ‖2L p

) 1
2

, f ∈ L p(M), (2.10)

for p ∈ [2,∞).

Proof Let p ∈ (1,∞). By [12], page 2, or [37] Theorem 4.1 and estimate (2.9) in a
more general setting, we have

‖ f ‖L p �

∥
∥
∥
∥

(

|ψ(�g) f |2 +
∞∑

k=1

|ϕ
(
2−k�g

)
f |2
) 1

2 ∥∥
∥
∥

L p
, f ∈ L p(M).

Hence, we get (2.9) by Fubini and (2.10) by Minkowski’s inequality. ��
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The previous Lemma indicates the importance of estimating operators of the form
ϕ(h2�g) for h ∈ (0, 1]. In the next Lemma, we state how they act in L p-spaces
and Sobolev spaces. Note that these kind of estimates are usually called Bernstein
inequalities.

Lemma 2.7 (a) There is C > 0 such that for all 1 ≤ q ≤ r ≤ ∞ and ϕ ∈ C∞
c (R),

the following inequality holds:

‖ϕ(h2�g)u‖Lr (M) ≤ Ch
d
(
1
r − 1

q

)

‖ϕ(h2�g)u‖Lq , u ∈ Lq(M), h ∈ (0, 1].

(b) Let us assume that p ∈ (1,∞) and s ≥ 0. Then, for every ϕ ∈ C∞
c (R \ {0}), there

is C > 0 such that

‖ϕ(h2�g)u‖L p ≤ Chs‖ϕ(h2�g)u‖Hs,p , u ∈ Hs,p(M), h ∈ (0, 1].

Proof (a) See [7], Corollary 2.2. Let us emphasize that the fact that constant C is
independent of q and r follows from the proof given in [7].

(b) Throughout this proof, we w.l.o.g. assume s > 0.
Moreover, we take ϕ̃ ∈ C∞

c (R \ {0}) with ϕ̃ = 1 on supp(ϕ) and define

fh : [0,∞) → R, fh(t) := t−
s
2 ϕ̃(−h2t)

for h ∈ (0, 1]. Then, we have ϕ(−h2t) = fh(t)t
s
2 ϕ(−h2t) for all t ∈ [0,∞) and

h ∈ (0, 1]. Furthermore, we obtain that fh satisfies the Mihlin condition

sup
t≥0

|tk f (k)
h (t)| � hs, k ∈ N0, h ∈ (0, 1].

Fact 2.20 in [47] and the Spectral Multiplier Theorem 7.6 in [24] hence imply

‖ fh(−�g)‖L(L1,L1,∞) � hs, h ∈ (0, 1].

Since we also have

‖ fh(−�g)‖L(L2) ≤ sup
t≥0

| fh(t)| � hs, h ∈ (0, 1],

by the Borel functional calculus for selfadjoint operators, the Marcinkiewitz Interpo-
lation Theorem, see [27], Theorem 1.3.2, yields

‖ fh(−�g)‖L(L p) � hs, h ∈ (0, 1],

for p ∈ (1, 2]. Since fh(−�g) is selfadjoint on L2(M), we obtain for p ∈ (2,∞)
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‖ fh(−�g)‖L(L p) = sup
u∈L p∩L2:‖u‖L p ≤1

sup
v∈L p′ ∩L2:‖v‖

L p′ ≤1

∣
∣
(

fh(−�g)u, v
)

L2

∣
∣

= sup
v∈L p′ ∩L2:‖v‖

L p′ ≤1

sup
u∈L p∩L2:‖u‖L p ≤1

∣
∣
(
u, fh(−�g)v

)

L2

∣
∣

= ‖ fh(−�g)‖L(L p′
)
� hs, h ∈ (0, 1].

For every p ∈ (1,∞), we therefore get

‖ϕ(h2�g)u‖L p = ‖ fh(−�g)
(−�g

) s
2 ϕ(h2�g)u‖L p � hs‖ (−�g

) s
2 ϕ(h2�g)u‖L p

� hs‖ϕ(h2�g)u‖Hs,p , u ∈ Hs,p(M).

This completes the proof of Lemma 2.7. ��
Definition 2.8 A pair (p, q) ∈ [2,∞]2 is called Strichartz-admissible for the dimen-
sion d ∈ N if

2

q
+ d

p
= d

2
and (q, p, d) �= (2,∞, 2).

In the remainder of the article, we will use the exponent pairs (6, 2) and (2,∞)

which are Strichartz-admissible for d = 3. We emphasize that the Strichartz estimates
which involve the pair (6, 2) are often called the endpoint Strichartz estimates. We
refer to the article [35] in which Keel and Tao treated the endpoint case for the first
time. Next, we collect the spectrally localized Strichartz estimates from [7] which will
be crucial in the proof of Proposition 3.1.

Lemma 2.9 Let M be a compact Riemannian manifold of dimension d ∈ N and a
pair (p, q) ∈ [2,∞]2 be Strichartz-admissible. Then, for any ϕ ∈ C∞

c (R), there exist
positive numbers β > 0 and C > 0 such that for h ∈ (0, 1] and any interval J of
length |J | ≤ βh

‖t 	→ eit�g ϕ(h2�g)x‖Lq (J ,L p) ≤ C‖x‖L2 , x ∈ L2(M). (2.11)

Proof See [7], Proposition 2.9. The result follows from the dispersive estimate for the
Schrödinger group from [7], Lemma 2.5, and an application of Keel-Tao’s Theorem
( [35]) with U (t) = eit�g ϕ̃(h2�g)1J (t) for some ϕ̃ ∈ C∞

c (R) with ϕ̃ = 1 on
supp(ϕ). ��

A similar result also holds for convolutions with the Schrödinger group.

Lemma 2.10 Let M be a compact Riemannian manifold of dimension d ∈ N and
(p1, q1), (p2, q2) ∈ [2,∞]2 be Strichartz-admissible. Then, for any ϕ ∈ C∞

c (R),
there is β > 0 and C > 0 such that for h ∈ (0, 1] and any interval J of length
|J | ≤ βh

2

∥
∥
∥
∥t 	→

∫ t

−∞
ei(t−s)�g ϕ(h2�g) f (s)ds

∥
∥
∥
∥

Lq1 (J ,L p1 )

≤ C‖ϕ(h2�g) f ‖
Lq′

2 (J ,L p′
2 )
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Proof See [7], Lemma 3.4. ��
To prepare the next Lemma, we recall the following notation.

Notation 2.11 Let E be a separable Banach space, p ∈ [1,∞), J ⊂ [0,∞) an
interval and (�,F , P, F) a filtered probability space. By Mp(J , X), we denote the
space of F-progressively measurable E-valued processes ξ : J × � → E with
‖ξ‖L p(J×�,E) < ∞.

Adapting the proof of [10, Theorem 3.10] to the present situation, we obtain a
new spectrally localized stochastic Strichartz estimate for the stochastic convolution
processes with the Schrödinger group.

Lemma 2.12 Let M be a compact Riemannian manifold of dimension 3. Let ϕ, ϕ̃ ∈
C∞

c (R\{0}) with ϕ̃ = 1 on supp(ϕ). Choose β > 0 as in Lemma 2.9. Let h ∈ (0, 1] and
J ⊂ [0, T ] be an interval of length |J | ≤ βh and χh ∈ C∞

c (R) with supp(χh) ⊂ J .
For B ∈ M2(J ,HS(Y , L2)), we set

G(t) :=
∫ t

0
ei(t−s)�g χh(s)ϕ(h2�g)B(s)dW (s), t ∈ J .

Then,

‖G‖L2(�,L2(J ,L6)) � ‖ϕ̃(h2�g)B‖L2(�,L2(J ,HS(Y ,L2))).

Proof We abbreviate

F(t, s) := 1{s≤t}ei(t−s)�g χh(s)ϕ(h2�g)B(s), t, s ∈ J ,

and use theBurkholder-Davis-Gundy-inequality in themartingale type 2Banach space
L2(J , L6), see for example [13], to estimate

‖G‖2L2(�,L2(J ,L6))
= E

∥
∥
∥
∥

∫

J
F(·, s)dW (s)

∥
∥
∥
∥

2

L2(J ,L6)

� E

∫

J
‖F(·, s)‖2

γ (Y ,L2(J ,L6))
ds

(2.12)

Writingout the definitionofγ (Y , L2(J , L6)) andusingϕ(h2�g) = ϕ(h2�g)ϕ̃(h2�g),
we get

‖F(·, s)‖2
γ (Y ,L2(J ,L6))

= Ẽ

∥
∥
∥
∥t 	→

∞∑

m=1

γm1{s≤t}ei(t−s)�g χh(s)ϕ(h2�g)B(s) fm

∥
∥
∥
∥

2

L2(J ,L6)

= Ẽ

∥
∥
∥
∥t 	→

∞∑

m=1

eit�g ϕ(h2�g)
[
γme−is�g χh(s)ϕ̃(h2�g)B(s) fm

]
∥
∥
∥
∥

2

L2(J≥s ,L6)

,

where (γm)m∈N is a sequence of i.i.d. N (0, 1)-Gaussians on some probability space
�̃. By Lemma 2.9, the operator ei·�g ϕ(h2�g) is bounded from L2(M) to L2(J , L6).
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Hence, we can take it out of the sum and obtain

‖F(·, s)‖2
γ (Y ,L2(J ,L6))

� Ẽ

∥
∥
∥
∥

∞∑

m=1

γm e−is�g χh(s)ϕ̃(h2�g)B(s) fm

∥
∥
∥
∥

2

L2

= ‖e−is�g χh(s)ϕ̃(h2�g)B(s)‖2
γ (Y ,L2)

� ‖e−is�g χh(s)ϕ̃(h2�g)B(s)‖2HS(Y ,L2)

� ‖χh(s)ϕ̃(h2�g)B(s)‖2HS(Y ,L2)
.

Finally, inserting the last estimate in (2.12) yields

‖G‖2L2(�,L2(J ,L6))
� E

∫

J
‖χh(s)ϕ̃(h2�g)ϕ̃(h2�g)B(s)‖2HS(Y ,L2)

ds

� ‖ϕ̃(h2�g)B‖2L2(�,L2(J ,HS(Y ,L2)))
.

The proof of Lemma 2.12 is thus completed. ��
Lemma 2.13 Let a ∈ (0,∞), b ∈ (0, 1), let Xk : � → [0,∞], k ∈ N0, be random
variables which satisfy EXk ≤ a bk for all k ∈ N0. Then for every ε ∈ (0, 1) there
exists a random variable C : � → [0,∞] with P(C < ∞) = 1 which satisfies
Xk ≤ Cb(1−ε)k for all k ∈ N0.

Proof Let C :=∑∞
j=0 ξ j , where ξ j , j ∈ N0, are nonnegative random variables given

by ξ j : = X j b−(1−ε) j for j ∈ N0. Then, C is a non-negative random variable and
from monotone convergence and the assumptions, we infer

E
[
C
] =

∞∑

j=0

Eξ j =
∞∑

j=0

b−(1−ε) j
EX j ≤

∞∑

j=0

b−(1−ε) j a b j

= a
∞∑

j=0

bε j = a

1 − bε
< ∞.

As a consequence, we obtain P(C < ∞) = 1 and for all k ∈ N0, we have

Xk = ξk b(1−ε)k ≤
∞∑

j=0

ξ j b(1−ε)k = C b(1−ε)k .

��

3 Uniqueness

In the following section, we will prove the pathwise uniqueness of solutions of (1.1).
A key ingredient for this result is an L2

t L p
x -estimate for solutions for arbitrary large p

with moderate growth of the bound in p.
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Proposition 3.1 Let d = 3 and α ∈ (1, 3]. Let T > 0 and let (�,F , P, W , F, u),
where F = (Ft )t∈[0,T ], be a martingale solution of Problem (1.1). Then, there are a
measurable set �∞ ⊂ � with P(�∞) = 1 and a random variable C : � → [0,∞]
with C < ∞ on �∞ such that for all ω ∈ �∞, p ∈ [6,∞) and intervals J ⊂ [0, T ],
we have

‖u(·, ω)‖L2(J ,L p) ≤ C(ω)
(
1 + (|J |p)

1
2

)
.

Let us emphasize that the random constant C in the estimate is independent of p.
We further remark that this estimate of L p-norms is a substitute for the L∞-bound for
solutions in the 2D-setting, see [9], and complements the inequality, for p ∈ [1, 6],

‖u‖L2(J ,L p) � |J | 12 ‖u‖L∞(J ,H1) < ∞ a.s.,

which we get from the Sobolev embedding and the energy estimate for martingale
solutions. Before we start with the proof, we introduce an equidistant partition of the
time interval.

Notation 3.2 Let I = [a, b] with 0 < a < b < ∞. For ρ > 0 and N := � b−a
ρ

�, i.e.
N = max{n ∈ N : n ≤ b−a

ρ
}, the family

(
I j
)N

j=0 defined by

I j : = [a + jρ, a + ( j + 1)ρ] , j ∈ {0, . . . N − 1},
IN : = [a + Nρ, b]

is called the ρ-partition of I . Observe that

|I j | ≤ ρ, j = 0, . . . , N , I =
N⋃

j=0

I j , I ◦
j ∩ I ◦

k = ∅, j �= k.

Proof of Proposition 3.1 Let us choose and fix T > 0 and a martingale solution
(�,F , P, W , F, u) to Problem (1.1). We choose β > 0 as in Lemma 2.9 and in
Lemma 2.10.

Step 1 Let us choose h ∈ (0, 1] and take the βh
4 -partition

(
I j
)NT ,h

j=0 of the interval

[0, T ] in the sense of Notation 3.2. Furthermore, we define a cover
(

I ′
j

)NT ,h

j=0
of

(
I j
)NT ,h

j=0 , a sequence
(
m j
)NT ,h

j=0 by

I ′
j :=

(

I j +
[

−βh

8
,
βh

8

])

∩ [0, T ], m j := jβh

4
+ βh

8
, j = 0, . . . , NT ,h,

(3.1)
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and a sequence
(
χI j

)NT ,h

j=0
⊂ C∞

c ([0,∞)) by χI j := χ
(
(βh)−1(· − m j )

)
for some

fixed χ ∈ C∞
c (R) with 1[− 1

8 , 18 ] ≤ χ ≤ 1[− 1
4 , 14 ]. Then, we have

χI j = 1 on I j , supp(χI j ) ⊂ I ′
j , ‖χ ′

I j
‖L∞(R) ≤ (βh)−1‖χ ′‖L∞(R).

(3.2)

We fix ϕ, ϕ̃ ∈ C∞
c (R \ {0}) with 0 ≤ ϕ, ϕ̃ ≤ 1 and ϕ̃ = 1 on supp(ϕ). In order to

localize the solution u spectrally and in time, we set

vI j (t) = χI j (t)ϕ(h2�g)u(t), t ∈ [0, T ], j = 0, . . . , NT ,h,

and apply the Itô formula to Φ j ∈ C1,2(I ′
j × H−1(M), H−3(M)) defined by

Φ j (s, x) = ei(t−s)�g χI j (s)ϕ(h2�g)x, s ∈ I ′
j , x ∈ H−3(M),

to get the following mild form representation of vI j , for j = 1, . . . , NT ,h ,

vI j (t) = Φ j (t, χI j (t)ϕ(h2�g)u(t))

=
∫ t

min I ′
j

[
−i�gei(t−s)�g χI j (s)ϕ(h2�g)u(s) + ei(t−s)�g χ ′

I j
(s)ϕ(h2�g)u(s)

]
ds

+
∫ t

min I ′
j

ei(t−s)�g χI j (s)ϕ(h2�g)
[
i�gu(s) − iλ|u(s)|α−1u(s) + μ(u(s))

]
ds

−i
∫ t

min I ′
j

ei(t−s)�g χI j (s)ϕ(h2�g)Bu(s)dW (s)

=
∫ t

min I ′
j

ei(t−s)�g χ ′
I j

(s)ϕ(h2�g)u(s)ds

+
∫ t

min I ′
j

ei(t−s)�g χI j (s)ϕ(h2�g)
[−iλ|u(s)|α−1u(s) + μ(u(s))

]
ds

−i
∫ t

min I ′
j

ei(t−s)�g χI j (s)ϕ(h2�g)Bu(s)dW (s) (3.3)

in H−3(M) almost surely for all t ∈ I ′
j . Because of the regularity of each term

(recall that α ≤ 3), the identity (3.3) holds in L2(M) almost surely for all t ∈ I ′
j .

Analogously, we get

vI0(t) = eit�g vI0(0) +
∫ t

0
ei(t−s)�g χ ′

I0(s)ϕ(h2�g)u(s)ds

+
∫ t

0
ei(t−s)�g χI0(s)ϕ(h2�g)

[
−iλ|u(s)|α−1u(s) + μ(u(s))

]
ds

−i
∫ t

0
ei(t−s)�g χI0(s)ϕ(h2�g)Bu(s)dW (s) (3.4)
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in L2(M) almost surely for all t ∈ I ′
0. We abbreviate

G I j ,h(t) :=
∫ t

min I ′
j

ei(t−s)�g χI j (s)ϕ(h2�g)Bu(s)dW (s), 0 ≤ t ∈ [0, T ].

(3.5)

We use the stochastic Strichartz estimate from Lemma 2.12, the properties of the

partitions
(
I j
)NT ,h

j=0 and
(

I ′
j

)NT ,h

j=0
and Lemma 2.7 b) to estimate

E

NT ,h∑

j=0

‖G I j ,h‖2L2(I ′
j ,L

6)
� E

NT ,h∑

j=0

∫

I ′
j

‖ϕ̃(h2�g)B(u(s))‖2HS(Y ,L2)
ds

≤ 2E

NT ,h∑

j=0

∫

I j

‖ϕ̃(h2�g)B(u(s))‖2HS(Y ,L2)
ds

= 2E

∫ T

0
‖ϕ̃(h2�g)B(u(s))‖2HS(Y ,L2)

ds

� h2
E

∫ T

0
‖ϕ̃(h2�g)B(u(s))‖2HS(Y ,H1)

ds.

Since ϕ̃(h2�g) is a contractive operator from H1(M) to H1(M) (recall ‖ϕ̃‖∞ ≤ 1)
and B is bounded from H1(M) toHS(Y , H1(M))byAssumption2.1,we conclude

E

NT ,h∑

j=0

‖G I j ,h‖2L2(I ′
j ,L

6)
� h2

E
∫ T
0 ‖u(s)‖2

H1ds, h ∈ (0, 1). (3.6)

We emphasize that in view of Lemma 2.12 the implicit constant in (3.6) is inde-
pendent of h ∈ (0, 1). Consequently, Lemma 2.13 shows that for any ε ∈ (0, 1)
there is a random variable C : � → [0,∞] with C < ∞ almost surely such that

NT ,2−k/2
∑

j=0

‖G I j ,2−k/2‖2L2(I ′
j ,L

6)
≤ 2−k(1−ε)C on � for all k ∈ N0. (3.7)

Step 2 Now, let us choose and fix an interval J ⊂ [0, T ], let ε ∈ (0, 1/2), k ∈
N0 and h = 2−k/2. Let us define �k as the intersection of the full probability
sets from (3.3), (3.4) and (3.7) for h = 2−k/2 and the assumption that u j ∈
L∞(0, T ; H1(M)) almost surely. Moreover, we set �∞ := ⋂∞

j=0 � j and notice
that P(�∞) = 1. Let us next choose and fix a path ω ∈ �∞. In the rest of
the argument, we skip the dependence on ω to keep the notation simple. Let us

pick those intervals J0, . . . , JN from the partition (I j )
NT ,h
j=0 which cover the given
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interval J . The associated intervals in (I ′
j )

N
j=0 will be denoted by J ′

0, . . . , J ′
N .

From (3.3) and (3.5) we deduce for j = 1, . . . , N that

vJ j (t) =
∫ t

min J ′
j

ei(t−s)�g ϕ(h2�g)
[
χ ′

J j
(s)u(s) + χJ j (s)μ(u(s))

]
ds

−iλ
∫ t

min J ′
j

ei(t−s)�g χJ j (s)ϕ(h2�g)|u(s)|α−1u(s)ds − i G Jj ,h(t)

(3.8)

holds in L2(M) almost surely for all t ∈ I ′
j . Note that (3.1) implies |J ′

j | ≤ βh
2 . Due

to the choice of β > 0, we can apply Lemma 2.10 with the Strichartz-admissible
pairs (6, 2) and (2,∞). Hence, we obtain for j = 1, . . . , N

∥
∥
∥
∥t 	→

∫ t

min J ′
j

ei(t−s)�g ϕ(h2�g)
[
χ ′

J j
(s)u(s) + χJ j (s)μ(u(s))

]
ds

∥
∥
∥
∥

L2(J ′
j ,L

6)

�
∥
∥
∥
∥ϕ(h2�g)

[
χ ′

J j
u + χJ j μ(u)

]∥∥
∥
∥

L1(J ′
j ,L

2)

and

∥
∥
∥
∥t 	→

∫ t

min J ′
j

ei(t−s)�g ϕ(h2�g)χJ j (s)|u(s)|α−1u(s)ds

∥
∥
∥
∥

L2(J ′
j ,L

6)

� ‖ϕ(h2�g)χJ j |u|α−1u‖
L2(J ′

j ,L
6
5 )

.

Let us emphasize that the implicit constants in these estimates are independent of
h and ω. Combining the latter estimates with (3.8) yields

‖vJ j ‖L2(J j ,L6) ≤ ‖vJ j ‖L2(J ′
j ,L

6) � ‖χ ′
J j

ϕ(h2�g)u‖L1(J ′
j ,L

2)

+‖χJ j ϕ(h2�g)|u|α−1u‖
L2(J ′

j ,L
6
5 )

+‖χJ j ϕ(h2�g)μ(u)‖L1(J ′
j ,L

2) + ‖G Jj ,h‖L2(J ′
j ,L

6) (3.9)

for j = 1, . . . , N . Using similar arguments and taking into account Lemma 2.9
for the evolution of the initial value, we deduce

‖vJ0‖L2(J0,L6) ≤ ‖vJ0‖L2(J ′
0,L

6) � ‖vJ0(min J ′
0)‖L2 + ‖χ ′

J0ϕ(h2�g)u‖L1(J ′
0,L

2)

+‖χJ0ϕ(h2�g)|u|α−1u‖
L2(J ′

0,L
6
5 )

+‖χJ0ϕ(h2�g)μ(u)‖L1(J ′
0,L

2)

+‖G J0,h‖L2(J ′
0,L

6). (3.10)
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Note that vJ0(min J ′
0) = 0 if I0 �= J0. Next, we estimate the terms on the right

hand side of (3.9) and (3.10). By properties (3.2), Lemma 2.7 b) and the Hölder
inequality with |J ′

j | � h, we get

‖χ ′
J j

ϕ(h2�g)u‖L1(J ′
j ,L

2) � h−1‖ϕ(h2�g)u‖L1(J ′
j ,L

2) � ‖ϕ(h2�g)u‖L1(J ′
j ,H1)

� h
1
2 ‖ϕ(h2�g)u‖L2(J ′

j ,H1).

The Hölder inequality with |J ′
j | � h, Lemma 2.7 b) and the boundedness of the

operators ϕ(h2�g) and μ in H1(M) yield

‖χJ j ϕ(h2�g)μ(u)‖L1(J ′
j ,L

2) � h‖χJ j ϕ(h2�g)μ(u)‖L∞(J ′
j ,L

2)

≤ h‖ϕ(h2�g)μ(u)‖L∞(0,T ;L2)

� h2‖ϕ(h2�g)μ(u)‖L∞(0,T ;H1)

� h2‖u‖L∞(0,T ;H1).

Next we apply Lemma 2.5 with r ′ = 6
α+2 and q = 6. Since α ≤ 3 we have r ′ ≥ 6

5
and hence we obtain the following estimate

‖|v|α−1v‖
H1, 65

� ‖|v|α−1v‖
H

1, 6
α+2

� ‖v‖α
H1 , v ∈ H1(M). (3.11)

Moreover, note that suph∈(0,1) ‖ϕ(h2�g)‖L(H1, 65 )
< ∞. Together with (3.11), the

Hölder inequality, and Lemma 2.7 b), this implies

‖χJ j ϕ(h2�g)|u|α−1u‖
L2

(

J ′
j ,L

6
5

) � h
1
2 ‖ϕ(h2�g)|u|α−1u‖

L∞
(

0,T ;L
6
5

)

� h
3
2 ‖ϕ(h2�g)|u|α−1u‖

L∞
(

0,T ;H1, 65

)

� h
3
2 ‖|u|α−1u‖

L∞
(

0,T ;H1, 65

) � h
3
2 ‖u‖α

L∞(0,T ;H1)
,

where we again emphasize that the implicit constants in the inequalities above and
below are independent of h ∈ (0, 1). Inserting the last three estimates in (3.9) and
(3.10) yields for j = 1, . . . , N

‖vJ j ‖L2(J j ,L6) � h
1
2 ‖ϕ(h2�g)u‖

L2
(

J ′
j ,H1

) + h
3
2 ‖u‖α

L∞(0,T ;H1)

+h2‖u‖L∞(0,T ;H1) + ‖G Jj ,h‖L2(J ′
j ,L

6), (3.12)

‖vJ0‖L2(J0,L6) � h‖ϕ(h2�g)u(min J ′
0)‖H1 + h

1
2 ‖ϕ(h2�g)u‖L2(J ′

0,H1)

+h
3
2 ‖u‖α

L∞(0,T ;H1)

+h2‖u‖L∞(0,T ;H1) + ‖G J0,h‖L2(J ′
0,L

6). (3.13)
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We square the estimates (3.12) and (3.13) and sum them up over j ∈ {0, ..., N }.
Since χJ j = 1 on J j , by using (3.7) and N ≤ NT ,h =

⌊
4T
βh

⌋
, we conclude that

‖ϕ(h2�g)u‖2L2(J ,L6)
≤

N∑

j=0

‖χJ j ϕ(h2�g)u‖2L2(J j ,L6)
=

N∑

j=0

‖vJ j ‖2L2(J j ,L6)

� h2‖ϕ(h2�g)u(min J ′
0)‖2H1

+
N∑

j=0

[

h‖ϕ(h2�g)u‖2L2(J ′
j ,H1)

+ h3‖u‖2αL∞(0,T ;H1)

]

+
N∑

j=0

[
h4‖u‖2L∞(0,T ;H1)

]
+

NT ,h∑

j=0

‖G I j ,h‖2L2(I ′
j ,L

6)

� h2‖ϕ(h2�g)u(min J ′
0)‖2H1

+
N∑

j=0

[

h‖ϕ(h2�g)u‖2L2(J ′
j ,H1)

+ h3‖u‖2αL∞(0,T ;H1)

]

+
N∑

j=0

[
h4‖u‖2L∞(0,T ;H1)

]
+ h2(1−ε)C

� h2‖ϕ(h2�g)u(min J ′
0)‖2H1 + h

N∑

j=0

‖ϕ(h2�g)u‖2L2(J ′
j ,H1)

+h2‖u‖2αL∞(0,T ;H1)
+ h3‖u‖2L∞(0,T ;H1)

+ h2(1−ε)C . (3.14)

Below, we will use the following additional notation

JN+1 :=
⎛

⎝
N⋃

j=0

J ′
j

⎞

⎠ \
⎛

⎝
N⋃

j=0

J j

⎞

⎠ , J h :=
N+1⋃

j=0

J j .

Since

N∑

j=0

‖ϕ(h2�g)u‖2L2(J ′
j ,H1)

≤ 2
N+1∑

j=0

‖ϕ(h2�g)u‖2L2(J j ,H1)

= 2‖ϕ(h2�g)u‖2L2(J h ,H1)

we infer that

‖ϕ(h2�g)u‖2L2(J ,L6)
� h2‖ϕ(h2�g)u(min J ′

0)‖2H1 + h‖ϕ(h2�g)u‖2L2(J h ,H1)

+ h2‖u‖2αL∞(0,T ;H1)
+ h3‖u‖2L∞(0,T ;H1)

+ h2(1−ε)C .
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Let now choose and fix p ≥ 6. Since u ∈ L∞(0, T ; H1(M)), by Lemma 2.7 a)
we deduce for h = 2−k/2, k ∈ N0, that

‖ϕ(h2�g)u‖L2(J ,L p) � h
3
(
1
p − 1

6

)

‖ϕ(h2�g)u‖L2(J ,L6)

� h
3
p + 1

2 ‖ϕ(h2�g)u(min J ′
0)‖H1 + h

3
p ‖ϕ(h2�g)u‖L2(J h ,H1)

+h
3
p + 1

2 ‖u‖α
L∞(0,T ;H1)

+ h
3
p +1‖u‖L∞(0,T ;H1) + h

3
p + 1

2 −εC

� h
3
p + 1

2 + h
3
p ‖ϕ(h2�g)u‖L2(J h ,H1) + h

3
p + 1

2 −ε + h
3
p +1 (3.15)

with the implicit constant being independent of k and p because the constant C
from Lemma 2.7 a) does not depend on p.
Step 3 In the last step, we use inequality (3.15) and the Littlewood-Paley theory

to derive the estimate stated in the Proposition. To this end, we set hk := 2− k
2 and

k0 := min
{

k : |J | >
βhk
4

}
. As in the previous step, we fix a path ω ∈ �∞ :=

⋂∞
k=0 �k and, in the rest of the argument, we skip the dependence on ω to keep

the notation simple. Moreover, we choose ψ ∈ C∞
c (R), ϕ ∈ C∞

c (R \ {0}) such
that

1 = ψ(λ)u +
∞∑

k=1

ϕ(2−kλ), λ ∈ R.

Then, Lemma 2.6, the embedding �1(N) ↪→ �2(N), (3.15), and the hypothesis ε ∈
(0, 1/2) from Step 2 imply that

‖u‖L2(J ,L p) �
∥
∥
∥
∥

(

‖ψ(�g)u‖2L p +
∞∑

k=1

‖ϕ(2−k�g)u‖2L p

) 1
2 ∥∥
∥
∥

L2(J )

=
(

‖ψ(�g)u‖2L2(J ,L p)
+

∞∑

k=1

‖ϕ(2−k�g)u‖2L2(J ,L p)

) 1
2

≤ ‖ψ(�g)u‖L2(J ,L p) +
∞∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p)

� ‖ψ(�g)u‖L2(J ,L p) +
k0−1∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p)

+
∞∑

k=k0

2− 3k
2p ‖ϕ(2−k�g)u‖L2(J hk ,H1)

+
∞∑

k=k0

[

2
− k

2

(
3
p + 1

2

)

+ 2
− k

2

(
3
p +1

)

+ 2
− k

2

(
3
p + 1

2 −ε
)]

≤ ‖ψ(�g)u‖L2(J ,L p) +
k0−1∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p)
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+
∞∑

k=k0

2− 3k
2p ‖ϕ(2−k�g)u‖L2(J hk ,H1) +

∞∑

k=k0

[
2− k

4 + 2− k
2 + 2− k

4 (1−2ε)
]

� ‖ψ(�g)u‖L2(J ,L p) +
k0−1∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p)

+
⎛

⎝
∞∑

k=k0

2− 3k
p

⎞

⎠

1
2
⎛

⎝
∞∑

k=k0

‖ϕ(2−k�g)u‖2
L2(J hk ,H1)

⎞

⎠

1
2

+ 1. (3.16)

From Lemma 2.7 a) with h = 1, we conclude

‖ψ(�g)u‖L2(J ,L p) � ‖ψ(�g)u‖L2(J ,L2) � ‖u‖L2(J ,L2) � 1. (3.17)

From Lemma 2.7 a) and the Sobolev embedding, we infer

‖ϕ(2−k�g)u‖L2(J ,L p) � 2−k( 3
2p − 1

4 )‖ϕ(2−k�g)u‖L2(J ,L6)

� 2
k
4 ‖ϕ(2−k�g)u‖L2(J ,H1)

for k ∈ {1, . . . , k0 − 1}. From the definition of k0, we have |J | � 2− k0
2 . Thus, we get

k0−1∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p) �
(

k0−1∑

k=1

2
k
2

) 1
2
(

k0−1∑

k=1

‖ϕ(2−k�g)u‖2L2(J ,H1)

) 1
2

� 2
k0
4 ‖u‖L2(J ,H1) � |J |− 1

2 |J | 12 � 1. (3.18)

We proceed with the estimate of the sums over k ≥ k0. The fact that we have J hk+1 ⊂
J hk for all k ∈ N, leads to

∞∑

k=k0

‖ϕ(2−k�g)u‖2
L2(J hk ,H1)

=
∑

k:|J |> βhk
4

‖ϕ(2−k�g)u‖2
L2(J hk ,H1)

≤
∑

k:|J |> βhk
4

‖ϕ(2−k�g)u‖2
L2(J

hk0 ,H1)

� ‖u‖2
L2(J

hk0 ,H1)
≤ |J hk0 | ‖u‖2L∞(0,T ;H1)

.

Using |J hk0 | ≤ 3
βhk0
4 + |J | ≤ 4|J | and u ∈ L∞(0, T ; H1(M)) almost surely, we

obtain

∞∑

k=k0

‖ϕ(2−k�g)u‖2
L2(J hk ,H1)

� |J |. (3.19)
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Finally, the calculation

lim
p→∞

1

p

∞∑

k=1

2− 3k
p = lim

p→∞
1

p

(
1

1 − 2− 3
p

− 1

)

= lim
p→∞

1

p
(
2

3
p − 1

) = 1

3 log(2)

yields the boundedness of the function defined by [6,∞) � p 	→ 1
p

∑∞
k=1 2

− 3k
p and

hence,

∞∑

k=1

2− 3k
p � p. (3.20)

Using the estimates (3.17) (3.18), (3.19), and (3.20) in (3.16), we get

‖u‖L2(J ,L p) � 1 + (|J |p)
1
2 , p ∈ [6,∞),

which implies the assertion. The proof of Proposition 3.1 is thus completed. ��
We would like to continue with some remarks on seemingly natural extensions of

the previous result to higher dimensions, nonlinear noise and non-compact manifolds.

Remark 3.3 We would like to comment on the case of higher dimensions d ≥ 4.
The Strichartz-endpoint is (2, 2d

d−2 ) and the use of Lemma 2.5 leads to the restriction

α ≤ 1 + 2
d−2 . The corresponding estimate in (3.16) has to be replaced by

‖u‖L2(J ,L p) � ‖ψ(�g)u‖L2(J ,L p) +
k0−1∑

k=1

‖ϕ(2−k�g)u‖L2(J ,L p)

+
∞∑

k=k0

2
− k

2

(
d
p −ν(d)

)

‖ϕ(2−k�g)u‖L2(J ,H1)

+
∞∑

k=k0

[

2
− k

2

(
d
p −ν(d)+ 1

2

)

+ 2
− k

2

(
d
p −ν(d)+1

)

+ 2
− k

2

(
d
p −ν(d)+ 1

2

)]

for p ≥ 2d
d−2 , where we set ν(d) := d−3

2 . Hence, the convergence of the sums requires
an upper bound on p, which destroys the uniqueness proof below such that the case
d ≥ 4 remains an open problem. In fact, this problem occurs since the scaling con-
dition for the Strichartz exponents, Sobolev embeddings and Bernstein inequalities
are more restrictive in higher dimensions and therefore, the restriction to d = 3 is of
deterministic nature.

Remark 3.4 In the proof of Proposition 3.1, we did not need the optimal estimates for
the correction term μ and the stochastic integral. In fact, it is possible to generalize
the argument and show the estimate

‖u‖L2(J ,L p) � 1 + (|J |p)
1
2 a.s., p ∈ [6,∞),
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for martingale solutions of the equation

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

du(t) =
(
i�gu(t) − iλ|u(t)|α−1u(t) + μ

(
|u(t)|2(γ−1)u(t)

))
dt

− iB
(
|u(t)|γ−1u(t)

)
dW (t),

u(0) = u0,

(3.21)

with nonlinear noise of power γ ∈ [1, 2). However, we do not know if this equation
has a solution, since the existence theory developed in [9] only applies for γ = 1.
Moreover, it is unclear how to apply these estimates in order to prove the pathwise
uniqueness since the arguments below rely on the linearity of the noise. Hence, the
case of Eq. (3.21) remains another open problem.

Remark 3.5 Let us comment on the case of possibly non-compact manifolds with
bounded geometry. In the two dimensional setting, the Strichartz estimates from [16]
with an additional loss of ε regularity were sufficient to prove uniqueness, see [9],
Section 7. In fact, these estimates correspond to the localized Strichartz estimates of
the form

‖t 	→ eit�g ψm, 12
(−h2�g)x‖Lq (J ,L p) ≤ Cε‖x‖L2 , |J | ≤ βεh1+ε, (3.22)

for all ε > 0 and some Cε > 0 and βε > 0, where we denote ψm,a(λ) := λme−aλ

for m ∈ N and a > 0. A continuous version of the Littlewood-Paley inequality which
can substitute (2.10) is given by

‖ f ‖L p � ‖ϕm,a(−�g) f ‖L p +
∥
∥
∥
∥

(∫ 1

0
|ψm,a(−h2�g) f |2 dh

h

) 1
2
∥
∥
∥
∥

L p
, f ∈ L p(M),

(3.23)

for ϕm,a(λ) := ∫∞
λ

ψm,a(t) dt
t , see [16], Theorem 2.8. Based on (3.22) and (3.23), we

can argue similarly as in the proof of Proposition 3.1 and end up with the estimate

‖u‖L2(J ,L p) � 1 + |J | 12
(

p

6 − εp

) 1
2

a.s.

for each ε > 0 and p ∈ [6, 6ε−1) with an implicit constant which goes to infinity for
ε → 0. The upper bound on p is due to the fact that the additional ε in (3.22) weakens
the estimates of the critical term containing the derivative χ ′

j of the temporal cut-off
and enlarges the number of summands in (3.14). As in the case of higher dimensions
than d = 3, the uniqueness argument breaks down since a limit process p → ∞ is no
longer possible.

So far, we only used the topological properties of the noise, i.e.

B ∈ L
(

H1(M),HS(Y , H1(M))
)

, μ ∈ L(H1(M)).
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Now, the Stratonovich structure and the symmetry of the operators Bm for m ∈ N

come into play to prove the following representation formula for the L2-distance of
two solutions.

Lemma 3.6 Let d = 3 and α ∈ (1, 3]. Let
(
�,F , P, W , F, u j

)
, j = 1, 2, be solutions

of Problem (1.1). Then, we have

‖u1(t) − u2(t)‖2L2

= 2
∫ t

0
Re
(
u1(s) − u2(s),−iλ|u1(s)|α−1u1(s) + iλ|u2(s)|α−1u2(s)

)

L2ds

(3.24)

almost surely for all t ∈ [0, T ].
Note that the RHS of (3.24) only contains the terms induced by the nonlinearity. In

particular, the stochastic integral vanishes, which will enable us to use the pathwise
estimate from Proposition 3.1 to prove uniqueness.

Proof We restrict ourselves to a formal argumentation. Similarly to [9], Proposition
6.5, our reasoning can be rigorously justified by a regularization procedure based on
Yosida approximations Rλ := λ

(
λ − �g

)−1 for λ > 0. The functionM : L2(M) →
R defined byM(v) := ‖v‖2

L2 is twice continuously Fréchet-differentiable with

M′[v]h1 = 2Re
(
v, h1

)

L2 , M′′[v] [h1, h2] = 2Re
(
h1, h2

)

L2

for v, h1, h2 ∈ L2(M). We set w := u1 − u2. Then, a formal application of the Itô
formula yields

‖w(t)‖2L2 = 2
∫ t

0
Re
(
w(s), i�gw(s) − i|u1(s)|α−1u1(s) + i|u2(s)|α−1u2(s)

)

L2ds

+2
∫ t

0
Re
(
w(s), μ(w(s))

)

L2ds − 2
∫ t

0
Re
(
w(s), iBw(s)dW (s)

)

L2

+
∞∑

m=1

∫ t

0
‖Bmw(s)‖2L2ds (3.25)

almost surely for all t ∈ [0, T ]. Since �g is selfadjoint, we get Re
(
w, i�gw

)

L2 = 0.
From the symmetry of Bm , m ∈ N, we infer Re

(
w, iBmw

)

L2 = 0 and thus, we obtain

∫ t

0
Re
(
w(s), iBw(s)dW (s)

)

L2 = 0.

Moreover, we simplify

2 Re
(
w(s), μ(w(s))

)

L2 = −
∞∑

m=1

Re
(
w(s), B2

mw(s)
)

L2 = −
∞∑

m=1

‖Bmw(s)‖2L2 .
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Therefore, we have

‖w(t)‖2L2 = 2
∫ t

0
Re
(
w(s),−i|u1(s)|α−1u1(s) + i|u2(s)|α−1u2(s)

)

L2ds

almost surely for all t ∈ [0, T ]. ��
We close with the proof of our main Theorem 1.1. We prove the uniqueness by

applying a strategy developed by Yudovich, [49], for the Euler equation. In the con-
text of the NLS, it was first used by Vladimirov in [48], Ogawa and Ozawa in [40]
and [42]. They looked at 2D domains and used the Trudinger type inequalities to
control the growth of the L p-norms for p → ∞. A generalization of this argument
to the stochastic case in 2D is straightforward and can be found in [29], Subsec-
tion 5.2. Following Burq, Gérard and Tzvetkov in the case without boundary, the
Yudovich-strategy in combination with the Strichartz estimates as an improvement of
the Trudinger inequality was also applied it to the deterministic NLS on compact 3D
manifolds with boundary by Blair, Smith and Sogge in [17].

Proof of Theorem 1.1 Step 1 Let us take two solutions u1, u2 ∈ L2(�, L∞(0, T ;
H1(M))). Using Proposition 3.1, we choose a null set N1 ∈ F with

‖u j (·, ω)‖L2(J ,L p) �ω 1 + (|J |p)
1
2 , ω ∈ � \ N1, (3.26)

for each interval J ⊂ [0, T ] and p ≥ 6. By Corollary 3.6, we choose a null set N2 ∈ F
such that

‖u1(t) − u2(t)‖2L2

= 2
∫ t

0
Re
(
u1(s) − u2(s),−iλ|u1(s)|α−1u1(s) + iλ|u2(s)|α−1u2(s)

)

L2ds

(3.27)

holds on � \ N2 for all t ∈ [0, T ]. In particular, this leads to the weak differentiability
of the map G := ‖u1 − u2‖2L2 on � \ N2 and to the estimate

|G ′(t)| =
∣
∣
∣2Re

(
u1(s) − u2(s),−iλ|u1(s)|α−1u1(s) + iλ|u2(s)|α−1u2(s)

)

L2

∣
∣
∣

�
∫

M
|u1(s, x) − u2(s, x)|2

(
|u1(s, x)|α−1 + |u2(s, x)|α−1

)
dx . (3.28)

The Sobolev embedding H1(M) ↪→ L6(M) yields u j ∈ L∞(0, T ; L6(M)), j = 1, 2,
almost surely. Moreover, we have the mild representation

iu j (t) = ieit�g u0 +
∫ t

0
ei(t−τ)�g λ|u j (τ )|α−1u j (τ )dτ + i

∫ t

0
ei(t−τ)�g μ(u j (τ ))dτ

+
∫ t

0
ei(t−τ)�gB(u j (τ ))dW (τ )
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almost surely for all t ∈ [0, T ] in H−1(M) for j = 1, 2. As a consequence of
α ∈ (1, 3] and u j ∈ L∞(0, T ; L6(M)), each of the terms on the RHS is in L2(M).
In particular, we obtain u j ∈ C([0, T ], L2(M)), j = 1, 2, almost surely and thus, we
can take another null set N3 ∈ F such that

u j ∈ L∞(0, T ; L6(M)) ∩ C([0, T ], L2(M)) on � \ N3.

Now, we define �1 := � \ (N1 ∪ N2 ∪ N3) and fix ω ∈ �1. We take a sequence
(pn)n∈N ∈ [6,∞)N with pn → ∞ as n → ∞. We fix n ∈ N and define qn := pn

α−1 .

By the estimate (3.28) and the Hölder inequality with exponents 1
q ′

n
+ 1

qn
= 1, we get

|G ′(t)| � ‖u1(t) − u2(t)‖2
L2q′

n

∥
∥
∥
∥|u1(t)|α−1 + |u2(t)|α−1

∥
∥
∥
∥

Lqn

, t ∈ [0, T ].

The choice of qn yields 2q ′
n ∈ [2, 6] and for θ := 3

2qn
∈ (0, 1), we have 1

2q ′
n

= 1−θ
2 + θ

6 .
Hence, we obtain

‖u1(t) − u2(t)‖2
L2q′

n
≤ ‖u1(t) − u2(t)‖2−

3
qn

L2 ‖u1(t) − u2(t)‖
3

qn

L6

≤ ‖u1(t) − u2(t)‖2−
3

qn

L2 ‖u1 − u2‖
3

qn

L∞(0,T ;L6)

by interpolation. We choose a constant C1 > 0 such that

‖u1‖L∞(0,T ;L6) + ‖u2‖L∞(0,T ;L6) ≤ C1,

which leads to

|G ′(t)| � C
3

qn
1 G(t)1−

3
2qn

[
‖u1(t)‖α−1

L pn + ‖u2(t)‖α−1
L pn

]
. (3.29)

Step 2 We argue by contradiction and assume that there is t2 ∈ [0, T ] with G(t2) >

0. By the continuity of G, we get

∃t1 ∈ [0, t2) : G(t1) = 0 and ∀t ∈ (t1, t2) : G(t) > 0. (3.30)

We set Jε := (t1, t1 + ε) with ε ∈ (0, t2 − t1) to be chosen later. By the weak chain
rule, see [28, Theorem 7.8] and (3.29), we get

G(t)
3

2qn = 3

2qn

∫ t

t1
G ′(s)G(s)

3
2qn

−1ds

� 3

2qn
C

3
qn
1

∫ t

t1

[
‖u1(s)‖α−1

L pn + ‖u2(s)‖α−1
L pn

]
ds, t ∈ Jε.
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By another application of the the Hölder inequality with exponents 2
α−1 and 2

3−α
, we

infer that

G(t)
3

2qn � 3

2qn
C

3
qn
1

[
‖u1‖α−1

L2(t1,t;L pn )
+ ‖u2‖α−1

L2(t1,t;L pn )

]
ε

3−α
2 , t ∈ Jε.

Now, we are in the position to apply (3.26) and we obtain

G(t)
3

2qn � 3

2qn
C

3
qn
1

(
1 + (εpn)

α−1
2

)
ε

3−α
2 , t ∈ Jε.

In particular, there is a constant C > 0 such that for all t ∈ Jε it holds that

G(t) ≤ C2
1

(
3C

2qn

(
1 + (ε(α − 1)qn)

α−1
2

)
ε

3−α
2

) 2qn
3

≤ C2
1

(
3C

2qn

(
1 + ε

α−1
2 (α − 1)qn

)
ε

3−α
2

) 2qn
3 =: bn, (3.31)

where we used pn := qn(α − 1) and α−1
2 ∈ (0, 1].

Step 3 We aim to show that the sequence (bn)n∈N on the RHS of (3.31) converges
to 0 for ε sufficiently small. Then, we have proved G(t) = 0 for all t ∈ Jε which
contradicts (3.30). Hence, we have u1(t) = u2(t) almost surely for all t ∈ [0, T ].

To this end, we choose ε ∈ (0,min{t2 − t1,
2

3C(α−1) }). Then,

bn = C2
1

(
3C

2qn

(
1 + ε

α−1
2 (α − 1)qn

)
ε

3−α
2

) 2qn
3

= C2
1

(
3Cε(α − 1)

2

) 2qn
3
(

1

ε
α−1
2 (α − 1)qn

+ 1

) 2qn
3

n→∞−−−→ 0.

The proof of Theorem 1.1 is thus completed. ��

4 Concluding remarks and open questions

To the best of our understanding there exists in the literature at least three different
methods of studying the question of the existence of solutions to stochastic Nonlinear
Schrödinger Equation (NLS), i.e.

(i) The compactness method,
(ii) The Banach Fixed Point Theorem or the Picard iteration scheme,
(iii) The Doss-Sussmann transformation.

In our recent joint paper [9] we proved the existence of solutions to the stochastic NLS
by employing the compactness method. The method of proving the existence of solu-
tions based on the Banach Fixed Point Theorem or the Picard iteration scheme is the
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original one, see the celebrated papers [21] and [22]) by de Bouard and Debussche, as
well as more recent papers [10] and [30], and references therein. One important unify-
ing feature of these two approaches is the use of the deterministic [7] and the stochastic
Strichartz estimates. The third approach goes back to papers [23] by Doss and [45] by
Sussman for stochastic ordinary equations. This approach, usually called the Doss-
Sussmann method, has been used with the so-called bilinear noise in the case of
stochastic parabolic equations by Acquistapace and Terreni [1] and by the first named
authour et al in [2]. A generalisation of that approach based on the Kunita’s stochastic
characteristics has also been used by a multiple of authors, e.g. the first named author
and Flandoli [3], Lisei [39], Röger and Weber in [43] , Chugreeva+Melcher [19] and
references therein. This generalisation has also been discussed as an alternative proof
by the first named authour et al in [5] for stochastic Euler Equations. The third method
has also been employed for the stochastic NLS by Barbu, Röckner and Zhang in [14],
see also [50], where it was called a “rescaling” method, to prove in particular the exis-
tence and the uniqueness of solutions. As in the earlier cited papers these papers treat
the so called bilinear noise and have been generalised, to allow in particular non-linear
noise coefficients, using the secondmethod by the second named author in [30]. Let us
point out that in our previous paper [9] we also studied stochastic NLS driven by bilin-
ear noise but some generalisations to non-linear noise coefficients have been found in
the PhD thesis [29] by the second named author. One fundamental difference between
the first and the second methods on the one hand and the Doss-Sussmanmethod on the
other is that the latter only works for bilinear noise while the former for more general
noise coefficients. Nevertheless, a natural question emerges whether the results from
our previous paper [9] can be fully proven by using the Doss-Sussman method? Since
the present paper essentially works only for bilinear noise, a second natural question
is whether it is possible to prove our uniqueness result from the present article by
employing the Doss-Sussman method? The difficulty one would encounter in under-
taking such a challenge is that after applying the Doss-Sussman transformation, the
NLS in the Itô-Stratonovitch form becomes a family of deterministic equations but
with the Laplace-Beltrami operator being replaced by a time-dependent second-order
operator containing first-order terms and we simply do not know how to treat such
equations. Even classical Strichartz estimates are problematic. We find these an inter-
esting questions and hope that some other researchers will find them interesting as
well.

We finish these comments with posing another interesting open problem: Is it
possible to generalize the uniqueness to other geometries (in particular bounded or
unbounded do- mains and non-compact manifolds). The existence in the latter cases
is proved in the recent paper [31] by the second named author. In Remark 3.5 we
explained whywe couldn’t apply the approach from the present paper to prove unique-
ness for these geometries.

Finally we would like to discuss our Corollary 1.2 about the existence of the strong
solutions. Our approach of proving this result consists of three steps. The first step is
to prove the existence of weak/martingale solutions. This step has been successfully
concluded in our previous paper [9]. The second step is to prove the pathwise unique-
ness of weak/martingale solutions. This step has been successfully concluded in our
current paper. The third step is to apply the infinite dimensional Yamada-Watanabe
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Theorem.All these three steps have been implemented for stochastic reaction diffusion
equations in a rather classical paper by the first named author andGatarek in [6], where
the classical version Yamada-Watanabe Theorem from [32] has been used. A proper
formulation and a full detailed proof of the infinite dimensional Yamada-Watanabe
Theorem has been first presented by Ondreját in [41] for mild solutions and by Kunze
[36] for weak solutions. Here we use the latter as it fits better our framework. However,
since the existence of solutions is obtained by a compactness argument, it is probably
possible to use the Gyongy and Krylov Lemma, see [26, Lemma 1] to prove that in fact
the approximations converge in probability. As far as we understand, this approach
has been recently used by Crisan, Flandoli andHolm [18] and it still required the use of
the Skorokhod embedding theorem. It would of interest to see if this approach works
for the class of stochastic NLS studied in the present paper. One possible source of
difficulties could be that the original result by Gyongy-Krylov works in the framework
of Polish spaces while the existence proof from our first paper [9] a certain class of
non-Polish spaces as the Jakubowski-Skorokhod Theorem by Jakubowski from [33].
But, it happens that the Gyongy-Krylov Lemma has been recently generalised to the
same framework as used in [33] in a recent monograph by Breit, Hofmanova and
Feireisl [4].
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13. Brzeźniak, Z.: On stochastic convolution in Banach spaces and applications. Stoch. Int J Prob Stoch
Process. 61(3–4), 245–295 (1997)

14. Barbu, V., Röckner, M., Zhang, D.: Stochastic nonlinear Schrödinger equations with linear multiplica-
tive noise: rescaling approach. J. Nonlinear Sci. 24(3), 383–409 (2014)

15. Barbu, V., Röckner, M., Zhang, D.: Stochastic nonlinear Schrödinger equations. Nonlinear Anal. The-
ory Methods Appl. 136, 168–194 (2016)

16. Bernicot, F., Samoyeau, V.: Dispersive estimates with loss of derivatives via the heat semigroup and
the wave operator. Annali della scuola normale superiore di pisa. Cl. Sci. 17(3), 969–1029 (2017)

17. Blair, M.D., Smith, H.F., Sogge, C.D.: Strichartz estimates and the nonlinear Schrödinger equation on
manifolds with boundary. Math. Ann. 354(4), 1397–1430 (2012)

18. Crisan, D., Flandoli, F., Holm, D.: Solution properties of a 3D stochastic Euler fluid equation. J.
Nonlinear Sci. 29(3), 813–870 (2019)

19. Chugreeva,O.,Melcher, C.:Vortices in a stochastic parabolicGinzburg-Landau equation. Stoch. Partial
Differ. Equ. Anal. Comput. 5(1), 113–143 (2017)

20. Cheung, K., Mosincat, R.: Stochastic nonlinear Schrödinger equations on tori. Stoch. Partial Differ.
Equ. Anal. Comput. 7(2), 169–208 (2019)

21. de Bouard, A., Debussche, A.: A stochastic nonlinear Schrödinger equation with multiplicative noise.
Commun. Math. Phys. 205(1), 161–181 (1999)

22. de Bouard, A., Debussche, A.: The stochastic nonlinear Schrödinger equation in H1. Stoch. Anal.
Appl. 21(1), 97–126 (2003)

23. Doss, H.: Liens entre équations différentielles stochastiques et ordinaires. Ann. Inst. H. Poincaré Sect.
B (N.S.) 13(2), 99–125 (1977)

24. Duong, X.T., Ouhabaz, E.M., Sikora, A.: Plancherel-type estimates and sharp spectral multipliers. J.
Funct. Anal. 196(2), 443–485 (2002)

25. Da Prato, G., Zabczyk, P.J.: Stochastic Equations in Infinite Dimensions. Cambridge University Press,
Cambridge (2014)

26. Gyöngy, I., Krylov, N.: Existence of strong solutions for Itô’s stochastic equations via approximations.
Probab. Theory Relat. Fields 105(2), 143–158 (1996)

27. Grafakos, L.: Classical Fourier Analysis, 3rd edn. Springer, New York (2014)
28. Gilbarg, D., Trudinger, N.S.: Elliptic Partial Differential Equations of Second Order. Classics in Math-

ematics. U.S. Government Printing Office (2001)
29. Hornung, F.: Global solutions of the nonlinear Schrödinger equation with multiplicative noise. PhD

thesis, Karlsruhe Institute of Technology, (2018)
30. Hornung, F.: The nonlinear stochastic Schrödinger equation via stochastic Strichartz estimates. J. Evol.

Equ. 18(3), 1085–1114 (2018)
31. Hornung, F.: The stochastic nonlinear Schrödinger equation in unbounded domains and non-compact

manifolds. NoDEA Nonlinear Differ. Equ. Appl. 27, 40 (2020)
32. Ikeda, N., Watanabe, S.: Stochastic Differential Equations and Diffusion Processes. North-Holland

Publishing Company, North-Holland mathematical library (1981)
33. Jakubowski, A.: The almost sure Skorokhod representation for subsequences in nonmetric spaces.

Theory Probab. Appl. 42(1), 167–174 (1998)
34. Keller, D., Lisei, H.: A stochastic nonlinear Schrödinger problem in variational formulation. Nonlinear

Differ. Equ. Appl. 23(2), 1–27 (2016)
35. Keel, M., Tao, T.: Endpoint Strichartz estimates. Am. J. Math. 120(5), 955–980 (1998)
36. Kunze, M.: On a class of martingale problems on Banach spaces. Electron. J. Probab. 18, 1–30 (2013)

123



Stoch PDE: Anal Comp (2022) 10:828–857 857

37. Kriegler, C.,Weis, L.: Paley-Littlewood decomposition for sectorial operators and interpolation spaces.
Math. Nachr. 289(11–12), 1488–1525 (2016)

38. Lablée, O.: Spectral Theory in Riemannian Geometry. EMS Textbooks in Mathematics, (2015)
39. Lisei, H.: Flows for the stochastic Navier-Stokes equation. Math. Pannon. 13(2), 223–240 (2002)
40. Ogawa, T.: A proof of Trudinger’s inequality and its application to nonlinear Schrödinger equations.

Nonlinear Anal. Theory Methods Appl. 14(9), 765–769 (1990)
41. Ondreját, M.: Uniqueness for stochastic evolution equations in Banach spaces. Diss. Math. (Rozprawy

Mat.) 426, 63 (2004)
42. Ogawa, T., Ozawa, T.: Trudinger type inequalities and uniqueness of weak solutions for the nonlinear

Schrödinger mixed problem. J. Math. Anal. Appl. 155(2), 531–540 (1991)
43. Röger, M., Weber, H.: Tightness for a stochastic Allen-Cahn equation. Stoch. Partial Differ. Equ. Anal.

Comput. 1(1), 175–203 (2013)
44. Strichartz, R.S.: Analysis of the Laplacian on the complete Riemannianmanifold. J. Funct. Anal. 52(1),

48–79 (1983)
45. Sussmann, H.J.: On the gap between deterministic and stochastic ordinary differential equations. Ann.

Probab. 6(1), 19–41 (1978)
46. Triebel, H.: Theory of Function Spaces II. Monographs in Mathematics; 84. Birkhäuser, Basel [u.a.],

(1992)
47. M: Uhl.: Spectral Multiplier Theorems of Hörmander Type via Generalized Gaussian Estimates. PhD

thesis, Karlsruhe Institute of Technology, (2011)
48. Vladimirov, M.V.: Solvability of a mixed problem for the nonlinear Schrödinger equation. Math.

USSR-Sbornik 58(2), 525 (1987)
49. Yudovich, V.I.: Non-stationary flows of an ideal incompressible fluid. Zhurnal Vychislitel’noi Mat.

Mat. Fiziki 3(6), 1032–1066 (1963)
50. Zhang, D.: Strichartz and local smoothing estimates for stochastic dispersive equations with linear

multiplicative noise. arXiv preprint arXiv:1709.03812, (2017)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123

http://arxiv.org/abs/1709.03812

	Uniqueness of martingale solutions for the stochastic nonlinear Schrödinger equation on 3d compact manifolds
	Abstract
	1 Introduction and main result
	2 Definitions and auxiliary results
	3 Uniqueness
	4 Concluding remarks and open questions
	Acknowledgements
	References




