
T hermal proton transfer model was proposed to quantita-
tively describe the generation of primary ions in matrix-

assisted laser desorption ionization [J. Am. Soc. Mass Spectrom.
25, 310–318 (2014), ibid 25, 1087-1087 (2014)]. Knochenmuss
criticized the calculation methods and assumption used in the
thermal proton transfer model [J. Am. Soc. Mass Spectrom. 25,
1521–1527 (2014)]. In this work, we show that Knochenmuss
applied the model under conditions not relevant to our conclu-
sions; therefore, we do not accept his argument. We point out
also some issues with Knochenmuss’ approach to the calculation
of dielectric response. We applied the model under suitable
conditions, where errors are controlled. Taking into account
the application of the model to relevant conditions, and the
correct treatment of dielectric response, we find that none of
Knochenmuss’ criticisms are relevant to MALDI events. We do
conclude that the best test of the thermal proton transfer model
hypotheses will be obtained from the best available calculation
of solvation free energies in a high temperature polar liquid.

Since its inception, matrix-assisted laser desorption ioniza-
tion has been widely used in mass spectrometry for large
nonvolatile and labile molecules. However, the ionization
mechanism remains unclear. Recently we adopted the concept
of the polar fluid model [1, 2] and developed a thermal proton
transfer model to quantitatively describe the generation of pri-
mary ions [3–5]. In the thermal proton transfer model, matrix
molecules absorb photon energy and convert the majority into
thermal energy. The high temperature in the irradiation volume
melts the solid into liquid, and also induces chemical reactions.
One reaction that can be easily induced through a high temper-
ature is the proton disproportionation reaction, M + M ⇄ (M –
H)- + (M + H)+ (for pure matrix) or M + A⇄ (M – H)- + (A +
H)+ (for mixture of matrix and analyte) where M and A repre-
sent matrix and analyte molecules. We assume that proton
disproportionation reactions reach an equilibrium in liquid be-
cause of the high collision frequency and low reaction barrier.
The ion-to-neutral ratio can be calculated from the equilibrium
constant, or the Gibbs free energy and the temperature.

cation
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The Gibbs free energy of proton disproportionation is low
because of the solvation energy. The solvation energy was

calculated using a polarizable continuum model, in which the
dielectric constant was estimated using the Clausius-Mossotti
equation and the Kirkwood-Fröhlich equation. The values of
the dipole moment and the static polarizability used in these
equations were calculated using an ab initio method. The
Kirkwood-Fröhlich equation was replaced by the equation
reported by Caillol et al. [6, 7] in our recent study [8, 9], but the
results were similar. The ion loss caused by ion–ion recombina-
tion after desorption was determined to be low; therefore, the ion-
to-neutral ratio in liquid is similar to that after desorption.

Knochenmuss criticized our calculation methods and assump-
tion used in the thermal proton transfer model [10]. These criti-
cisms included (1) the calculation method of the dielectric con-
stant, (2) the assumption of equilibrium for proton disproportion-
ation reaction, and (3) the ion–ion recombination rate in the gas
plume. These criticisms are discussed in the following paragraphs.

(1) The calculation method of the dielectric constant

Knochenmuss calculated polarizability as a function of the
wavelength (or the reciprocal of frequency) of the applied field.
He demonstrated that polarizability is low in long wavelengths
(low frequency), and increases rapidly at short wavelengths
(high or optical frequency). He then applied the calculated
polarizability to the Clausius-Mossotti equation. He showed that
the results from the Clausius-Mossotti equation diverge when
polarizability is large (near 4.3 × 10–23 cm3). The divergence in
the Clausius-Mossotti equation also resulted in the divergence in
the calculation of dielectric constant. He concluded that this
method is unsuitable for calculating the dielectric constant. On
page 3 of his paper, Column 1, Knochenmuss stated, “As is
evident, ab initio calculations of molecular polarizability at
optical frequencies are unsuitable for accurate estimation of
static dielectric constants of MALDI matrix fluids. Not only is
the method physically incomplete but also arbitrary, and very
large dielectric constants can be obtained by choice of frequency
at which to calculate the polarizability.” In making these calcu-
lations, Knochenmuss has used the equations incorrectly, out-
side their range of applicability. He has then concluded that the
divergence so obtained shows that the equations should not be
used under other conditions. This argument does not hold.

Despite manageable experimental or theoretical obstacles,
our theory’s predictions contain no ambiguity or inconsistency,
and the results are not unreasonably large, nor is there a prob-
lematic divergence, when the method is applied correctly.
Knochenmuss used the methods under inapplicable conditions,
whereas we used these methods under suitable conditions. The
“high-frequency” dielectric constant in the Clausius-Mossotti
equation is the electrons’ contribution to the static dielectric
constant. Calling this quantity the “optical” or “high-frequency”
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dielectric constant, as Knochenmuss has done, can be mislead-
ing. In the rigorous treatment [6], electrons are assumed first to
respond instantaneously to an applied field (Equation 4 in [6]),
and only later is the high frequency limit taken to obtain the
Clausius-Mossotti equation from the static polarizability (Equa-
tion 56 and subsequent equations in [6]). This sequence of
approximations makes it clear that the polarizability used in
the Clausius-Mossotti equation is the static response of the
electrons with the nuclei held fixed, a quantity that can be
determined from ab initio calculations. It is true that in general
there is a connection between the ground state response of a
system of electrons and the spectrum of excited states, but this is
not relevant here. Ideally, only static polarizability should be
utilized in the Clausius-Mossotti equation for use as a step in
calculating the total static dielectric; polarizabilities at nonzero
frequencies should not be used [6, 7, 11]. The confusion arises
here because experimentally the static polarizability is difficult
to determine. A common practice is to replace the static polar-
izability with one obtained from the refractive index at a fre-
quency chosen carefully so that it captures electronic response,
but so high that nuclei cannot respond [11]. It follows that the
divergence of the polarizability reported by Knochenmuss does
not occur in our calculations, as our polarizabilities are obtained
from ab initio calculations and are in the relevant sense static
responses. Although most textbooks do not explain the reason
only static polarizability should be used, using static polariz-
ability in the Clausius-Mossotti equation is a standard practice
in physical chemistry textbooks [12, 13]. A more straightfor-
ward treatment has been given by Pollock et al. [14], and the
connection betweenmacroscopic andmolecular dielectric prop-
erties is analysed by Madden and Kivelson [15].

In another example, Knochenmuss demonstrated a diver-
gence at αρ = 3/(4π) in the “high-frequency” dielectric constant
obtained from the Clausius-Mossotti equation,

ε∞−1
ε∞ þ 2

¼ 4π
3

α ρN ð1Þ

and the consequent divergence in the total static dielectric con-
stant. In fact, this divergence occurred outside the range of the
applicability of the Clausius-Mossotti equation. On the right side
of Clausius-Mossotti equation (Equation 1), the terms in αρN of
the third and higher orders have been neglected [6]. If αρN is not
low [e.g., near αρN = 3/(4π)], high-order terms should be included,
or a more advanced method should be used [6, 7]. This issue is
long- and well-known, and a relevant derivation of the Clausius-
Mossotti equationwas given by Pollock et al [14]. The divergence
in the dielectric constant demonstrated by Knochenmuss in his
Figure 2 is a mathematical artifact, appearing only when the
polarizability was too high for use in the Clausius-Mossotti equa-
tion. On the other hand, our theory applied the Clausius-Mossotti
equation to a range of sufficiently small static polarizabilities, and
that range was sufficient for the molecules of interest.

On page 4 of his article, Column 1, Knochenmuss used
values of the dielectric constant of water at a high temperature
to try to place limits on the dielectric constant under MALDI

conditions. This is misleading because Knochenmuss used data
for water in the gas phase. Thermal proton transfer model
assumes that ions are stabilized in a dense phase, and that this
dense liquid-like state has a high dielectric constant. Using a
dielectric constant of gas phase cannot provide sufficient evi-
dence for or against the presence of the liquid-like state. More
details on “high-frequency” dielectric constants, the Clausius-
Mossotti equation, and the calculation of dielectric constants
will be provided in a separate paper [16].

Knochenmuss claimed that the predicted peak MALDI tem-
perature and pressure exceed the critical point of numerous
substances, and that the matrix fluid must become supercritical
fluids in a MALDI event. He suggested that the dielectric con-
stant of the matrix fluid must be close to that of the supercritical
fluids. In fact, phase equilibrium does not exist during theMALD
I desorption process, and supercritical fluid does not exist in a
MALDI event [3–5]. The so called “liquid phase” in thermal
proton transfer model is not the liquid phase in a phase equilib-
rium. In thermal proton transfer model, the “liquid phase” simply
indicates that the structure of the matrix material existed briefly
during the change from the initial solid state to the final gas phase.
If the molecules have sufficient energy in the rotational and
vibrational degrees of freedom after laser irradiation and before
desorption, molecules continue to collide with other molecules
and are partially free to rotate and vibrate as well as undergo
chemical reactions. The structure of such material satisfies the
definition of “the liquid phase” in thermal proton transfer model.

The dielectric constant of the matrix is used in thermal
proton transfer model to calculate the solvation energy of ions
and neutrals. Although the calculation of the dielectric constant
may not be very accurate, this inaccuracy does not affect that of
thermal proton transfer model substantially because the solva-
tion energy is not sensitive to the dielectric constant when it is
high. The solvation energy typically increases rapidly when the
dielectric constant rises from 1 to 3, and stabilizes when the
dielectric constant is higher than 5. For example, the solvation
energies of protonated 2,5-dihydroxybenzoic acid calculated
from the polarizable continuum model are 0 kJ/mol, 130 kJ/
mol, 158 kJ/mol, and 188 kJ/mol in materials with dielectric
constants of 1, 3, 5, and 10, respectively. The calculations in
our previous study indicated that the calculated dielectric con-
stants of matrices at high temperatures were sufficiently large
to prevent the solvation energy from changing substantially
because of the potential inaccuracy of the dielectric constant
calculations.

(2) Equilibrium before desorption
In thermal proton transfer model, we assume that proton

disproportionation reactions reach equilibrium before desorp-
tion [3–5]. Knochenmuss cited [17] and [18] as evidence to
demonstrate that these reactions does not reach equilibrium.

The authors in [17] examined the ratios of positive and
negative ion yields of MALDI for fibrinopeptide A, angioten-
sin 1, and bradykinin, in combination with six matrices
(CHCA, 2,5-DHB, 4-NA, ATT, ANP, 5-AQ). They then com-
pared the experimental results with the theoretical predictions
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based on the equilibriummodel for the charge transfer between
matrix and analyte ions in the laser ablation plume.

Mþ Hð Þþ þ A⇄ Aþ Hð Þþ þM ð2Þ

M – Hð Þ– þ A⇄ A – Hð Þ – þM ð3Þ

If Reactions 2 and 3 reach equilibrium, the following
equation is obtained:

Aþ H þb c
A−H −b c ¼ M þ H þb c

M −H −b c exp −
GB Mð Þ−GB M −H −ð Þb c

RT

� �

exp −
GB Að Þ−GB A−H −ð Þb c

RT

� �

For a particular analyte, the relative concentration of pro-
tonated and deprotonated analytes can be expressed as

Aþ H þb c
A − H −b c ∝ exp −

GB Mð Þ − GB M − H −ð Þb c
RT

� �
ð4Þ

On page 126, Column 1, the authors of [17] listed three
assumptions used to obtain Equation 4: (1) the equilibrium of
Reactions 2 and 3 has been established; (2) a temperature has
been defined; and (3) the proportional factor contains the
relative concentration of protonated and deprotonated matrix
ions, which are constant. Based on Equation 4, a plot of the
logarithm of the ratio of positive to negative analyte ions versus
the sum of the gas-phase basicities of the matrices, GB(M) +
GB(M − H−) should yield a straight line with a negative slope
(–1/RT). However, no negative slope matching the theoretical
predictions was observed in the experimental data.
Knochenmuss concluded that Reactions 2 and 3 did not reach
equilibrium.

Although the authors in [17] did not examine the
equilibrium condition of M + M ⇄ (M + H)+ + (M –
H)– or M + A ⇄ (A + H)+ + (M – H)– used in thermal
proton transfer model, if these reactions reach equilibri-
um, then Reactions 2 and 3 are also likely to do so.
However, the discrepancy between the experimental data
and the theoretical predictions in [17] and [18] does not
necessarily indicate the nonequilibrium of Reactions 2 and
3 because Equation 4 is based on three assumptions. One
assumption that was not satisfied under the experimental
conditions is the second. In [17], the authors maintained a
constant laser fluence for all of the matrices (page 123,
bottom of Column 1). However, a similar laser fluence
does not indicate a similar temperature. As demonstrated
in Equations 8–11 in [3], the temperature of a matrix after
laser irradiation depends on the absorption cross section at
the laser wavelength, fluorescence quantum yield, density,
and heat capacity. Specifically, the absorption cross-

section plays a crucial role in determining the tempera-
ture. These parameters of the six matrices used in [17] are
not likely to be similar, and the temperatures for these
matrices vary. Consequently, the absence of a straight line
with a negative slope (–1/RT) in the plot was not
completely unexpected, and the discrepancy in experimen-
tal data and theoretical predictions does not indicate the
nonequilibrium of Reactions 2 and 3.

(3) Ion-ion recombination in the expanding gas plume

Knochenmuss used “black sphere” model to calculate the
ion–ion recombination rate [10]. He demonstrated that the
fraction of ions that did not undergo ion–ion recombination
in the gas plume was only 6 × 10–6. In fact, “black sphere”
model was developed to calculate the kinetics of Frenkel defect
recombination and accumulation in ionic solids [19]. This
model is not suitable for the calculation of ion–ion recombina-
tion in the gas plume.

In our previous research, the ion–ion recombination
rate in the gas plume was calculated using the gas
kinetic hard sphere collision theory. The fraction of ions
lost during ion–ion recombination in the gas plume was
determined to be small, and the ion-to-neutral ratio
measured in the gas phase was similar to the ion-to-
neutral ratio generated in the condensed phase. In the
following paragraphs, accurate calculations of ion–ion
recombination rate constant using the Langevin-Harper
formula and the Thomson formula are presented [20–
22]. The results were similar to the results of the hard
sphere collision theory.

The neutralization of positive and negative ions is an
exothermic reaction. A neutral molecule must collide
with a colliding ion pair and remove part of the energy
from the ion pair, rendering the energy of the ion pair
insufficient for separation again. Three-body collision is
crucial in ion–ion recombination in low-pressure regions.
As the pressure increases, the frequency of three-body
collisions becomes high enough to stabilize every neu-
tralized product. The diffusion of ions toward the ions of
opposite signs determines the rate in high-pressure re-
gions. The Langevin-Harper formula and the Thomson
formula were derived to calculate the ion–ion recombi-
nation rate constants in high-pressure and low-pressure
regions, respectively [20–22]. These formulas are accu-
rate within one order of magnitude. Typical ion–ion
recombination rate constant increases as pressure in-
creases in low-pressure regions. Recombination rate con-
stant is approximately proportional to pressure, and
reaches the maximal value σrecom= 10-6 cm3 s-1 at a
pressure of 100–1000 Torr. The actual values of the
maximal rate constant and pressure depend on the size of
molecules, molecular weight, and temperature. Above 1000
Torr, the ion–ion recombination rate constant decreases as
pressure increases. The rate constant is proportional to the
reciprocal of pressure in high-pressure region.
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According to the Langevin-Harper formula, the ion–ion
recombination rate constant in high-density regions is

kLH ¼ 4πeμ ð5Þ
where e is the magnitude of the electronic charge and μ
is the sum of the mobilities of the positive and negative
ions. Mobilities of ions can be calculated using the
Boltzmann constant k, the temperature T, and the diffu-
sion coefficient D:

μ ¼ e

kT
D ð6Þ

The diffusion coefficient in gas phase can be derived from
the gas kinetic theory. The coefficient can be expressed using
the average velocity<v>, the mean free path λ, the temperature
T, the density n, and the reduced mass mu:

D ¼ 1

3
vλ ¼ 1

3

8kT

πmu

� �1=2 1ffiffiffiffiffiffiffiffiffiffiffiffi
2πd2n

p
� �

ð7Þ

The numerical factor (1/3) in Equation 7 was obtained
from the approximation presented in the gas kinetic theory,
and is approximately six times larger than was the exper-
imental measurement [23].

According to the Thomson formula, a recombination
occurs when an ion collides with a neutral molecule
when an ion of the opposite species is located within a
trapping radius rt. The trapping radius is defined as the
magnitude of the potential energy equal to the mean
thermal kinetic energy:

e2

rt
¼ 3kT

2
ð8Þ

The Thomson formula for ion–ion recombination rate con-
stant in low-density regions is

kT ¼ πr2t ω
3kT

mu

� �1=2

ð9Þ

in which

ω ¼ ω1 þ ω2 ð10Þ

ωi ¼ 4rt
3λi

ð11Þ

Subscripts 1 and 2 represent positive ions and negative ions,
respectively.

The ion-to-ion recombination rate constants were cal-
culated using the Langevin-Harper formula and the
Thomson formula for 2,5-DHB. Ion–ion recombination
rate constant as a function of neutral concentration is
illustrated in Figure 1.

The loss of ions from ion–ion recombination was calculated
using the rate equation

d ion½ �
dt

¼ kb cation½ � anion½ � ð12Þ

The initial concentrations of the neutrals and ions were the
corresponding concentrations in the liquid phase before desorp-
tion occurs. As the molecules and ions desorbed from surface,
the gas plume expanded in the vacuum rapidly. The change of
gas plume volume, and therefore the change of neutral and ion
concentrations, as a function of time, was estimated based on the
relative velocity and angular distribution from previous experi-
mental measurements [24]. Total ion loss was calculated in 1 ps
increments until the gas plume volume was very large, such that
ion concentration was too low to undergo recombination. Details
of calculation methods using rate equation have been reported in
the supplementary material of our previous work [3].

At a low laser fluencewhere the total desorbed neutral was 2 ×
1011 molecules and the ion-to-neutral ratio before desorption was
10–8, the ion loss during gas plume expansion was less than
0.1%. At a high laser fluence where the total desorbed neutral
was 1 × 1012 molecules and the ion-to-neutral ratio before de-
sorption was 0.5 × 10–7, the ion loss during gas plume expansion
increased to 1%–5%. The actual values depend on the tempera-
ture of gas plume. Only at an extremely high laser fluence where
the total desorbed neutral was 8 × 1012 molecules and the ion-to-
neutral ratio before desorption was near 10–6, the ion loss during
the expansion was as large as 40%. The difference in ion-to-
neutral ratios between thermal proton transfer model and the
experimental measurements at a high laser fluence, as shown in
Figure 2a in [3], may be partially caused by ion–ion recombina-
tion. The calculations of ion–ion recombination based on the
Langevin-Harper formula and the Thomson formula exhibit or-
ders ofmagnitude similar to the calculations in our previous study
using the gas kinetic hard sphere collision theory, but were
substantially smaller than Knochenmuss’ calculations.

The ion–ion recombination rate does not depend on how ions
are generated, but rather depends on the initial ion concentra-
tions. According to Equation 12, the ion–ion recombination rate
is large for large initial ion concentrations; therefore, the fraction

Figure 1. Ion–ion recombination rate constant for 2,5-DHB
calculated from the Langevin-Harper formula and the Thomson
formula
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of non-recombined ions is small. In another recent paper,
Knochenmuss used molecular dynamics simulation to calculate
the ion–ion recombination rate [25]. The ion-to-neutral ratio
used in his simulation was 10–3–10–4, which the initial ion
concentrationwas 104 times larger than that predicted by thermal
proton transfer model. The fraction of non-recombined ions in
his molecular dynamics simulation was 2%–7%. According to
this molecular dynamics simulation, a much larger fraction of
non-recombined ion is expected for low initial ion concentration
(e.g., the initial ion concentration from our thermal proton trans-
fer model). The small fraction (6 × 10–6) of non-recombined ions
in Knochenmuss’ calculations for a low initial ion concentration
using “black sphere” model [10] is contradictory to his early
calculations [25] using a molecular dynamics simulation.
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