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Abstract
Providing healthcare services frequently involves cognitively demanding tasks, 
including diagnoses and analyses as well as complex decisions about treatments and 
therapy. From a global perspective, ethically significant inequalities exist between 
regions where the expert knowledge required for these tasks is scarce or abundant. 
One possible strategy to diminish such inequalities and increase healthcare oppor-
tunities in expert-scarce settings is to provide healthcare solutions involving digital 
technologies that do not necessarily require the presence of a human expert, e.g., in 
the form of artificial intelligent decision-support systems (AI-DSS). Such algorith-
mic decision-making, however, is mostly developed in resource- and expert-abun-
dant settings to support healthcare experts in their work. As a practical consequence, 
the normative standards and requirements for such algorithmic decision-making 
in healthcare require the technology to be at least as explainable as the decisions 
made by the experts themselves. The goal of providing healthcare in settings where 
resources and expertise are scarce might come with a normative pull to lower the 
normative standards of using digital technologies in order to provide at least some 
healthcare in the first place. We scrutinize this tendency to lower standards in par-
ticular settings from a normative perspective, distinguish between different types of 
absolute and relative, local and global standards of explainability, and conclude by 
defending an ambitious and practicable standard of local relative explainability.
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1  Introduction: Explainability as a Normative Standard

Explainability has been identified as an ethical challenge sui generis to artificial 
intelligence (Floridi & Colws, 2019). The prevailing assumption, especially in 
cases of practical application with real-life stakes, is that there is an imperative to 
increase the explainability of artificial intelligent algorithms. The more explain-
able the decision-making processes of such algorithms are, the better for their 
justifiability. In the medical professions, the challenge to provide a sufficient level 
of explainability, or to reliably increase it, has been problematized as a challenge 
to the possibility of informed consent (Grote & Berens, 2020; McDougall, 2019) 
and has since then been contested on different grounds (Durán & Jongsma, 2021; 
Zerilli et al, 2019; Arbelaez Ossa et al, 2022). While Arbelaez Ossa et al. argue 
that acceptable standards of explainability are dependent on the individual clini-
cal context, the general trend in these arguments seems to be moving from strict 
explainability standards towards alternatives (such as interpretability and its dif-
ferent forms, like contestability or rationalizability; cf. for an analysis Lipton, 
2018). In these trends, the normative role of these alternatives remains the same: 
in proposing certain required features of a technology, standards are being estab-
lished for their ethically justified use. Thus if a machine does not exhibit these 
features, there is a reason to criticize or even reject its use.

Standards of explainability arise in conjunction with other practical require-
ments of such technologies, such as their reliability and precision. Explainability 
comes as a gradient and not as a binary, and any standard of explainability is cho-
sen on this gradient. It is these choices that require normative justification. For 
some uses we may be satisfied with the mere functional explainability that allows 
for simple corrections and bug fixes, since these allow for reliable, albeit not fully 
explainable machines. Some uses require higher levels of explainability to be 
ethically permissible: they can affect human autonomy or relationships by forc-
ing patients to make decisions based on diagnoses that are insufficiently explain-
able, or to trust a physician’s expert-opinion even though this opinion is based on 
evidence the physician cannot explain to the patient. In the field of medical AI, 
explainability and its role in evaluating the permissibility of deploying AI-based 
technologies have been controversially discussed (cf. Amann et al, 2022). Medi-
cal technologies call for particularly high standards, including those pertinent to 
explainability. The stakes involved in medical decision-making (which medical 
technology is often intended to aid) are much higher than for most other human 
activities: the right decision in medical contexts can decide life or death ques-
tions, can reduce or increase suffering manifold, can affect the autonomy and 
future prospects of individuals, and — in the case of epidemiology — can affect 
entire communities. Thus, not only is the medical decision-making process in 
itself under high normative justificatory pressure, but also any technology that 
will impact this process.

The rules developing from those efforts have been evolving around securing 
the health and well-being of those affected without putting too many restrictions 
on those attempting to help. The results, at least in the societies of the Global 
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North, are usually subsumed in the classical four principles of biomedical eth-
ics suggested by Beauchamp and Childress (1989/2009): autonomy, beneficence, 
non-maleficence, and justice.

The addition of explainability as a genuinely new category to medical AI ethics 
can either be considered part of these four principles insofar as it affects a patient’s 
ability to provide informed consent to diagnoses and treatments and thus their auton-
omy (McDougall, 2019; Grote & Berens, 2020; Andreotta et al., 2021), or stand as a 
medical ethics issue on its own (Arbalaez Ossa et al., 2022). Either way, the neces-
sity to be able to explain the technology used for medical decision-making processes 
represents a normative standard unquestioned in its principle relevance.

In this paper, we will also consider normative standards of the explainability of 
medical decision-making processes from a global justice perspective, one insuffi-
ciently explored in the current ethical debate about medical AI.

2  Conceptual Clarifications: Explainability Far and Wide

An investigation into the connection between the issue of explainability as con-
ceived in the discussion around AI ethics and questions of distributive and relational 
justice requires a clear analysis of the terminology at hand. While “explainability” is 
often distinguished alongside other standards for assessing explanations of machine-
made decisions (i.e., interpretability, and contestability), there are useful internal 
differentiations that help to connect these previously separated concepts.

2.1  Explainability: Absolute or Relative Standards

While some authors argue that we should weigh the performance of a specific tech-
nology by the improvement it brings to the tasks it is used for (London, 2019; Rudin, 
2019; Ghassemi et al., 2021), the general assumption is that explaining medical AI 
is necessary for its justifiable use (Bjerring & Busch, 2021; Grote & Berens 2020; 
Wadden, 2022). Considering that explainability is not a binary but a gradient, the 
question of just how much we should be able to explain these technologies emerges. 
As has been pointed out elsewhere (Arbalaez Ossa et al. 2022; Kempt et al., 2022), 
explainability is often only defined by the features of a technology itself. This con-
ceptualization of “explainability” as a feature independent of explanatory standards 
for decisions comparable to human decisions can be called “absolute explainability” 
(Kempt et al., 2022). From this concept follows that there is a technology-specific 
standard of being transparent (in the sense of epistemic accessibility to understand 
its inner workings). This way, worries about the “black boxes” of AI ought to be 
reduced, as the increased explainability of machines can offer ways to clarify how 
the technology operates (Bjerring & Busch, 2021).

If we cannot explain the full workings of a technology and its decision-making 
process, and thus are not able to pre-determine the outcomes of the behavior of such 
a technology, so the argument goes (cf. Zednik, 2021), we encounter several ethical 
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concerns of responsibility, trust, and liability. Standards of absolute explainability 
require efforts to lighten up the black box to avoid these concerns.

Opposing this view, the concept of relative explainability introduces the idea that 
the standards of explainability are to be understood in a contextualized form. For 
example, the standards of machine-explainability could reflect what kind of depth of 
explanations we would expect from human decision-makers. The key difference lies 
in the normative standards that are used to assess new, big-data-trained technology: 
absolute explainability suggests that these technologies must be explainable inde-
pendent of their use, while relative explainability seeks to find comparable, custom-
ary, and justified norms of explanations and applies them to this technology.

In medical explanations, this difference between absolute and relative explain-
ability comes into force for diagnostics and treatments alike. For the former, we may 
put less normative pressure on explainable diagnoses if comparable diagnoses pro-
posed by doctors would also only cover a limited level of depth. Similarly, especially 
in a fast-paced diagnostic environment, heuristics and other explanatory “shortcuts” 
are considered acceptable, suggesting that this could apply to technology as well. 
For the latter, we have established norms for dealing with not fully explainable treat-
ments, e.g., most drugs are only partially based on a causal understanding of their 
workings, and their responsible use is secured through proper certifications and vali-
dations and individual risk assessment and consent.

Thus, for both diagnostics and treatment, there are outweighing reasons for 
explainability, often in forms of practical need and theoretical limitations of under-
standing, requiring a contextualized approach, i.e. relative explainability.

2.2  Explainability: Global and Local Standards

In understanding explainability as a relative feature of medical AI, the problem 
of locating the relata to which the standards of machine explainability should be 
set arises: what is the object of comparison to which the explainability of medical 
AI is relative? For the sake of generalizability of normative claims, contemporary 
normative standards seem to be orientated on the global optimum of explainability 
standards, i.e., the best possible explanation of human physicians. Though this has 
already been shown to result in double standards for human physicians and AI alike 
(Zerilli et  al., 2019), little attention has been given to the implications of existing 
differences in local standards of explainability in the provision of healthcare.

The demand for generalizable global standards of medical practice is a common 
feature of medical ethics: ethically justified standards ought to apply everywhere 
with the same force. The expectation for a certain quality of medical care as well 
as the ethical considerations for the implementation and application of such care is 
reflective of justified claims of patients and physicians indifferent to their material 
living situations.

However, from any contextualized and non-ideal perspective of justice, it 
becomes clear that not every medical context actually can provide the same health-
care. Considerations about healthcare are thus inevitably, for pragmatic reasons, 
divided into global and local ones. Global considerations reflecting somewhat 
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idealized medical circumstances, reflective of the highest currently available medi-
cal standards (most often found in affluent countries of the Global North), and local 
considerations reflecting the realities in already deprived areas while securing justi-
fiable location- or situation-specific standards.

Take, for example, the discussion surrounding the need for a development of 
local explainability standards in Sub-Saharan Africa (Penu et al. 2021). While the 
authors do not concentrate on an analysis of medical AI, the thrust of the argument 
remains the same: enterprises in Sub-Saharan Africa face different challenges and 
may require different standards in their activities from those imposed on them from 
abroad.

2.3  A Four‑Way Matrix of Standards of Explainability

The question must now be how we ought to assess the standards of explainability 
for AI-based medical decision support systems (AI-DSS) when including these var-
ied justice considerations. Curiously, the topic of justice in the contextualization of 
explainability has, as of yet and to our knowledge, not been put forward or discussed 
in the literature. Explainability, even if problematized in terms of the sufficiency of 
explanations, is centered around specific clinical settings and informed consensus 
(see, e.g., Arbelaez Ossa et al., 2022).

If we understand standards of technologically mediated medical explanations to 
be both dependent on the standards of a physician’s explanations (absolute vs. rela-
tive) and on the standards of real-life decision-making contexts (global vs. local), 
we encounter four options for organizing an AI’s need to justify its decision-making 
processes (Table 1):

This matrix shows the different possible permutations of the introduced distinc-
tions. Global absolute explainability, which we consider to be the standard approach 
when discussing ethically acceptable standards for AI-DSS, is concerned with the 
universal standards for medical AI indifferent to our current standards of explain-
ability in medical decision-making and indifferent to local practical limits. This 
approach, however, has been accused of producing double standards for AI as we 
appear to demand higher standards of this technology in terms of explainability than 
we did and do of physicians in current medical practice. These higher standards do 
not seem to be put on reliable ethical footing once we consider other factors than the 
explainability of technologies.

On the opposite side, local relative explainability covers those decisions made 
cognizant of the limits of local requirements. When there is only one physician hav-
ing to make a rushed decision with little to no knowledge about the patient, this 
decision is still not floating in the sea of indifference, but within a highly modified, 
situation-specific context, like immediate gut feelings, lack of relevant expertise, or 
fast and frugal heuristics (Gigerenzer & Todd, 1999). One can still make morally 
blameworthy bad decisions in these situations — yet, the blame is not measured 
against the highest possible standards of explainability, but rather measured against 
the baseline standards of the expected explainable decision-making (i.e., following a 
standardized procedure in case of limited deliberation times).
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Global relative explainability covers the explainability of decisions of technol-
ogy compared to ethically justified and standardized human capacities. However, as 
these relative standards are compared to the highest possible level of human capac-
ity (i.e., the explainability of decision-making processes available to a patient with 
access to a well-educated physician with sufficient time and capacities), they miss 
accounting for the needs of non-ideal contexts.

We understand global relative explainability to be a more helpful approach to the 
explainability issue of technologies than global absolute explainability (cf. Kempt 
et al., 2022), since an absolute standard may lead to double standards and an unjusti-
fied expectation towards performances of machine explanations.

The box for local absolute explainability standards, in this matrix, is somewhat 
empty, as nobody would seriously propose explainability standards for technology 
based on a very specific set of local limitations (Arbelaez Ossa et al., 2022, may go 
in this direction). This randomness of local principles demanding universal validity 
is not a tenable ethical position.

2.4  A Short Comment on Accuracy in Explainability Standards

We understand explainability to be an independent parameter for the evaluation of 
the normative permissibility of an AI-DSS. Another such parameter, often consid-
ered in the same evaluative context, is the AI-DSS’s performance (see e.g., Ploug & 
Holms, 2020 discussing contestability). In medical AI contexts, performance most 
often refers to the machine’s accuracy or reliability to deliver results. Especially 
accuracy is often discussed in contrast to explainability rather than as connected 
parameters: take as an example London’s discussion favoring the former even at the 
expense of the latter (London, 2019), Kempt et al.’s introducing context-dependent 
explainability requirements (Kempt et al. 2022), or, as introduced above, Arbaelez 
Ossa et  al. (2022). Often enough, it seems, are the ability to robustly explain an 
AI-DSS’s process and the accuracy of the desired output two separate parameters 
to investigate. We do not deny that performance is usually considered the more rel-
evant parameter for ethical permissibility of technologies (imagine one technology 
that is fully explainable but basically always wrong against one technology that is 
fully unexplainable but always correct in its output); however, our investigation is 
explicitly concerned with explainability standards as a topic of both ethical consid-
erations as well as engineering challenges. Thus, we keep the parameters of accu-
racy and explainability distinct from each other.

3  The Core Problem: Global Inequalities in Healthcare

Despite the existing struggles and injustices in the distribution of resources, access 
to global healthcare services, and the possible implications of an increased role of 
AI-DSS on the same, considerations of justice are often underrepresented in the 
debate on AI-DSS.

Justice and the Normative Standards of Explainability in… Page 7 of 19 100
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In the light of global absolute explainability standards, many AI-based deci-
sion support systems fall short of these standards and thus are argued not to be 
morally admissible (e.g., Bjerring & Busch, 2021). Even when adjusted for global 
relative explainability standards, systems are only admissible if they surpass a 
physician’s ability to explain their own decision-making (Kempt & Nagel, 2021). 
However, in areas in which expertise is scarce, one could argue that AI-DSS can 
be beneficially used, and thus be considered ethically acceptable, even if they fail 
to reach those standards. The need for at least some quality medical care might 
trump concern about absolute explainability, which might be considered by some 
as an unnecessary luxury. Thus, from the perspective of justice, we encounter a 
conundrum: should medical AI-DSS that can help people improve expert-scarce 
regions’ healthcare infrastructure be used even though those AI-DSS do not sat-
isfy global explainability standards?

For the following discussion, it is important to keep in mind that discussing the 
claim to possibly lower local standards of explainability is part of an attempt to 
provide more and better healthcare overall. The following analysis thus proceeds 
under the assumption that it would be possible, even with a lower explainabil-
ity standard, to make quality healthcare available to those who formerly had no 
access to it — but at the price of a lower explainability-standard than the ones 
implemented in other contexts. We take expanding access to healthcare to be a 
prima facie duty of ours and remain non-committal about the normative theories 
that may explain this duty.

This problem displays features that are known from other cases of decision-mak-
ing under conditions of systemic and structural background injustice (Heilinger, 
2020; Young, 2011) where a fully morally satisfying option seems to be unavailable: 
What would ultimately be morally demanded is to abolish unjust structures that dis-
tribute options and resources so unequally. But what should be done under unjust 
real conditions? Which less than morally perfect steps can and should be undertaken 
in order to advance the lot of vulnerable or disadvantaged groups, while a more just 
distribution is not (yet) realized? And: Should not all efforts be directed towards 
overcoming unjust structures, instead of attempting to provide, with the help of 
profitable technology, some band-aid solutions that run the risk of perpetuating the 
problematic status quo (Heilinger, 2022)?

We thus face a hard moral conflict: on the one hand, justifying locally lower 
standards of explainability of AI-DSS will lead to a number of ethical problems in 
the explainability of clinical decision-making: such as the general competitive pres-
sure to provide AI-DSS that are less explainable than required, potentially violating 
the democratic good of explainability (Kempt et al., 2022), or the global decrease of 
explainability standards caused by a downward-spiral of ever-lower explainability 
standards. On the other hand, preventing access to at least some urgently needed 
medical care where otherwise is no care at all seems also morally unacceptable. 
Thus, in the following, we will seek the morally preferable, rather than a morally 
ideal solution for this conflict.

While the general structure of this conflict can be found in other instances as well 
(cf. for example Mitra & Biller-Andorno, 2013), our following line of arguments is spe-
cific about explainability as a distinctive challenge. We like to stress that the following 
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does not necessarily hold in the same way for other standards, such as, e.g., accuracy 
considerations.

3.1  The Relevance of Justice in Healthcare

Health figures are among the essential conditions conducive to a flourishing life and 
access to adequate healthcare is essential for securing health. Given the importance of 
both health and healthcare, it has become a major concern for theories of justice to 
assess how health and access to healthcare is and should be distributed between indi-
viduals and groups of individuals (such as formed by countries, ethnicities, gender, and 
socio-economic status). The pioneering work of Norman Daniels applied John Rawls’s 
Theory of Justice (1971) to the realm of healthcare (Daniels, 1985) and health (Daniels, 
2008), contributing to a lively debate about justice in health. It is undeniable that from 
any theory of justice, health, and healthcare constitute key elements for a just society. 
For instance, proponents of a distributional approach to justice argue that health and 
consequently healthcare are crucial to equal opportunity and thereby, subject to con-
cerns on distributive justice (Daniels, 2008; Rawls, 1971). Similarly, Elisabeth Ander-
son recognizes health to be one of those goods, necessary for citizens to function as 
equal members of society, and hence, the provision of healthcare is crucial to the rela-
tional approach of justice (Anderson, 1999, p.327). From a relational perspective, thus, 
we owe healthcare to all our fellow citizens. Consequently, healthcare is considered a 
public good (Anderson, 1999, pp. 330f; Voigt & Wester, 2015).

Different established standards in local healthcare practices often reflect or result 
from a variety of pre-existing inequalities and may generate new forms of inequalities. 
For example, the lower the economic means, the fewer there are testing kits for a cer-
tain disease and thus, the more stringent usually the requirements will be for selecting 
patients to get tested. Most areas of the world have achieved some minimal standards 
for medical practices, like sterilized equipment or the purity grade of medical drugs. 
When introducing the explainability of medical decision-making as a good provided in 
medical contexts, e.g., to support informed consensus for some medical procedures, we 
may also consider these different local resources and acceptability standards for certain 
features of new technologies.

Distributive inequalities in medical knowledge and resources cause ethically 
significant inequalities in the quality of care between expert-abundant and expert-
scarce regions. As far as these inequalities cause avoidable harm, they count in most 
approaches to justice as indefensible and thus formulate a constant imperative to mini-
mize these inequalities (Wolff, 2012). Moreover, in practice, the distribution of health-
care seems to be widely recognized to have special priority as equalized access to 
healthcare has been improved more widely than the equalizing of other material goods 
(Daniels 2008; UN 2000).

3.1.1  Approaching Justice in Healthcare Diagnostics

To tackle the issue of injustices of access to healthcare diagnostics, we see two 
options that would improve the situation of people in vulnerable or disadvantaged 
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regions. These options are not mutually exclusive: first, one could redistribute medi-
cal knowledge and resources generally to address the background inequalities; and 
second, one could reorganize the normative standards of explainability that would 
allow supplying disadvantaged patients with better access to technology such as 
AI-DSS.

Redistributing medical knowledge in a fair and just way, while generally more 
desirable, has some obvious constraints: Promoting expedited education of physi-
cians to work in otherwise expert-scarce areas, or sending a portion of the group 
of experts from expert-abundant to expert-scarce areas (e.g., the program “Doctors 
without Borders”), would be an important means to equalize the standards in health-
care across regions. However, it is a time-consuming process depending on political 
will and coordinated effort. Thus, while remaining the ultimate goal, a full redis-
tribution of medical knowledge, experts, and resources is not a feasible short-term 
solution for patients in need of immediate help. Consequently, we might need to 
examine immediate measures, supplementing the redistribution of medical expertise 
and resources, to improve the situation of expert-scarce regions.

Given the goal of improved care, our normative standards of explainability mat-
ter in the context of global health inequalities as there are technological resources 
that might lower inequalities in healthcare provision. AI-DSS could diminish the 
inequalities regarding quality of care, by offering (semi-)automated diagnosis and 
treatment recommendations without the need for much expert-supervision (Wahl 
et al., 2018). Yet, despite efforts in the field of explainable AI, the decisions of AI-
DSS are usually not explainable to the degree human decisions are explainable (see 
Sect.  2.1). If we suppose a global absolute standard of explainability of AI-DSS, 
we must conclude that most of these AI-DSS are morally inadmissible even if they 
could provide some helpful healthcare services to regions without experts. If we 
suppose global relative standards (relative to the standards of the best human experts 
globally), we also must conclude that diagnostic AI-DSS are simply not exhibiting 
the features necessary for moral permissibility.

If someone suggested to lower global absolute standards of explainability for AI-
DSS to make these machines permissible after all, we should acknowledge some 
strong arguments in favor of such suggestion: in the light of the global need for 
healthcare and without a feasible alternative to provide explanations for diagnoses, 
making AI-DSS more available has the ability to significantly reduce the unjust ine-
quality to healthcare. Similarly, it applies for lowering global relative standards of 
explainability.

Such a proposal could still insist on not lowering standards of explainability in 
areas where experts are abundant, as this change of norms can be seen as limited 
to AI-DSS: in areas where physicians provide explanations for medical decision-
making processes, we can expect them to remain to do so at current levels.

3.2  Rejecting Universal Explainability Standards in Healthcare

So far, we have emphasized the importance of healthcare for different approaches 
to justice and hence, for normative explainability standards as part of quality 
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healthcare. In this section, we discuss the different ways of justifying normative 
explainability standards of medical decision-making. Now, one could argue that 
these standards should apply generally, and thus reject attempts from expert-scarce 
regions to choose lower explainability standards to gain access to these AI-DSS 
which fail to reach the general standards. However, while the decisional discretion in 
which normative standards of explainability of AI-DSS are sufficient should lie with 
those communities using these AI-DSS, the difference in need and urge requires a 
delicate and careful analysis under which conditions these demands can be granted.

Rejecting universal explainability standards does not imply there should not be 
minimum requirements for explainability. Explainability of medical decision-mak-
ing, as outlined above, generally contributes to the acceptability of such decisions. 
As other authors (Grote & Berens 2020; McDougall, 2019) have pointed out, the 
autonomy of patients is related to the ability to explain diagnoses and procedures to 
them. AI-decision support systems devoid of any explainable feature would likely 
violate the autonomy of patients to reasonably assess the risks associated with their 
diagnosis and the following treatment (see e.g., Kempt & Nagel, 2021 for an analy-
sis of the connection between explainability and responsibility). These deliberations 
generally take place under the assumption of expert-abundance, in which patients 
have access to established procedures, reasonable expectations for explanations, and 
a selection from different options of treatment. Furthermore, lowering explainability 
standards for AI-DSS seems reasonable only if the corresponding AI-DSS (1) gener-
ates advantages that otherwise would remain inaccessible to those benefiting from 
it, and if (2) increasing the standards straight away is highly improbable, even if in a 
generally just world it would have to be considered a primary and realistic practical 
goal.

The moral importance of explainability and its implications are undeniable, as 
an egalitarian’s perspective on normative explainability requires the distribution 
of knowledge as the ultimate goal in parallel to context-dependent explainability 
standards. This certainly includes the knowledge of the development, design, and 
implementation of AI-DSS as well as medical education.1 Notably, in the following 
proposal, the redistribution of medical knowledge is not replaced by the provision 
of AI-DSS but supplemented for the time it takes to equalize both knowledge and 
resources, sufficiently in order to resolve global inequalities. That is, adapting nor-
mative explainability standards may merely diminish global inequalities in health-
care, while only equalizing the established standards seems to constitute a genuine 
means to global justice in healthcare.

Finally, while explainability standards ought to be context-dependent, we argue 
that only robust reasons such as the context of expert-scarcity and thus, the avail-
ability of care, should be permitted to influence the standards of explainability. We 
are aware that most often other factors, such as cost considerations, are influencing 
decisions in the medical sphere. If, e.g., for economic reasons, there are significant 

1 We also acknowledge that context-dependent explainability standards undermine the possibility to 
establish genuine relational equality, as long as the context itself is not equalized. Context, in this sense, 
denotes the local established standards of explainability.
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inequalities in the explainability of the offered healthcare services among different 
income brackets, this surely threatens the idea of moral equals and thus undermines 
the current proposal.

3.2.1  Global Explainability Standards

One could argue to lower the global standards of explainability either to an absolute 
minimum, possibly met by all, or to the relative minimum of local explainability 
standards.

On the one hand, the generalization of the maximum relative standard of explain-
ability as a requirement has shown to miss the potential of technologies for expert-
scarce regions. On the other hand, setting low but globally absolute explainability 
standards would potentially unnecessarily threaten the autonomy of patients in 
expert-scarce regions (as seen in Bjerring & Busch,  2021), having existing local 
standards that are higher than the proposed global standards (cf. Sect. 3.2.2). Moreo-
ver, by setting global standards, the standards are risking to introduce further rela-
tional inequalities, as arguments from the perspective of expert-abundant regions 
may not hold for expert-scarce regions and vice versa. Therefore, global standards, 
in general, would risk introducing relational inequalities as one region would act on 
the behalf of the others (Voigt & Wester, 2015).

Additionally, any currently discussed normative explainability standards, either 
globally absolute or relative standards, are often not met by the executing physi-
cians in expert-scarce regions and even less by the AI-DSS. However, it seems odd 
to insist that this should be a reason to stop providing healthcare services if local 
experts cannot live up to these standards and demand the AI-DSS to help their work. 
Thus, global standards would inherently introduce double standards for human 
explanations on the one hand and AI-DSS-explanation on the other within the same 
region. These double standards, however, require strong arguments to be justifiable 
(Zerilli et al., 2019; Kempt et al., 2022).

Given the likelihood of regional double standards and the implication for rela-
tional justice, we suggest exploring local approaches to explainability standards.

3.2.2  Local Explainability Standards

Explainability standards could be set locally. Local absolute standards, i.e., stand-
ards applied to the medical AI-based technology, independent of any further con-
textualization of local needs and abilities, do not seem to us as a reliable way to 
establish normatively justified procedures. The quality of healthcare is a dynamic 
feature that grows with political and economic stability and can fade with crises, 
instability, or catastrophes. Using local absolute explainability misses these dynam-
ics as it determines the necessary explainability of the technologies deployed in 
those regions at a specific point in time. If a local healthcare administration decided 
to set a specific normative standard of explainability in decision-making processes 
and then lost a substantial amount of their workforce due to some political instabil-
ity, it seems unlikely that they would insist on the previously set standards.
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However, if a local healthcare administration decides on allowing lower explain-
ability standards for their needs to administer their services more effectively, they 
might have some good arguments to introduce these decisions. This is due to local 
relative standards, as these can be used to argue for a differentiated approach to the 
local needs determined by the healthcare administration. It would allow for distrib-
uting healthcare support that may be urgently needed and that is able to improve the 
quality of healthcare provided to people.

This, however, may introduce worries about double standards between closely 
neighboring regions and within regions or administrative districts. If we argue that 
explainability standards should be allowed to be sensitive towards context-specific 
requirements, i.e., relative to pre-established local standards of explanations of med-
ical decision-making, then it can happen that explainability standards can vary even 
within regions, e.g., within individual hospitals (those with better physicians against 
those with worse ones), or between richer and poorer neighboring regions.

As we will address this issue in our discussion of objections, we will also discuss 
how the idea can be introduced that allows regions that fail to meet the general ethi-
cally acceptable standards (i.e., global relative standards) to argue for local explain-
ability standards.

4  Objections: Avoiding Slippery Slopes

Three objections can be raised against our proposal. They target the distribution of 
responsibility, the approach’s handling of norms, and its potential incentivization 
and reinforcement of unbalanced power structures.

4.1  Responsibility

The first issue we encounter concerns the issue of responsibility distribution. This 
concern is focused on the trade-off between expert-scarcity and lower standards of 
explainability. For one, responsibility concerns for unexplainable technologies have 
been discussed in the context of informed consensus violations on the side of the 
physician (Bjerring & Busch, 2021). Thus, lowering explainability standards may be 
morally impermissible, as those standards would lead to bigger moral problems of 
operating unexplainable technologies.

We may reject this argument on at least two grounds. First, our distinction of 
absolute vs. relative explainability shows that explainability ought not to be seen as 
a mere black-box problem, but rather one of appropriate comparison. Considering 
further the justified need to differentiate within the relative explainability approach, 
local communities might as well deliberately decide on accepting these machines in 
light of their own healthcare needs. Thus, communities may bear the responsibility 
for operating machines their operators may not be able to explain, as long as the 
beneficial outcome is weighed against the needs of the particular community and a 
local and relative sufficiency threshold regarding explainability is respected.
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The second rejection concerns those who may provide those technologies in the 
first place. The fact that some technology may not reach the levels of explainability 
needed or required for justified use in expert-dense areas while being “marketable” 
in other areas does not preclude the producers of these technologies from further 
improving their devices. Some other conditions, i.e., accuracy and reliability of 
these technologies (London, 2019), ought to be guaranteed, as otherwise the benefit 
of using these technologies at all may be in question, rendering investigations into 
their explainability pointless.

Thus, our approach can counter emerging responsibility concerns by distributing 
the responsibility, on the one hand, towards those deciding the healthcare standards 
of their respective communities and by not cutting those loose from responsibility 
that produce and distribute these technologies in the first place.

4.2  Mapping Standards on Abundance

Another argument may be formed from a theoretical objection to our reconstruc-
tion. Thus far, we understood expert-scarcity to be the functional absence of reliable 
human medical expertise, i.e., doctors and other medical professionals, and adjusted 
our concept of explainability accordingly. However, one may correctly point towards 
the fact that expertise is not a binary, but a scale. Only looking at expert-dense and 
expert-scarce areas may suggest that one either has access to human medical exper-
tise or not, but there are vast differences in the quality and accessibility of medi-
cal expertise, requiring patients to make all sorts of decisions regarding their own 
healthcare. Some regions may have a lot of physicians with relatively little exper-
tise, while others may have a relatively low density, but still easy access to medical 
knowledge through experts.

Moral norms, in contrast to expertise distribution, are usually difficult to reflect 
on such a scale. Most norms cover a set of cases based on their shared, norm-rele-
vant features, which usually requires these features to be binary (or be present or not 
present). While there can be norms reflective of a scaled feature (“the more there is 
of x, the more there should be of y”), it appears problematic to simply assume this is 
the case here.

Adjusting explainability standards accordingly may lead to an absurd situation 
in which one area is deemed adequately staffed with high-level medical expertise, 
while a neighboring region with fewer experts may be “eligible” for lower explain-
ability standards, simply because accessibility to explainable medical care is com-
paratively slightly lower.

However, justifying lower medical explainability standards ought to be meas-
ured against the accessibility of patients to higher standards. “Locality” as a meas-
ure for the justification of setting contextualized standards is not ignorant of other 
legal, political, and geographical limits. While we can condemn the stark differ-
ences in healthcare access and standards along national borders (i.e., between North 
and South Korea, Finland, and Russia, or Singapore and Malaysia), accessibility 
as a social reality ought to be accounted for in these considerations. That means, 
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mapping standards of local relative explainability should account for these borders 
and realities, as healthcare standards are set by discreetly defined institutions.

4.3  Exploitation Strategies and Post‑Colonial Worries

As we have framed the core problem for adopting digital medical systems in lieu of 
expert-guided systems as one of need, the strongest objections to our proposal must 
problematize the underlying power structures making these decisions. Thus, our 
third objection regards the power imbalances and its potential for exploitative conse-
quences of these communities with vulnerable economic and institutional structures. 
It is not difficult to anticipate that the point of our proposal — taking communities 
in their own goal setting seriously to allow for local relative explainability stand-
ards — can be turned on its head when facing real-life application. As most expert-
scarce areas are, at least in the contexts of medical care, highly dependent on and 
in urgent need of external support, we can infer that these communities will have a 
weak negotiation position to receive a good outcome. Without a proper reflection 
on the material difference of those communities to communities with higher expert-
density, we may remain ignorant of the power structures behind healthcare decisions 
and the different perspectives global agents can have on such decisions.

4.3.1  Privacy

The first currently applicable concern of allowing the provision of unfinished health-
care is the business model that may emerge here, as one dimension of big data-
driven AI-DSS, is that they improve with increased data (generally speaking). This 
means that allowing companies to export and use their unexplained (and, thus, from 
a global standard’s perspective unfinished) products may lead to privacy issues. 
Trading a nation’s healthcare data for the promises of improved healthcare for its 
citizens may be too good an offer for governments to pass on (this debate has exten-
sive precedence in other bioethical debates, e.g., drug studies).

In many cases this issue is related to the one of post-colonial power imbalances, 
but ought to be reflected upon separately, as it can also be framed of a conflict of 
interest between big corporations on the one side (to get access to as much health 
data as possible) and any community’s interest in protecting its citizens’ privacy. As 
they both share the same overall goal, i.e., the improvement of AI-DSS to diagnose 
and treat patients, the emerging conflict of interests is merely one of the means to 
get there.

However, we suggest aiming for contracts between nations and AI-companies 
that protect the privacy of the citizens while allowing corporations to train their AI-
DSS. Several of these data and privacy protection frameworks exist and have been 
applied to other data collection schemes.

While health data is especially worthy of privacy protections, and we can assume 
that communities agreeing to use lower local and relative explainable AI-DSS due 
to expert-scarcity come from a position of need, we argue that these privacy protec-
tion frameworks should be interpreted as strictly as possible. This can be done by 
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granting use-rights to companies for the data only to improve the AI-DSS in ques-
tion. This should be a cornerstone of any kind of agreement between companies and 
communities in need of AI-DSS lacking explainability of its decision-making pro-
cesses, and not a merely preferred outcome of negotiations. This is needed to avoid 
the emergence of market logics for health data, in which one country or community 
could “sell out” its health data cheaper than the neighboring country, and thus offer-
ing companies the chance to pit nations against each other in a race to the bottom.

4.3.2  Dependencies

Next to the privacy-concerns encountered in other types of debates, such as drug- 
and other field studies, the concern of creating dependencies can also become a 
major issue in the future development of healthcare, both as a consequence of the 
aforementioned privacy issue but also as an independently emerging issue.

As AI-DSS-based healthcare technologies’ progress is built on accumulating 
healthcare data to train the AI, those who harvest and process the data are the ones 
in the position to improve on their products. Thus, those who obtain the data are in 
the best position to improve healthcare services, while those who buy and use the 
AI-DSS will not be able to develop and improve upon their own services. The argu-
ment can be made that the earlier a community gains access to AI-DSS without the 
proper technological infrastructure, the faster the standards of healthcare access rise 
without the specific communities to sustain these standards on their own. In contexts 
of expert-scarcity, this may even increase the dependency of expert-scarce commu-
nities on AI-DSS and their development, ultimately replacing one problematic situa-
tion with another without offering a long-term solution.

As our approach does not claim that local relative explainability is preventing 
dependencies, it is worth considering what needs to be done to avoid these depend-
encies to emerge. However, this cannot be done here.

4.3.3  Post‑colonial Power Structures Reinforced

Many of the inequalities in access to healthcare can be productively viewed through 
the socio-historical perspective of post-colonialism, in which the oppressive struc-
ture of inequality is perpetuated under the guise of aid and support from former col-
onizing communities to former colonized ones.

One argument against the proposal under discussion in this paper, namely to 
allow for local relative standards of explainability, could be that it is merely reflec-
tive of such post-colonial mindset. In lowering the standards of explainability to pro-
vide aid to expert-scarce areas (presumably mostly found in the global south), the 
worry must be that (a) that privileged or rich nations provide low quality, techno-
solutionist help that is intended to replace actual, long-term, and subsidiary aid, like 
the reduction of expert-scarcity, and (b) that these richer nations, despite the insight 
in the necessity and utility of such aid, are not working nearly as diligently on devel-
oping more reliable, explainable, and precise AI-DSS. Instead, the concern may be 
that these technologies are merely unusable, insufficient approaches to technology 
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for the elevated moral standards of the rich nations, but good enough for the poorer 
ones, akin to discarded second rate items.

However, the proposal under discussion in this paper does not contend that the 
AI-DSS in question should be viewed as such second-rate quality technology, and 
thus richer nations cannot claim themselves sufficiently engaged in minimizing ine-
qualities when they provide these technologies to expert-scarce areas. We acknowl-
edge that “providing” AI-DSS with local standards can merely be an offer that 
always ought to be accompanied by the continued efforts to sustainably lower the 
expert-scarcity.

Furthermore, this worry of post-colonial power structure reinforcement has to 
assume that the improvement of AI-DSS to be more explainable is not pursued with 
the necessary means. However, as several studies have suggested, we may not be 
able to provide the aimed-for explainability standards necessary to suffice for rela-
tive explainability in the first place (Ghassemi et al., 2021). Thus, withholding this 
technology to expert-scarce areas may mean withholding this technology for the 
foreseeable future. We may not be discarding second-rate technology, but technol-
ogy that is as good as it gets in explaining its decision-making process. Ironically, 
then, it is not the lowering of standards for expert-scarce areas, but having too high 
standards for expert-dense areas that prevents reducing this inequality.

5  Concluding Remarks

Despite considerations of justice being central to the provision and distribution 
of healthcare, the influence of these considerations on the ethical debates about 
medical AI has been marginal. Decontextualized debates surrounding the norma-
tive relevance of explainability of AI systems require a connection to the needs and 
demands of healthcare-deprived populations. As the redistribution of technologies 
is a feasible short-term solution to diminish inequalities in global healthcare, the 
duty to redistribute these technologies ought to be measured against the permis-
sibility of global explainability standards. We thus propose to consider these nor-
mative explainability standards to be context-dependent, i.e., relative to the locally 
established explainability standards of human expert diagnoses. This way, the differ-
ences in availability of quality healthcare can be accounted for and adjusted locally 
according to the preferences and needs of vulnerable populations without imposing 
unready or denying sufficiently ready healthcare devices.

We are well aware that technological solutions alone do not constitute a suffi-
cient remedy to the existing inequalities in healthcare. Technology alone will not 
fix healthcare dependencies and requires constant reflection of its just distribution. 
However, acknowledging the moral importance of explainability in healthcare deci-
sion-making as generally desirable provides at least a starting point in weighing the 
need for global explainability standards on the one hand, and the specific needs of 
populations relative to their access to quality healthcare on the other hand. Intro-
ducing local relative explainability standards allows for redistribution without eras-
ing the normative imperative to do more, such as initiate educational programs to 
improve the general expert-scarcity.
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The arguments and conclusions that have been made throughout this paper fur-
ther point out the relevance of justice considerations in the ethical discourse on 
explainable AI and AI-DSS in healthcare and elsewhere.
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