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Abstract
In this article, I will argue in favor of both the ethical and epistemological utility of 
explanations in artificial intelligence (AI)-based medical technology. I will build on 
the notion of “explicability” due to Floridi, which considers both the intelligibility 
and accountability of AI systems to be important for truly delivering AI-powered 
services that strengthen autonomy, beneficence, and fairness. I maintain that expli-
cable algorithms do, in fact, strengthen these ethical principles in medicine, e.g., in 
terms of direct patient–physician contact, as well as on a longer-term epistemologi-
cal level by facilitating scientific progress that is informed through practice. With 
this article, I will therefore attempt to counter arguments against demands for expli-
cable AI in medicine that are based on a notion of “whatever heals is right.” I will 
elucidate my elaboration on the positive aspects of explicable AI in medicine as well 
as by pointing out risks of non-explicable AI.

Keywords  Artificial intelligence · Explicable AI · Explainable AI · Evidence-based 
medicine · Patient compliance · Good health

1  Introduction

The vision of computer-aided decision-making in medicine has a tradition of at least 
60 years (Shortliffe & Sepúlveda 2018). Increasingly capable algorithms, computa-
tional resources, and increases in available data have let the vision resurface. Artifi-
cial intelligence (AI) and deep learning algorithms in particular have shown poten-
tial to surpass human-level classification accuracy (Topol 2019), but widespread 
clinical adoption is still hampered by a number of reasons, one of which being that 
black-box algorithms are widely deemed unacceptable, e.g., (Shortliffe & Sepúlveda 
2018), since they are believed to be incapable of providing information to the user 
that supports accountable decision-making. However, considering the promise 
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that black-box algorithms may perform even better, the demand for making them 
explainable has been challenged, e.g., (Durán & Jongsma 2021; London 2019).

In this article, I will focus on the rather rich notion of explicability due to (Floridi 
et al. 2018) as a means to disentangle notions of interpretability, transparency, intel-
ligibility or, simply, explainability. Even though the status of “explicability” as an 
ethical principle within the ethics guidelines of the EU’s High-Level Expert Group 
on Artificial Intelligence (Independent High-Level Expert Group on Artificial Intel-
ligence Set Up By the European Commission (2019)) may be debatable (Robbins 
2019), the notion brings to the fore an important consideration for the combination 
of both intelligibility and accountability. In these terms, the notion of “explicabil-
ity” can be understood to demand explanations that can be understood and utilized 
in practice and, hence, support responsible use. I take it that such demands should 
not only account for various stakeholders, but also for various time frames. As such, 
there might be immediate benefits from allowing the use of non-explicable AI algo-
rithms in the present, which, however, may diminish long-term benefits such as 
epistemological gain and, ultimately, improved health care in the future. Not unlike 
arguments put forward in favor of strong measures for mitigating climate change 
justified by the responsibility for future generations, see, e.g., (Desjardins 2006), it is 
my desire to advocate for a wide-arching consideration of short- to long-term effects 
within the debate about whether or not AI should be explicable in the medical con-
text. To this end, the present paper can be regarded as contributing also to the grow-
ing literature dedicated to the risk and potential of AI to be opposed or contribute 
to a positive and sustainable development, see, e.g., (Holzinger et  al. 2021; Sætra 
2021). As upcoming AI regulation in the EU is presumably based on risk stratifica-
tions (Floridi 2021), a balanced and all-embracing consideration of risks is in order.

However, discussions surrounding the ethical implications of so-called black-box 
AI algorithms have revolved mostly around arguments that reside in the present situ-
ation or near-term future. Be it in terms of the way medical practice unfolds in direct 
physician to patient and physician to physician encounters, forensics and accounta-
bility issues or in terms of a general notion of responsible medical decision-making, 
there seems to be a lack of consideration for long-term ethical and epistemological 
risks. London (2019), e.g., vehemently argued that insisting on medical AI being 
explainable would risk applying poorer treatments. According to London, a pref-
erence for simpler, interpretable models without assurances of additional benefits 
to the patient would even constitute a “lethal prejudice.” Admittedly, such a line 
of thinking is hard to argue against. Similarly, Bjerring and Busch (2021, p. 351) 
postulate that reports on the success of (predominantly deep-learning-based) AI in 
medicine1 suggest that practitioners will very likely have an “epistemic obligation to 
rely on these systems”.

Certainly, I am not proposing to deliberately withhold available and effective 
treatments from patients in need, just because they stem from non-explicable AI sys-
tems. Rather, my agenda is to argue that just because non-explicable AI can help or 

1  See, e.g., (Liu et al. 2019; Loh 2018; Topol 2019) for reviews on advances of AI in medicine and how 
their performances compares to professional healthcare practitioners.
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even heal now, we should not lose sight of what may support progress in the future 
as well as what will constitute sustainable efforts towards maintaining health also in 
terms of the entire breadth of individual conceptions of it.2 As will become clear in 
the sequel, for this purpose, I am rejecting a reductionist notion of what constitutes 
progress in medicine, e.g., one that is simply based on indicators such as longev-
ity. Instead, if AI is to be truly a tool for enhancing human autonomy, it should be 
malleable enough to account for different notions of beneficence, and hence, more 
individual accounts of good health. To make this more concrete, I will argue in favor 
of AI systems, e.g., in primary care, or—more generally—narrative-based medicine, 
that can take into account individualistic notions of good health or life (even with 
diseases), supporting shared decision-making between physician, patient and AI. 
To some extent, this issue has already been raised by others. Bjerring and Busch 
(2021), e.g., argue that black-box AI in medicine is incompatible with a patient-
centered approach, for which they cite Epstein et al. who delineate patient-centric 
medicine as aiming at establishing “a state of shared information, shared delibera-
tion, and shared mind” (Epstein et al. 2010, p. 1491). McDougall (2019) discusses 
both opportunities as well as risks for shared decision-making in the face of medical 
AI-based recommendation systems. In light of this, I would like to expand on this 
argument by outlining the ethical and epistemological utility of either augmenting 
black-box AI in medicine by means of explanatory interfaces, or by relying on inher-
ently interpretable AI in the first place. With respect to the latter, however, I have 
argued elsewhere (Herzog 2021) that using inherently interpretable AI does not jus-
tify to forgo the devision of explanatory interfaces for meeting the requirements of 
responsible and accountable use in practice.

By more clearly articulating the utility of explicable AI in medicine,3 I hope 
to contribute to and enable further discussion about black-box AI in medicine in 
a differentiated manner: As the practical medical utility of AI—and black-box 
approaches in particular—seems to progress at an increasing pace, strong arguments 
are needed to determine when it is justifiable to proceed with the deployment and 
when there are valid grounds for pause. For instance, Di Nucci (2019) highlights 
the general potential of machine learning for personalizing treatment options, which 
should not be underestimated. However, the way corresponding AI systems are 
designed can influence potential biases skewing recommendations towards specific 
treatments, or even result in a systematic exclusion of alternatives, which may be 
highly dependent on the medical or care issue at hand and the specific situation of 
the patient itself. Hence, the assessment of what kinds of explanation are required 
and whether they can even be dispensed with is likely to vary between the fields of 
application and subdisciplines in medicine and care. This is why a comprehensive 
discussion is beyond the scope of this paper. Rather, I can only hope to contribute to 
the discussion by highlighting the particular epistemological and ethical utility that I 
focus on in the sequel.

2  For a connection between the United Nation’s Sustainable Development Goal associated with “Good 
Health and Well-Being” please see, e.g., (Muller et al. 2021).
3  I will try to more thoroughly motivate the choice of term “explicable” in Sect. 3.
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Hence, I will try to provide a nuanced perspective on the utility of explicable AI 
in medicine. For this purpose, I will establish epistemological—and ultimately, ethi-
cal—arguments in favor of AI whose outputs and models can be explained in some 
sense in Sect. 5. I will argue that by relinquishing a preference for explainable AI in 
medical practice, we may be sabotaging important cross-fertilization between the-
ory and empiricism informed by practitioners and patients. This appears plausible 
in light of the observations that have spawned initiatives for demanding a “learning 
health care system” (Olsen et  al. 2007) that integrates practice and research. Sec-
ondly, in terms of being supportive of “good health”,4 both mechanistic or correla-
tive explanations may constitute an essential tool in improving patient compliance 
or increasing patient autonomy by allowing more individual decision-making and 
lifestyle-compatible interventions. Before presenting an ethical and epistemological 
viewpoint in favor of explicable AI in medicine, I will first delineate the basic ter-
minology of “explainable,” “interpretable,” “intelligible,” “transparent,” and—ulti-
mately—“explicable” AI in Sect. 3. I will then summarize the case against a prefer-
ence for explicable AI in medicine and present counterarguments in Sect. 4.

2 � Explainable, Interpretable, Intelligible, Transparent and Explicable 
AI

Different notions of rendering opaque AI approaches understandable in some sense 
go by the terms “explainable,” “interpretable,” “intelligible,” and “transparent,” to 
name the dominant ones. Meanings often differ slightly, are sometimes even used 
interchangeably or have been adopted habitually by referring to a common sense of 
language. However, for the purposes of this paper, it is necessary to first establish 
a clear distinction of terminology. A broad distinction can be made regarding the 
notion of “transparency” and the notions of “interpretability,” “explainability,” and 
“intelligibility.”

“Transparency” typically refers to laying open certain aspects (ideally all) of an 
algorithm or piece of software to a specific audience. This may incorporate training 
routines, data sets, neural network designs, or even less technical aspects such as the 
composition of the development team, stakeholders, funding, etc. Clearly, typical 
addressees of “transparency” measures are neither those that use, or are affected by, 
the algorithms in question. Rather “transparency” typically addresses groups such as 
auditors, forensics, or other entities that should provide oversight and safeguard con-
testability. Even though “transparency” has been sometimes advocated as a means 
to enhance accountability (Weller 2019), concerns have been raised that it is neither 
desirable for privacy, security, and economic reasons as well as that it does not con-
tribute much in terms of accountability as complex algorithms are often inherently 
opaque (de Laat 2018).

4  I choose this term to specifically highlight the possibility to render healthcare practice amenable to a 
patient’s individual conception of both good health and good healthcare.
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It is often stated that it is this opacity that should be tackled by some means of 
endowing algorithms with “explainability,” cf. (Robbins 2019). Even though differ-
ent authors use different definitions and even often use “explainability” and “inter-
pretability” exchangably, for the purposes of this paper let “explainability” refer to 
means to “summarize the reasons […] for behavior […] or produce insights about 
the causes of […] decisions,” whereas “interpretability” refers to descriptions of 
“internals of a system in a way which is understandable to humans” (Gilpin et al. 
2019). Hence, while interpretable AI models may utilize reasonably understand-
able mathematical models as their basis, explainable AI models often rather offer 
post hoc visualizations that aim to shed light on the behavior of models built from 
a vast number of variables. In the sense of these meanings, authors such as Rudin 
(2019) ardently advocate the use of interpretable models in high stakes domains, 
such as medicine, since interpretable models encode a priori knowledge about the 
causal or correlative connections that can be verified and validated before being put 
to use, citing—among others—drawbacks of post hoc means of explanation. Others, 
such as Krishnan (2020), claim that knowledge about the “inner workings” of an 
algorithm has limited power to contribute to issues such as fostering trust, avoiding 
biases, or prevent other kinds of system failure. I concur, and it will become clear in 
the sequel that, what may be important is to devise context-specific means of allow-
ing for relaying information to human agents for enhancing responsible use.

In this vein, the notion “intelligibility” is often regarded as a generic term, 
encompassing the possibility of referring to “interpretability” or “explainability” (or 
both), cf. (Marcinkevičs and Vogt 2020; Weld and Bansal 2018), Weld and Bansal 
(2018) acknowledge a necessity of interdisciplinary cooperation when trying to 
achieve “intelligibility” by stating that the “key challenge for designing intelligible 
AI is communicating a complex computational process to a human”.

As stated above, the notion of “explicability” combines the desiderata to effec-
tively communicate information to human agents and to do so in a manner that 
allows accountable use. In acting as a term that implies both the epistemological 
demand for intelligibility as well as the ethical demand for accountability (Floridi 
et al. 2018), the notion of “explicability” transcends specifics of a technical realiza-
tion while emphasizing responsible use in its broadest sense. The notion of “expli-
cability” hence remains malleable with respect to the stringency of the means to 
alleviate an algorithm’s opacity, while staying firmly committed to demanding 
accountable human agency.

Elsewhere, I have defended the status of “explicability” as an ethical principle 
against objections form Robbins (2019). For the purposes of this paper, I will only 
briefly recapitulate the main points. In fact, Floridi et al. stop short of making pre-
cise demands regarding the extent of explanations of the inner workings of an AI 
algorithm that would constitute intelligible and accountable systems. As a norma-
tive claim that is independent of the application domain, this perhaps seems wise. 
However, for the medical context that I am concerned with, it is instructive to briefly 
discuss what amounts to explanations that could be denoted intelligible and that sup-
port accountability. As I will discuss in the sequel, medical evidence is often not 
supported by mechanistic explanations, but may also be based on correlative data 
(London 2019). However, even if that is the case, there may nevertheless be “some 
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useful information that a practitioner can pass on to patients to encourage rational 
and informed deliberation” (Bjerring and Busch 2021, p. 364). Simply speaking, the 
least that an explicable medical AI system should do (if nothing else is available) 
is to provide information about the statistical correlations that are being invoked to 
support a certain recommendation. This would give both the medical professional 
and the patient some grounds to arrive at an informed decision about whether to 
concur with or reject the AI-based recommendation. If situated in a shared decision-
making setting, such kinds of information would also provide grounds for exchange 
and developing a common understanding, cf. Section 4.2. Of course, it is not my 
intention to argue for the least amount of information any explanation must convey. 
Rather with this illustration, I would like to stress that the normative epistemologi-
cal and ethical demand for intelligibility and accountability translate to a human-
centric approach, in that concrete demands in intelligibility and accountability must 
be assessed based on the explanandum, recipient, and overall context. Consequently, 
in proposing the normative principle of explicability, Floridi et al. are stopping short 
of demanding that an AI algorithm may be explainable in every single detail.

While in this paper, I will mostly consider the accountability of the medi-
cal practitioner and—in a shared decision-making setting—of the correspond-
ing patient. However, the principle of explicability invites to broaden the scope 
towards the entire socio-technical system involved in conceiving, designing, 
developing, marketing, deploying, maintaining, certifying, utilizing, and scruti-
nizing a specific AI system. In this sense, Floridi et al.’s principle of explicability 
is different from demanding that AI systems be fully explainable and, hence, non-
opaque, but rather requires its accountable use, where all relevant actors are both 
sufficiently able and comfortable to acknowledge and take responsibility (Kiener 
2021). In the medical domain, this would mean that even non-black box systems 
(e.g., expert systems), which are interpretable in principle, would require explan-
atory interfaces due to the stakes and demands on privacy involved in concrete 
medical decision-making. Patients must mostly be able and required to trust and 
confide in the treating medical team only. Any referral to outside bodies is ethi-
cally questionable, if a patient finds her or himself in a vulnerable position with 
the necessity to reach immediate and highly personal decisions for which he or 
she should share accountability only with the treating medical practitioners.

The characterization of explicable AI as solutions that actually yield intelligi-
ble explanatory interfaces that enable accountable use may not be precise. How-
ever, as stated above, such epistemological and ethical demands need to be malle-
able to the context at hand. This is similar to demanding that AI solutions should 
respect human autonomy. Consequently, the principle of explicability needs to be 
understood on a different normative level than explainable, interpretable, or trans-
parent AI. These latter three are mostly referring to providing of some kind of 
explanation (usually referring to an algorithm’s mechanics rather than to those of 
the inference domain), resorting to simpler pre-hypothesized mathematical mod-
els, or giving insight into the AI development process and result. Compared to 
that explicability is considerably less concerned with the technical realization, 
but with the epistemological and ethical impact.
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However, explicability’s status as an epistemological or ethical principle is dis-
puted. For instance, Robbins (2019) argues against letting “explicability” constitute 
an ethical principle, even though he does not dismiss explicability as useless. Fur-
thermore, Robbins claims that the “epistemic value of explicability is not under dis-
pute” (Robbins 2019, p. 501). We will later see that there is dispute about the epis-
temic value—at least when in trade-off against other beneficial values—but I will 
remain on its ethical value here. In order to dispute the ethical value of explicable 
AI, Robbins argues that (i) explicability should attach to an decision rather than the 
corresponding entity making it, (ii) the need for explicability is context-dependent, 
and (iii) explicability should not restrict AI to decision support systems in which 
possible explanations are deemed acceptable a priori. I maintain that commenting 
on these arguments is insightful to how explicability should be meaningfully con-
ceived. Hence, with respect to (i) I do not believe that there is a fundamental dif-
ference in demanding single morally relevant AI-made decisions to be explained or 
demanding that an AI should be generally capable of providing explanations at least 
for the morally relevant ones. In fact, I believe that this distinction between high-risk 
decisions that require explanations and low-risk decisions that do not require one is 
implicit in the framing of explicability as intelligibility that supports accountabil-
ity. A high degree of accountability is only necessary for the morally relevant deci-
sions. I maintain that demanding AI to be explicable is tacitly sensitive to a poten-
tial risk stratification, e.g., similar to the one currently proposed in the European 
draft AI regulation (Floridi 2021). Hence, the principle of explicability may read-
ily be attached to AI in general. The same argument holds with respect to refuting 
(or rather acknowledging) (ii). Low-risk purposes do not require a strong support of 
who is accountable. However, in high-risk settings, such as medicine, it should be 
in either the physicians’ or the medical device providers’ own interest to be able to 
take responsibility and also know when and why one’s own responsibility needs to 
be invoked. Low-risk settings—as the designation readily foretells—still incur risks, 
even if they are minor ones. A simple solution to a potential responsibility gap, cf. 
(Matthias 2004), could exist in some human actor willingly accepting accountability 
for the effects of an AI whose decisions or recommendations are not provided along-
side intelligible explanations, cf. (Kiener 2021). I maintain that this could be accept-
able in low-risk settings, but would currently generate issues in high-risks settings—
very likely also legal ones. With respect to (iii), I believe that again explicability’s 
characterization as demanding intelligibility to the point that it supports accounta-
bility holds the key. Ethically speaking, it can be argued that we should refrain from 
using AI if it does not provide us with sufficient information to take responsibility. 
Of course, we may debate whether we would be willing to relinquish responsibil-
ity to some artificial entity. However, we might as well debate whether we should 
refrain from insisting on respecting human autonomy, which is—of course—absurd. 
The point is that ethical principles need not necessarily be universally agreed upon. 
This does not make them any less an ethical principle for those that choose to adopt 
them—for good reasons, I might add.

In the sense of the discussion above, I therefore propose to conceive of demands 
for explicable AI as implying a sensible built-in stratification of the intensity of the 
demand for intelligibility and accountability that is context-dependent and balanced 
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with regard to other ethical demands. As such, one may argue that explicability as 
a principle becomes rather vague. It is my take on this that we are challenged to 
engage in discourse about what is at stake both ethical and in epistemological terms 
with the purpose to provide clarity to the utility of explicability. Even though legally 
a five-step risk stratification may be meaningful, both philosophically and scientifi-
cally we should strive to differentiate this utility further. This is exactly what I set 
out to do with this article.

Hence, for the purposes of this paper, it is sufficient to consider the difference 
between “explainability,” “interpretability,” and “explicability” as described above. 
Krishnan (2020) has acknowledged the problem that the notions of “explainability” 
and “interpretability” (which she uses interchangeably) do not in themselves solve 
the ethical challenges presented by opaque AI. Unfortunately, Krishnan has also not 
distinguished terminology precisely enough to reveal the epistemological and ethi-
cal demands inherent to the notion of “explicability.” Accordingly, the present paper 
is concerned with the instrumental value of intelligible AI algorithms in medicine 
to achieve accountability in a broad sense. In order to do so, objections against the 
instrumental relevance of explanations or interpretative approaches in AI-supported 
medicine first need to be refuted. This is the objective of the following section.

3 � Refuting the Case Against a Preference for Explicable AI 
in Medicine

One of the most all-encompassing suite of arguments against a preference for expli-
cable AI in medicine is due to (London 2019). London’s core argument rests on the 
idea that calls for explicable AI in medicine are based on a misconception of medi-
cine as a productive science (techne) that primarily rests on identifying and invoking 
causal relationships and principles to bring about an effect. Under the provision that 
underlying theories can be broken down and explained to non-experts, London con-
cedes that “explanations […] help to foster social trust […], accountability [… and] 
autonomy” (London 2019, p. 16). However, London argues that knowledge about 
causal relations in medicine is severely limited and that “decisions that are atheo-
retic, associationist, and opaque are commonplace” (London 2019, p. 17). Draw-
ing on several examples both from antiquity and the present, London argues that 
medicine is not a productive science in the sense of a techne, as it routinely oper-
ates efficaciously despite high (or even complete) uncertainty about the underlying 
mechanisms. London goes even further by maintaining that an undue emphasis on 
the demand for explanations leads to situations, where “patients suffer, resources are 
wasted, and progress is delayed” (London 2019, p. 18).

In addition, Durán and Jongsma (2021) suggest an epistemic definition of opaque 
algorithms in terms of the impossibility of an algorithm to be “surveyed by humans.” 
This notion of technological opacity is related to one of Burrell’s (2016) concepts 
of opacity, which results from a mismatch between the mathematical procedures of 
operation characteristics of machine learning systems (i.e., the sheer scale of differ-
ent parameters required) and human styles of semantic interpretation. Burrell also 
mentions opacity from intentional secrecy (Pasquale 2015) and technical illiteracy. 
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Considering even further notions of opacity, such as one that results when a pro-
cess too complex to be scrutinized from a particular point of view (Herzog 2019) 
may also be enlightening, especially considering asymmetric levels of knowledge, 
capabilities and agency as may be the case in medicine. Hence, it may be important 
to notice that, from the perspective of particular stakeholders, an algorithm may be 
opaque even though, theoretically, there are ways for experts to scrutinize it. Still—
and because transparency is not a viable solution—Durán and Jongsma (2021) are 
justified in narrowing down their discussion on black-box algorithms that are simply 
impossible to survey, when considering the question whether black-box algorithms 
should be allowed in healthcare and medicine or not. In essence, Durán and Jongsma 
(2021) then argue for a reliability criterion sufficient for accrediting algorithms with 
trustworthiness, even when the algorithm’s inner workings cannot be scrutinized.

In the following, I will introduce two new aspects that strongly suggest that 
explanatory AI in medicine should not be dismissed: (i) An epistemological view 
that explicable AI supports critical appraisal in practice and hence maintains an 
effective feedback loop between medical practice and research and (ii) an ethical 
view that explicable AI in medicine supports patient compliance and autonomy by 
facilitating individual notions of good health care. First, however, I will attempt to 
refute in more detail some of the arguments brought forth by London, Duran, and 
Kongsma.

3.1 � Explainability Risks Deteriorating Accuracy

There is a wide-spread conception that in the development of AI systems, interpret-
ability is often only achieved at the expense of accuracy, see, e.g., (DARPA 2016). 
As derived from this trade-off, the decision to either go with systems that promote 
interpretability and, hence, accountability in medical decision-making or choosing 
a black-box system with the best available “performance” is not an easy one. In his 
article, London (2019) puts the burden of proof on critics of non-explicable AI. He 
demands that the risk of deteriorating AI accuracy—and presumably deteriorating 
efficacy of AI health systems—due to the demand for interpretability should be off-
set by benefits to patients. These benefits should first be substantiated, before they 
would warrant a consideration of extra efforts and potentially worse performance 
due to means for rendering medical AI interpretable or explainable.

Irrespective of the fact that there exist said benefits (albeit less easily quantifiable 
ones than classification accuracy metrics), which I will elaborate on in the sequel, 
recent research has called into question the existence of the interpretability-accuracy 
trade-off itself. (Rudin 2019; Rudin & Radin 2019), for instance, go as far as call-
ing the trade-off “a myth,” albeit conceding that “[i]nterpretable models can entail 
significant effort to construct in terms of both computation and domain expertise” 
(Rudin 2019, p. 210). Other examples exist, see, e.g., (Caruana et al. 2015), that not 
only call into question the general existence of the trade-off, but also elucidate how 
interpretable models can help find flaws in the AI system design that pose potentially 
dangerous risks to patients. This seems to not only rather make the trade-off merely 
one between interpretability and the speed in the development of innovations, but 
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there also seem to be additional risks incurred due to a lack of interpretability, espe-
cially in high-risk domains such as health care.

One such risk is the perpetuation of biases, i.e., discriminatory tendencies in the 
outputs of medical AI, that could be more easily addressed by means of explain-
ability interfaces or inherently interpretable approaches, both of which are allowing 
for easier debugging and finetuning of an algorithm’s fairness (Yoon et al. 2021). 
Worries are that common accuracy measures cannot account for the minimization of 
such biases and neither can accuracy necessarily guarantee scientific reproducibility 
and generizability (Topol 2019).

Accordingly, we may as well assume that designing for interpretability pays off 
doubly. However, critics may argue that interpretability is an elusive concept, espe-
cially in medicine, where mechanistic explanations may not even be available. But 
most commonly, explainable AI methods are not aspiring to provide insight into the 
physical (or, in this case, medical) phenomenon, but rather into the algorithm and its 
way of mapping input data to actionable outputs.

As a brief note, one may also counter that efforts in devising explainable AI will 
ultimately render the issue of a trade-off between explainability and accuracy obso-
lete. The day this happens would definitely mark an achievement. However, with 
regard to the considerable economic benefits of forgoing either the time-consum-
ing efforts to base AI on inherently interpretable models, or devising appropriate 
explanatory interfaces (and being potentially legally permitted or condoned to do 
so), make the issue of this paper one that is urgent now. Furthermore—and as will 
become clear in the sequel—it is mandatory to consider the quality and capability 
of explanatory interfaces to accommodate practitioners in combining the technical 
explanation with relevant non-technical factors that should influence decision-mak-
ing in medicine, such as a patient’s preferences, life situation, and compliance sup-
porting/diminishing circumstances, cf. Section 4.2.1, and potentially even a sense of 
a patient’s conception of good health, cf. Section 4.2.2

3.2 � A Lack of Clarity in the Goals of Interpretability

(London 2019) asserts that calls for interpretability often suffer from a lack of pre-
cise goals it should cater to. In terms of post hoc rationalizations of decisions taken, 
London, following Lipton (2018), claims that machines and humans are very much 
interpretable, even though these ex post reflections on reasons are not identical to 
the reasons responsible for and during the decision. Yet other concepts of interpret-
ability that demand the possibility of step-by-step analyses may make deep learn-
ing as well as other sufficiently complex software systems look non-interpretable as 
well.

I concede that uncritical demands for interpretability may miss the point of what 
is ethically and legally relevant. While a post hoc step-by-step tracing of the inner 
mechanics of a decision algorithm is useful for forensic purposes when time is 
not of the essence, in time-critical situations, AI systems should deliver explana-
tions tailored to the addressee and depend on the context. Consequently, there is a 
need to not conflate the meanings of interpretability and explicability. Especially in 
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high-risk situations, however, some form of interpretability will definitely be needed 
to hold AI system designers accountable. However, this does not necessarily imply 
that AI algorithms must always rely on models that are interpretable in terms of 
domain-specific and strictly causal relations.

3.3 � The Danger of Causal Interpretations

In relation to the previous section, (London 2019) cautions that in domains that 
lack causal knowledge, the demand for interpretability is all too easily contributing 
to misconceiving correlations for causations. Consequently, London questions the 
value of interpretability, because causal inferences are not to be expected from asso-
ciationist approaches to AI systems in health care.

In fact, London portraits medical decision-making as often relying “on an asso-
ciationist model encoded in the neural network in the clinician’s head that is opaque 
and often inaccessible to others”, (London 2019, p. 18). He further notes that “[l]
arge parts of medical practice frequently reflect a mixture of empirical findings 
and inherited clinical culture. In these cases, even efficacious recommendations of 
experts can be atheoretic in this sense: they reflect experience of benefit without 
enough knowledge of the underlying causal system to explain how the benefits are 
brought about.”, (London 2019, p. 17). Taking these remarks in the context of AI 
systems development implies a particular and very direct use-case for AI systems 
in medicine: London seems to envision AI systems directly mapping data to action-
able medical decisions on a broad range of specializations and contexts. While at 
the same time demanding specifically delimited goals and contexts for being able to 
maintain appropriate metrics that can ensure reliability, in likening the sometimes 
atheoretic nature of medical experience London implicitly proposes AI applications 
that output actual decisions, rather than merely further data points human physi-
cians would base decisions on, This does not seem to reflect the current practice of 
successful medical AI, which is much more focused on specific and rather limited 
problem definitions that amount to relatively small parts within the decision chain, 
for which a good deal of heuristics, empirical evidence, and even causal relation-
ships are known and available, cf. (Topol 2019). Surely, few would dare to put AI 
into use in a completely atheoretic and associationist inference setting, e.g., train-
ing only based on anamnestic and corresponding decision data without taking into 
account existing guidelines, actual evidence from medical research, etc. The refer-
ence to “inherited clinical culture,” however, rightly hints at the dangers attempting 
to transfer an AI trained on one particular “clinical culture” on to another, cf. (Smith 
& Funk, 2021). That, however, does not mean that such an approach could not be 
utilized effectively in research to find out about new correlations and possibly give 
rise to the forming of new theories—all with proper caution and scientific rigor. Any 
of those studies, however, would obviously need substantive evidence before being 
put into medical practice.

Such use of AI in medical research aside, there seems to be a preconception 
towards interpretability necessarily relying on causal relations in the (medical) 
domain. Surely, AI can be trained purely based on empirical evidence, in which case 
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interpretability would amount to answering question about which empirical evi-
dence weighed in to lead to a particular balancing decision. For instance, AI-based 
rapid meta-analyses constitute a field, which may completely rely on assessing and 
evaluating all (or large extents) of medical evidence and guidelines and may thus 
legitimately constitute completely non-causal inference, see, e.g. (Michelson et al. 
2020). Nonetheless, interpretability would require an AI system to transparently 
inform, among others, about the scope of the meta-analysis, the most highly valued 
evidence, levels of uncertainty, and how the data is generally assessed in principle.

Thus, and contrary to what is often implied, interpretable medical AI may mean 
transparent models that reflect causal relationships in terms of mechanistic evidence 
and/or correlational evidence. Thus, interpretability rather demands to lay open the 
causal relationships with regard to how the algorithmic decision was reached rather 
than necessarily the causal relationships with respect to the domain the AI system is 
being applied to.

3.4 � AI is Often Theory‑Agnostic

There is a prevailing claim that black-box approaches in AI—especially deep learn-
ing systems—are theory-agnostic. Admittedly, claims about AI systems’ theory 
agnosticity are usually qualified to mean that the underlying models would not 
reflect the causal structure of a problem (London 2019, p. 16). However, even this 
is only partly true, since at the very least, the models reflect a simple input–output 
structure and data selection rationales particular to the problem.

Furthermore, there is now a host of methods to incorporate prior knowledge in 
both post hoc interpretation, see, e.g., (Montavon et al. 2018), as well as in model 
selection and training, e.g., (Diligenti et  al. 2017). Incorporating prior knowledge 
has even been shown to improve performance (Diligenti et al. 2017). Using iterative 
AI development processes that make use of evaluation cycles incorporating domain 
knowledge is further also likely to boost performance or eradicate issues—which 
may, in fact, be already general responsible AI development practice. A simple posi-
tive example is given by Caruana et al. (2015), who elaborate on comparing both 
a black-box and rule-based AI system for predicting the mortality risk of pneumo-
nia patients delivered to the hospital. Their comparison led to a contextual analysis 
revealing that internal workflows unaccounted for in the data resulted in erroneous 
risk assessments. More specifically, pneumonia patients with asthma had always 
been transferred directly to the intensive care unit, which improved their probability 
of survival. This informal procedural rule was not reflected in the data acquisition, 
pre-processing, and interpretation such that both AI systems associated lower mor-
tality risks with an asthma comorbidity.

This shows that AI systems design involves interpretative processes, most of 
which will be either implicitly or explicitly informed by theory. Mittelstadt and 
Floridi (2015) write that “[a]t each step the data undergoes a transformation by 
passing through an interpretive framework, yet custodians act as though it remains 
an objective analogue of reality,” stressing that all-too-often traces of theory are 
only implicitly acknowledged to the detriment of an AI system’s contribution to 
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responsible and effective practice. Thinking that certain AI approaches are fully the-
ory-agnostic may therefore be denying that both explicit and implicit (tacit) theory 
and potentially even its forming are at play.

3.5 � Trust is Only Grounded in Reliable and Justifiable Results

London questions the potential benefits for patients arising from a demand for expli-
cable AI in medicine. He portraits this as a question of trust. London grounds rea-
sons to trust in an expert’s or a system’s ability to “produce certain results and jus-
tify their actions.”

For London, justification is interpreted as an explanation based on knowledge in 
terms of a “domain model” and “domain principles.” The domain model captures 
causal relationships, whereas the domain principles consider the dynamics of the 
domain in question, i.e., how to acquire knowledge. London dismisses the need for 
justification based on the lack of (known) causal relationships in medicine. I have 
already commented on domain knowledge in medicine in the prequel by contending 
that it need not be purely causal. Hence, I would like to turn to maintaining that we 
need to invoke a richer notion of both trust and explanations (and therefore justifica-
tion), to be able to perceive more far-reaching benefits from explicable AI in medi-
cine. In relation to this, Yoon et al. (2021) emphasize both professional and public 
acceptance as the potentially “most difficult challenge [machine learning] will face 
in a high-stakes environment like healthcare.” For this purpose, it is instructive to 
analyze the moral dimension of trust that transcends reliance.

In discussing the European Union’s Ethics Guidelines for Trustworthy AI, Rieder 
et  al. (2020) attribute an important moral dimension to trustworthiness that dis-
tinguishes it from the notion of reliability. They define “reliance […] in terms of 
the rational expectation of a dependent person about the person (or entity) being 
depended upon,” which is also found in the rational-choice account of trust (Nickel 
et al. 2010, pp. 431–433) that is based upon weighing costs and benefits when rely-
ing on someone or some artifact to produce results. (Nickel et al. 2010) also add a 
“motivation-attributing” account to trust. This introduces a moral dimension, which 
may not be attributed to technological artifacts. However, it can be meaningfully 
attributed to socio-technical systems, if it is interpreted indirectly and in terms of 
trust in technology derived from trust in the human agents responsible for the devel-
opment, deployment and use of the technology under consideration (Rieder et  al. 
2020). This notion of trust, then, clearly goes beyond a grounding in the mere reli-
able functioning of a system intended to deliver results. Thus, in evaluating the func-
tion of explanations in AI on a limited rational-choice account of trust, the impor-
tance of additional functions of explanations remains hidden.

Instead, and even in the face of technological opacity from complexity, it is con-
ceivable that there exist justifications of a quality that does not rely on full techni-
cal transparency either on the algorithm’s inner workings or on (potentially even 
unknown) medical mechanisms. Examples could be found in invoking domain mod-
els that capture correlative relationships rather than causal ones and domain prin-
ciples that constitute experimental procedures with uncertain outcomes. During 
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the use of medical AI there very likely is non-negligible utility in communicating 
these to the user and patient. Even though explanatory interfaces for black-box algo-
rithms may not be sufficient to alleviate opacity from complexity, they could still act 
as ways to transport both what is known as well as what is not known as a means 
to justify a certain decision. This way, explanations serve a different purpose than 
establishing transparency, perhaps in terms of a regulatory context. Rather, it pro-
vides useful domain context during a medical AI system’s use in practice that might 
not be complete, but sufficient to allow for a kind of shared responsibility between 
medical practitioner, medical AI provider, and patient.

Again, this is in alignment with (Rieder et al. 2020) view on both the epistemic 
and moral component of trustworthy socio-technical systems. In brief, this con-
sists in being aware of the capacity and limitations as well as openly communicat-
ing them in addition to the goals being pursued. From this point of view, I propose 
to pursue a more differentiated stance on black-box algorithms in medicine. This 
stance would also not ban non-explicable algorithms altogether. However, rather 
than purely favoring diagnostic and predictive accuracy in algorithms like (Lon-
don 2019), this stance would favor explicable algorithms and require to pursue their 
development whenever non-explicable algorithms are the only ones available for 
a certain application. This stance is grounded in emphasizing the need to provide 
explanations from an account of trustworthiness beyond mere reliability and for sus-
taining intelligibility and accountability. The next sections will exemplify what this 
may mean in more concrete terms and further give reasons for why explicability in 
medical AI is beneficial.

4 � Ethical and Epistemological Reasons for Favoring Explicable AI

Having attempted to refute the main arguments against a requirement for explana-
tions in medical AI from the literature, I will now turn to novel arguments highlight-
ing the utility of explicable AI in the context of long-term progress in both medi-
cal research and practice. The first argument hinges on a viewpoint on the relation 
between medical research and practice that emphasizes the need for research to be 
informed, scrutinized, and inspired by practice. Medical AI that provides explana-
tions aids in maintaining feedback between practice and research. The purport of the 
second argument consists in the view that explanations also improve patient compli-
ance and allow that a chosen therapy can reflect a patient’s individual conception of 
good health. Hence, explanations yield significant contributions to the effectiveness 
of medical intervention and prevention.

4.1 � Establishing Feedback Between Medical Practice and Research

It appears that current discussions on medical AI for decision support are mostly 
framed in terms of allowing to reap the benefits of evidence-based medicine more 
efficiently and with less diagnostic and therapeutic errors, see, e.g., (Dias & Torkam-
ani 2019; Gómez-González et al. 2020; Topol 2019). All the while, evidence-based 
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medicine is mostly portrayed being based on correlative evidence for which AI is 
the perfect vehicle. Not only does this neglect that AI—and even the subfield of 
machine learning—consists of more than a collection of methods capable of being 
trained to recognize correlations and patterns. It further misinterprets evidence-
based medicine as relying purely on correlative empirical evidence (Maclure 1998). 
Instead, evidence-based medicine is an approach that requires evidence about actual 
(clinical) benefits as a replacement for a mere reliance on experience, deductive rea-
soning from mechanistic theories or even tradition (Webb 2018). Hence, evidence-
based medicine does not preclude a rationalist approach to theory forming. Rather, it 
only demands empirical proof that theories can be rendered into effective treatment 
options.

However, it would be misleading to deduce from evidence-based medicine’s 
demand for empirical proof that theory forming is entirely unnecessary. If this were 
the case, all that was left for empiricism would be trial and error. Still, as historical 
treatises indicate, evidence-based medicine seems to have fallen prey to an over-
reliance on empirical findings (Greenhalgh et  al. 2014). The original intention 
behind evidence-based medicine, however, relied on the notion of critical appraisal 
and integrating evidence into practice rather than blindly following it. Sackett et al. 
(1996) write:

Evidence based medicine is not "cookbook" medicine. Because it requires a 
bottom up approach that integrates the best external evidence with individual 
clinical expertise and patients’ choice, it cannot result in slavish, cookbook 
approaches to individual patient care. External clinical evidence can inform, 
but can never replace, individual clinical expertise, and it is this expertise that 
decides whether the external evidence applies to the individual patient at all 
and, if so, how it should be integrated into a clinical decision.

Given practical difficulties, time pressures, and the vast array of medical litera-
ture, it is understandable that the critical appraisal of medical evidence for each and 
every patient is not viable and rather necessitates consolidation of some sort, e.g., 
in terms of theory (Webb 2018) or guidelines. Given the vast amounts of literature 
and case studies, this may even be an area, where AI may be of assistance, either 
in the form of inferring viable theories, providing meta-analyses, e.g., (Michelson 
et al. 2020), or in terms of collecting evidence relevant to the specifics of a particu-
lar patient.

Hence clearly, instead of being an approach focused on merely population-
based correlative evidence, evidence-based medicine is widely recognized as 
supporting individual decision-making in which the challenge remains to diverge 
from the algorithmic guidelines when appropriate, e.g., especially in the face 
of multimorbidity (Greenhalgh et  al. 2014). Critical thinking and reflection are 
required for its application, but it can undoubtedly inform good and consist-
ent medical practice. In line with this, the notion of integrative medicine calls 
for a combination of both theory and evidence to cater to the needs of an indi-
vidual therapy that considers individual factors as well as population-based evi-
dence and in which the therapeutic relationship between physician and patient 
is not neglected. However, advancing integrative medicine requires the acting 
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therapeutician to take part in the act of synthesizing evidence for a specific patient 
to integrating this into individualized treatment options. Such an integration is 
hardly possible with medical AI systems that remain non-verbose about specific 
details of their decision support rationale, invoked evidence, and potential mecha-
nistic theories taken into account.

However, there is an open-endedness associated with this approach that, in turn, 
requires medical practice to also inform the derivation and revision of guidelines 
and act as an initiator to evidence-based medical research. In reference to Guyatt 
et al. (1992), Webb (2018) writes:

[…] overemphasis on empirical findings on the part of [evidence-based medi-
cine] would derogate research in the basic and mechanistic sciences in favor 
of large clinical studies, a move that could forestall progress in biomedical 
knowledge.

The concept of a research-practice feedback in medicine is also present in what 
is termed a “learning health care system” (Olsen et  al. 2007). In the Institute of 
Medicine’s workshop summary on the Round-table on Evidence-Based Medicine, a 
proclaimed goal consists in the quickening of “efforts to position evidence develop-
ment and application as natural outgrowths of clinical care—to foster health care 
that learns” (Olsen et  al. 2007, p. x). The authors further write that “[c]apturing 
and utilizing data generated in the course of care offers the opportunity to bring 
research and practice into closer alignment and propagate a cycle of learning that 
can enhance both the rigor and the relevance of evidence” (Olsen et  al. 2007, p. 
151).

The learning health care system as envisioned by (Olsen et  al. 2007, p. 151) 
may not explicitly entail that practitioners are necessarily provided with intelligible 
explanations of evidence-based medical guidelines or decision support systems fed 
by the latest evidence. However, I will still maintain it is not sufficient to let physi-
cians act as mere executive agents, carrying out the suggestions of opaque decision 
support systems and collecting data for their improvement. I build this argument on 
the view that evidence-based medicine requires theory to suggest novel and mean-
ingful empirical investigations, while, in turn, empirical results can inform new and 
question existing theory. Running randomized clinical trials on account of next to 
no prior mechanistic assumptions and theories has proliferated, leading authors 
to call for “science-based medicine rather than evidence-based medicine” (Gorski 
& Novella 2014). In light of these considerations, it is the creative and, at times, 
unstructured work of theory forming that is supported by keeping AI-supported 
medical personnel informed via explicable systems. For this approach to hold value, 
it would not even take explanations to necessarily be either complete, based on 
mechanistic evidence or entirely certain, even though this may be desirable. Instead, 
for serving as a link between medical research and practice, explicable AI could pro-
vide even incomplete contrastive, dialogic or, perhaps, even quite selective accounts 
of explanations, cf. (Miller 2019), in which case, however, rigorous validation of the 
AI system’s reliability under defined nominal circumstances would be a prerequi-
site. In a sense, this would reconcile both Durán and Jongsma (2021) and London’s 
(2019) perspective with the one I have proposed in this article: Of course, we want 
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medical AI to be reliable, but there are very important reasons for wanting it to be 
explicable, as well.

But what are the implications for explicable AI systems? How could explicable 
AI really contribute to enhancing feedback from practice to research and is there 
truly a necessity for it? Let us consider the case of clinical guidelines more closely. 
Clinical guidelines have been shown to improve medical practice (Grimshaw & Rus-
sell 1993). However, there is also evidence that compliance with clinical practice 
guidelines is lacking (Barth et al. 2016). Challenges contributing to this state exist 
in a potential multitude of guidelines of different quality (Ariel Franco et al. 2020), 
awareness, and lack of resources, such as time, cf. (Barth et al. 2016), among oth-
ers. In its epistemological sense, explicable AI could help because giving intelligible 
explanations generally does not aim at making practitioners reliant on the system but 
could also contribute to their education. Allowing physicians to memorize adequate 
interventions and the reasons behind them would allow them to be quicker than forc-
ing them to always use an AI tool. Hence, it is intuitive that explicable AI can help 
bring research to fruition in practice. But what about the reverse?

In clinical and primary care practice, reality is often not entirely concordant with 
study or guideline parameters. For instance, multimorbidity can render clinical prac-
tice guidelines to be no longer applicable (Ariel Franco et al. 2020). Simply follow-
ing guidelines in parallel could be harmful, as the simultaneous application of inde-
pendent clinical practice guidelines has been even shown to potentially yield adverse 
effects, see, e.g., (Dumbreck et  al. 2015). Explicable AI can indicate the grounds 
on which it recommends certain medical interventions, allowing physicians to disa-
gree and go for alternative treatment options that attempt to take comorbidity into 
account. In order to enable practitioners to use AI accountably, an AI system must 
make itself intelligible with the purpose to make an informed decision about when 
to divert from a standard guideline. In that regard, explicable AI would contribute to 
the avoidance of overly strict adherence to clinical guidelines. This scenario implies 
that AI systems are mainly conceived as effective implementations of clinical prac-
tice guidelines to speed up medical decision-making, achieve increased compliance 
with high medical standards and, hence, systematize rigorous and consistent treat-
ment according to the best available evidence, see, e.g., (Terenziani et  al. 2003). 
If such AI systems are clearly delimited in terms of specific goals and contexts, in 
which they should be applied—as proposed by London (2019) with the purpose to 
clearly assess reliability and positive outcomes—their application in practical sce-
narios, involving a multitude of factors that possibly violate these delimiting specifi-
cations, would require human intervention.

This is the domain, in which (general) practitioners have to excel: The mean-
ingful, often experience-based/supported and sensible combination of independent 
indicators or recommendations in cases of unforeseen and badly documented multi-
morbidity is a highly relevant part of daily medical practice. However, evidence on 
successfully treating patients with multimorbidity is limited and there is a need for 
research—and perhaps for practical guidelines—to be better able to cope with these 
situations (S. M. Smith et al. 2012). Hence, input from practice on how to deal with 
these complex medical situations is necessary. Inexplicable AI that deprives prac-
titioners of the possibility of an informed rejection of AI-based recommendations 
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could thus not only incur patient harm, but clearly hampers the forming of experi-
ence and individual theories that could end up being the spark that drives system-
atic research. In turn, explicable AI, conceived not only as a way to better inform 
practitioners of the reasons behind medical recommendations, but also in terms of 
allowing probing inputs, could even take an active part in facilitating the refinement 
or creation of guidelines for specific cases of multimorbidity. Consider the following 
actual developments and systems as examples that present promising directions in 
that vein.

The so-called The DECIDE-AI Steering Group (2021) is making a case for small-
scale clinical trials of AI-based systems in terms of a rigorously governed process 
that ensures a positive impact on the health outcome. The group also mentions that 
“users might wish for an additional key variable to make sense of the algorithm’s 
recommendations, which in turn would require developers to access a totally differ-
ent section of the electronic patient record” (The DECIDE-AI Steering Group 2021, 
p. 186). This indicates the necessity to intimately connect the practitioners’ perspec-
tives and research on medical AI systems. This may only constitute direct feedback 
from medical practice to medical AI research. However, medical AI research is 
already influencing medical research and medical practice (Meskó & Görög 2020).

One example of a system that is a first attempt at realizing a meaningful, almost 
dialogic, medical recommendation system is AsthmaCritic (Kuilboer 2002). The 
system is designed to analyze data recorded by physicians in primary care, adding 
critiquing comments to the patient record with respect to the treatment of the comor-
bidity of asthma and chronic obstructive pulmonary disease. Not only does the very 
idea of the system rest on analyzing patient records documented during medical 
practice. The system has also been shown to positively influence physician’s data 
recording and treatment behavior (Kuilboer et al. 2006).

More generally, approaches that involve the mining of electronic health records, 
cf. (Hernandez Medrano et  al. 2018; Lauritsen et  al. 2020; Ramakrishnan et  al. 
2010), present a form of direct feedback from medical practice onto health system 
development and medical research. Because “it cannot be assumed that users’ deci-
sions will mirror the algorithm’s recommendations” (The DECIDE-AI Steering 
Group 2021, p. 186), using the data may present a comparatively rigorous way of 
closing the loop that allows to keep track of the effectiveness of deviations from 
current guidelines. But why is explicability even necessary, when AI may—in the-
ory—continuously learn from health records and related health outcomes and one 
may proceed to update medical guidelines accordingly? Why is there a need to make 
AI-based recommendations intelligible? As elaborated on above, human interven-
tion can be thought of as injecting theories into such a kind of AI-augmented learn-
ing health system. Apart from requiring human professionals as the main bearers of 
accountability, without the provision of substantive human intervention in unclear 
cases, the advancement of medical research may be at risk. However, in order to 
allow these interventions to be made in a responsible way, professionals require 
at least basic forms of explanations in order to challenge AI-based recommenda-
tions and even be able to reject them as not applicable. For instance, Lauritsen et al. 
(2020) have devised an AI-based early warning score to predict acute critical illness 
that points out on which electronic health record data the warning is grounded.

50   Page 18 of 31



On the Ethical and Epistemological Utility of Explicable AI… 

1 3

All of the above suggests that non-explicable AI in medicine may well aid in the 
application of medical treatments for some undisputed means, but remains, epis-
temologically speaking, a dead end, because it cannot make substantial contribu-
tions in the theory-empiricism feedback cycle. A seemingly completely different 
area of advancing medical research and embedding this into clinical guidelines 
further stresses the need for explanatory interfaces. Involving patients and the pub-
lic is seen as essential by some to guideline development (Armstrong et al. 2018). 
Hence, explanations for both medical phenomena and how treatment options can 
be inferred are very likely to be necessary to meaningfully include lay persons into 
the process of guideline development. Hence, even if I am mistaken and physicians 
can advance medical research by both merely carrying out AI-supported medical 
decisions and collecting data on outcomes without being provided explanations, 
it can still be argued that the absence of explanations severely limits advances in 
health on an individual level: Inexplicable AI deprives physicians of the option to 
meaningfully engage in shared decision-making with their patients, cf. (Bjerring & 
Busch 2021). As such, inexplicable AI is also preventing feedback from practice in 
the domain of medical research focused on patient-centered medicine. How can we 
analyze and further develop responsible patient-centered medical practice, when the 
medical AI tools are inhibiting shared decision-making in the first place? This leads 
to the second general thesis that being able to respect patient autonomy provides an 
ethical argument in favor of explainable AI in medicine. Explicable AI combines an 
epistemological with an ethical perspective via demanding both intelligibility and 
accountability. Taking accountability as the acknowledgement of responsibility for 
action, shared decision-making requires this responsibility to be shared among both 
physician and patient, thus, respecting patient autonomy. I am going to elaborate on 
this argument next.

4.2 � The Importance of Explanations for Good Health

In the following, I will present arguments elucidating the benefits of explicable AI 
in medicine that goes beyond a narrow—and perhaps measurable—conception of 
improving health outcomes. The bottom line is that an explanatory interface between 
the AI system and physician—or even between AI and patient, directly—contrib-
utes to at least two interrelated and highly relevant aspects: (i) to improve patient 
compliance and (ii) to make space for adapting standardized treatments to individ-
ual needs and individual conceptions of good health as well as open possibilities 
for a wider and more systematic consideration of individual conceptions of health 
as implicit metrics and assessments of successful health care. In turn, if I am cor-
rect, demanding that AI decision support in medicine can help achieve these aspects 
requires explicability as a necessary principle for responsible AI-facilitated health 
care. Intelligible explanations form the prerequisite to engage in meaningful shared 
decision-making with patients, hence, respecting their autonomy. However, intelli-
gible explanations allow both patients and physicians to acknowledge responsibility, 
hence, allowing a shared way to engage in mutual and accountable decision-making.
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4.2.1 � Improving Patient Compliance

Explanations in medicine can take many forms beyond being purely based on mech-
anistic evidence. Given the sometimes selective nature of everyday explanations 
(Miller 2019), it should be clear that explanations in medical AI can meet a wide 
range of different qualitative criteria. In turn, it may be right to not put too much 
emphasis on scientifically correct explanations, but rather consider the patients’ and 
physicians’ needs. Accordingly, empirical research on what can be considered use-
ful, e.g., (Berry et al. 1995; Darlington 2011), have shown that patients appreciate 
explanations generally and can judge usefulness based on content.

Thus, achieving meaningful explanations in medical AI may not necessarily 
imply simpler and inherently interpretable models, if we step beyond regulatory 
demands of transparency. Obviously, though, there needs to be some way to verify 
that both an AI’s decision support as well as the explanations offered are beneficial 
and are not inducing harm, even if verifying correctness may not be possible. Dif-
ferent quantitative and qualitative assessments of beneficence and non-maleficence 
are required that cover the full spectrum of what medical practice entails. However, 
discourse on medical AI and a need for (or the dispensability of) explanations seems 
rather limited on the technological artefact itself as a focus on accuracy and reli-
ability is called for only in terms of the AI system’s output. However, proper “reli-
ability” (or rather, beneficence) assessments should also incorporate qualitative 
information on the patient’s uptake, compliance with and successful completion of 
treatment plans as well as other quality of life factors that involve, e.g., relatives. 
While (London 2019) argues against an “overreliance on plausible theoretical expla-
nations,” since they have led “to treatment practices that harmed patients and con-
sumed scarce resources precisely because key causal claims in those theories were 
false,” it is similarly likely that a lack of plausible explanations can lead to a waste 
of resources, because patients may not comply with proposed therapy plans.

Studies have long revealed that a physician’s concern as well as efforts towards 
providing explanations contribute to patient compliance (Falvo et  al. 1980) and 
satisfaction (Tarn et al. 2013). This holds true for both non-standard therapy, e.g., 
such as hirudotherapy (Kim et al. 2017), as well as popular diseases such as diabetes 
(Koenigsberg & Corliss 2017). The World Health Organization issued a report on 
patient adherence, outlining the complexity and socio-economic scale of the chal-
lenge. Specifically, the report states that (Sabaté 2003, p. 156)

[s]tudies show that people who receive explanations from a concerned doc-
tor are more satisfied with the help they receive and like the doctor more; the 
more they like the doctor, the better they follow a treatment plan.

By citing (Haynes et al. 2002), the report also points out that increasing patient 
adherence to therapies may more thoroughly improve population health than other 
advances in specific medical treatments. Relating this to medical AI is straightfor-
ward: (Triberti et al. 2020) argue that a lack of understanding of AI recommenda-
tions and the inability to explain them to patients can “delay or paralyze” clinical 
decisions. Thus, if an AI system cannot offer or support any explanation for a pro-
posed treatment plan, physicians are either left with their own knowledge or will 
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have to resort to a stark paternalistic stance by simply asking patients to comply 
without reasons. The latter appears fundamentally anachronistic given the paradigm 
of a learning health care system as well as the active part patients’ are supposed to 
play in contributing to detailing ethical requirements associated with the framework, 
questions of informed consent, and shared decision-making (Faden et al. 2013).

Further, if, in turn, we assume that explanations are demanded and will be pro-
vided by physicians, the danger of plausible, but false explanations outlined by Lon-
don is even increased if medical AI remains mute on explanations. When physicians 
find themselves in a position, where explanations are demanded by patients, but the 
AI system does offer little in the way of supportive mechanistic or correlative evi-
dence, the alignment between the actual proposed treatment plan and any explana-
tion given to the patient despite this lack of support may be severely off. Otherwise, 
if there is little to no mismatch, one might argue that the AI system may not be of 
much use anyway. This calls for AI decision tools in medicine to actively contribute 
to keeping the physicians’ way of offering plausible accounts in alignment with the 
correlative or mechanistic ways medical AI utilizes to offer suggestions.

In addition, McKinley and Middleton (1999) have shown that patients consult 
physicians (in their case, general practitioners) with their own agenda, i.e., own 
ideas of which disease they might be suffering from as well as initial ideas on poten-
tial explanations. The consultations should take this into account to be effective, 
given that patients may need to realign their conception of what medical issue is at 
stake, in order to remain convinced about the treatment plan.

While it is often stated that AI systems can help increase the available time for 
physicians to interact with patients on a social and empathetic level, see, e.g., (Fogel 
& Kvedar 2018), all-too-often it is not made clear, how this is going to be achieved. 
Patient compliance and information on what the individual health issue might be 
about may just be part of the qualitative content of the interaction between patient 
and physician that is highly useful in creating a shared understanding and mutual 
agreement with respect to a treatment plan. In fact, it has been shown that a relation-
ship between a patient and a health care practitioner needs to be based on “mutual 
trust, respect, and commitment” (Nagy & Sisk 2020, p. 395) as well as that it needs 
to be nurtured to remain so, in order to improve the health outcome, see (Nagy & 
Sisk 2020) and references therein. Clearly, non-explicable AI cannot possibly sup-
port this important aspect of trying to guarantee therapeutic success. At best, it 
would not interfere, either. However, this is rather unlikely as there would not be 
much use for an AI-based recommender system, if the physician was knowledgeable 
enough to provide every bit of explanatory background information to the patient 
needed to establish and maintain a trusting relationship.

While it is beyond the scope of this paper to fully explore what it takes to make 
a medical AI system guaranteedly explicable in the sense that it both provides intel-
ligible outputs as well as strongly promotes its fully accountable use, I will turn to 
one particular aspect that appears to be essential. It may be an obvious essential 
ingredient to provide information about the AI’s past performance, capabilities and 
limitations, and design objectives. It may further be useful to provide an interpre-
tive reconstruction of how the AI has produced its output. However, in the sequel, I 
will argue that giving both physician and patient means to adapt a recommendation 
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system to an individual conception of good health—one that could have been devel-
oped as an implicit result of the shared deliberation and decision-making process—
is key to fully realize the utility of explicable AI in medicine.5

4.2.2 � Adapting to Individual Conceptions of Good Health

So far, I have argued that the provision of mechanistic or correlative explanations 
may well constitute an essential tool in improving patient compliance and health 
care outcomes. Beyond that, explanations may also facilitate patient autonomy by 
allowing more individual decision-making and, hence, lifestyle-compatible inter-
ventions. This takes into account that, e.g., in primary care, providing patients with 
suggestions about adaptations to their lifestyle must involve sensible explanations 
about why changes are (or have become) advisable and to which extent they can 
provide a lasting increase in health and well-being. Only on this account can patients 
either reject medical suggestions or adapt them to their needs in an informed man-
ner. This connection is also made in the above-mentioned report of the World Health 
Organization, which takes into account that patient compliance is intertwined with 
bringing suggested therapies in alignment with personal conceptions of health. For 
instance, the report states that “interventions that target adherence must be tailored 
to the particular illness-related demands experienced by the patient” (Sabaté 2003, 
p. XIV).

Hence, the purpose of explanations in medicine is not solely about improving 
patient compliance, but rather seeks to boost a self-determined approach to personal 
health, which, in turn, facilitates adherence and improves the chances of success. In 
this view, by contributing significantly to success in promoting health, explanations 
may even be regarded part of the treatment or intervention itself. Consequently, non-
explicable medical AI would not be able to sustain and build upon this aspect of 
effectiveness.

A demand for explicability in medical AI then turns out to be an even more 
important mediator that allows to harness the benefits of AI and the interpersonal 
relation between patient and physician. At the very least, physicians will need cor-
rect and relevant input from an AI decision support system that can form the basis of 
explanations and dialog-supported interventions tailored to the patient. The power 
of AI would rest in being able to combine vast amounts of information, being up-to-
date about the most promising treatment options and factoring in individual param-
eters. However, if we are to harness these benefits, we must realize that explanatory 
interfaces of a certain quality are required.

Explanatory interfaces may be dismissed too casually as counting as just another 
piece of evidence in the daily routine of physicians and care workers, and, hence, do 

5  Clearly, this level of cooperation between patient, physician, and AI-system that I have hinted at here, 
imagines a particular medical setting, in which decisions need to be taken that involve significant trade-
offs, could determine the patient’s future quality of life, or similar aspects. Less consequential use-cases, 
such as automated registration in radiological imaging, might be significantly less demanding on the 
capabilities of explanatory interfaces.
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not hold particular epistemic power and authority over the user. Clearly, if it were 
that simple, future research in “explainable AI” would guaranteedly offer methods 
that allowed physicians to select from a vast source of evidence to convey to the 
patient as a means to convince of the appropriateness of a treatment. This would 
only refer to a kind of “technical explainability” that concerns the parts that have 
contributed to model accuracy, a particular prediction, or perhaps even provide an 
interpretive reconstruction of how the system may have produced its output, cf. 
(Anderson & Anderson 2019). While this seems anything but useless, it also occurs 
the danger of quickly leading to an automation bias, i.e., the tendency to overly trust 
technology-supported input when trying to reach a decision (Goddard et al. 2011). 
As illustrated by Bjerring and Busch (2021), reports are increasingly published 
about medical AI surpassing the power of even experienced clinicians, leading to 
the likely state that medical personnel does in fact have an epistemic obligation to 
follow AI-based advice, perhaps even irrespective of explanatory interfaces. Hence, 
both in terms of overtrust in the capabilities of AI technology in general as well as 
in terms of a particular AI system’s past performance, scrutiny of medical personnel 
could vane. Hence, it might appear increasingly difficult to weigh medical-technical 
contributors to an AI-based decision support against other, human factors, such as 
individual conceptions of good health.

Furthermore, it appears unlikely that a medical AI system—however complex—
will be able to factor in every kind of individual characteristic and circumstance 
to fully tailor treatment options to a particular patient (Clancey 1995). This excess 
information will have to be handled by human physicians, whose task consists also 
in synthesizing both AI-based decision support with additional patient-individual 
factors the AI could not consider. It follows that non-explicable AI severely hinders 
practitioners in adapting the proposed treatment based on patient-individual factors.

Attempts to overcome this issue, e.g., involve the concept of “causability” as the 
measurable extent to which an explanation supports causal understanding of the 
issue (Holzinger 2021). For instance, Holzinger and Muller (2021) propose to utilize 
facial expression and gaze analysis when experts are in interaction with explainable 
AI interfaces to determine what features of the explainability routines contribute to 
a positive mapping on an expert’s existing mental model. Such approaches aim at 
making it easier to accommodate AI-based explanations with the human strength in 
conceptual thinking. Fusing both explanations for AI-based recommendations and 
a patient’s idea of good health on a conceptual level could possibly promote shared 
decision-making and, hence, respecting a patient’s autonomy by allowing both the 
physician and patient to acknowledge their shared responsibility.

Consequently, an explanatory interface of medical AI should not only feature a 
uni-directional output of possible causal or correlative evidence, information about 
the system’s past performance, etc. Instead, the interface should allow for probing 
inputs, providing counterfactual explanations and the possibility to alter other rel-
evant parameters that reflect both medically and ethically relevant weights influenc-
ing the final recommendation. While this may sound like high and rather abstract 
demands on explicable AI in medicine, certain developments seem to already point 
into this direction. For instance, Madumal et  al. (2018) are working towards a 
dialog model for explainable AI that takes into account both the cognitive as well 
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as the social process involved in successful explanations. Wachter et al. (2017) have 
elaborated not only on the utility of counterfactual explanations, but also on how 
to technically generate them. This would provide a straightforward way to probe 
even opaque decision support systems and let both physician and patient theorize 
about sensible alternatives. However, to the best of the author’s knowledge, systems 
that can directly process patient preferences with respect to, e.g., the desired goal of 
therapy or what constitutes a good quality of life have not been realized, though con-
ceptual descriptions exist, e.g., in radiation oncology (Lambin et al. 2017). However, 
systems that more generally aspire to provide patient-centric and individualized 
decision support exist, see, e.g., (Peleg et  al. 2017). It is conceivable that similar 
designs could incorporate interfaces to input preferences for trade-offs, e.g., occur-
ring from the administration of multiple drugs.

Another very important factor involves well-being. Since 1946, the constitution 
of the World Health Organization states that “[h]ealth is a state of complete physi-
cal, mental and social well-being and not merely the absence of disease or infir-
mity.” Considering this comprehensive definition, Asadi-Lari et  al. (2004) argue 
that, in order to assess health care intervention properly, including the patient per-
spective is necessary. This perspective can focus on health needs and (perceived) 
quality of life for which there are systematic assessment tools (Leplège 1997). 
However, rather than being something that can be firmly resolved with quantitative 
approaches (Asadi-Lari et  al. 2004), culturally diverse conceptions of health need 
also be accounted for explicitly by health care professionals (Levesque & Li 2014).

This adaptation certainly requires a mix of both tacit knowledge, experience and 
generally difficult to assess (and potentially even quantify) parameters that will also 
not be covered by elaborate individualized or precision medicine-based approaches 
for some time. For practitioners to make a responsible and well-informed decision 
on when to deviate from standardized treatments, it thus seems that explanations 
facilitate both truly individualized care and legal security for physicians by allowing 
for shared decision-making.

Only if AI-based decision support can allow, or even facilitate to incorporate 
individual conceptions of good health and well-being into therapeutic decisions, it 
will be possible to maintain and potentially advance the trend to incorporate indi-
vidual accounts of health also into research. As indicated above, the provision of 
explanatory interfaces between patients, physicians, and AI systems plays a key role 
in making this connection.

5 � Outlook—Explicable AI for Good Health

As I have tried to argue, explanations in medical AI are highly relevant for achieving 
good health outcomes: First, explanatory interfaces can keep physicians within the 
feedback loop between practice and research, which facilitates epistemological and 
scientific progress. Second, explanations also support patient-physician communica-
tion, e.g., by promoting patient understanding and compliance as well as by aiding 
in providing the informational basis for integrating the patients’ individual concep-
tions of good health with more standardized treatment plans.
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This view also highlights how—given potent explanatory interfaces—AI can, in 
fact, not only maintain, but improve on how patient-physician and patient-AI inter-
action can support better health outcomes. For instance, explicable AI, whose out-
puts can be tailored to specific addressees can cater to the patients’ demands to get 
involved (Deber 1994; Strull 1984). If part of the more trivial diagnoses and inter-
ventions can be carried out by patients themselves, this would hold the potential to 
allow for more interpretive, empathetic, and detailed patient-physician interaction. 
However, instead of focusing solely on explainable AI in the sense of the view that it 
should be based on interpretable models, explicable AI is required here that provides 
intelligible information and (self-)accountable action.

Furthermore, making explicable medical AI systems directly available to the 
patients can also empower them in maintaining or reflecting upon their own health 
ideal. Obviously, self-diagnosing and self-therapy come with their own list of eth-
ically relevant implications, on which I would like not to dwell. Rather AI-based 
independent intelligible explanations can support patient-physician interaction, in 
which there can be some sense of precaution that the information conveyed is not 
expressed in a manipulative way (Say & Thomson 2003). The idea of using AI as a 
second opinion may provide yet further challenges, see, e.g., (Cabitza 2019). How-
ever, explanations are certainly needed to address them.

Regarding medical decision-making, it has further been stated that uncertainty is 
often not assessed or communicated, but maybe highly relevant for weighing differ-
ent treatment options (such as physician made or AI-based ones) against each other 
(Kompa et al. 2021). Where possible and not in danger of deluding about non-quan-
tifiable aspects, explicable AI can improve medical decision-making by facilitating 
acceptance through an appropriate explanatory interface.

Finally, and especially when considering individual conceptions of health, expli-
cable AI can help address the changing support needs of patients with chronic dis-
eases (Thompson et  al. 2001). This may happen implicitly, if AI-based medical 
decision support is increasingly designed with the importance of providing means 
to align standard therapy with individual conceptions of health in mind, or explic-
itly, when AI-based self-diagnoses and self-therapy tools can potentially actually 
factor in a patient’s individual characteristics. While the latter may be still farther 
off, explicable AI in typical physician–patient interaction may already now facili-
tate shared decision-making by providing a basis on which a decision can be made 
against or in terms of variations of standardized treatments.

6 � Conclusions

This article has scrutinized arguments that suggest that explanations in medical AI 
should not be regarded as overly important, but that instead accuracy and reliability 
should rather be the ultimate criteria based on which medical AI can be considered 
useful. In these discussions the notions of explainable and interpretable AI are often 
conflated, meaning that explanations are only considered in terms of invoking sci-
entific evidence rather than in terms of the full breadth of explanations that can be 
encountered and considered useful in medical practice and research. Consequently, 
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the discussions are often confined to considering an approach to accuracy and reli-
ability that rests on overly simple and technical notions of seemingly rigorous infer-
ence problems. In this article, I have elaborated on the significance of explanations 
of various kinds as a means to widen the discussion about what it actually means 
to design a reliable medical AI system. The notion of explicability as encompass-
ing both a demand for intelligibility and accountability then leads to the demand 
that medical AI should support epistemological progress as well as good health 
understood as being a synthesis of both a scientific and an individual conception of 
health. To reliably support good health thus means to keep medical practice in feed-
back with medical research and to account for a patient-centered shared decision-
making that allows individual adaptations of standardized treatments and facilitates 
improved patient compliance. Explicable medical AI is definitely needed to achieve 
this.
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