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Abstract
Understanding learners’ behavior is the key to the success of any learning process. 
The more we know about them, the more likely we can personalize learning expe-
riences and provide successful feedback. This paper presents a feedback model 
implemented in a ubiquitous microlearning environment based on contextual and 
behavioral information and evaluation results. The model uses SECA rules where 
the Scenario (S) represents the ubiquitous context variables reflecting the learner 
behavior during the learning process. The Event (E) identifies the probability that 
a learner fails or passes its evaluation. Condition (C) evaluates the results of the 
events. Moreover, Action (A) provides feedback to the learner. The proposal is 
developed through a controlled experiment whereby a microlearning environment 
can collect data from a ubiquitous context. The feedback model applies an analytics 
process to find the best context and behavior variables through different classifica-
tion models. Those models predict whether a learner could fail, determine evalua-
tion results’ causes, and provide feedback. The Random Forest was the model with 
the best performance. Thus, 94% accuracy, a 97% Recall, a 93% Precision, an F1 
score of 95%, and a Jaccard of 91%. Hence, each scenario is defined from a branch 
of every tree obtained from the Random Forest model personalizing feedback 
actions applying clustering techniques. Finally, we presented an exemplified set of 
feedback rules, providing automatic recommendations and improving learner expe-
riences. Thus, the experiment allows analyzing the learner behavior in a ubiquitous 
microlearning context from a feedback perspective.
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Introduction

Nowadays, ubiquitous learning (u-learning) guides novelty models, rules, and 
strategies to grow virtual education. The technological development of mobile 
devices enables the users’ context capture. The student population’s massive 
use of mobile devices allows analyzing aspects influencing the mobile learning 
(m-learning) process, especially in microlearning environments that deliver rec-
ommendations and feedback to learners. According to Lin et  al. (2019), micro-
learning is “the service that generates and provides users personalized small 
chunks of learning materials”. Microlearning refers to small learning units, short-
term activities, and flexible technologies that can enable learners to access them 
more easily at specific moments and conditions Hug (2006). Therefore, under-
standing learners’ behavior in microlearning environments is essential to suc-
cessful learning, specifically when a feedback process is included. For example, 
Lin et al. (2019) presented a microlearning framework that provides personalized 
content to improve learning. Mohammed et al. (2018) presented microlearning as 
an alternative to support the students’ memorization process. The authors used a 
manual feedback form to evaluate the motivation for learning.

Even so, feedback is still a challenging activity in the learning process. 
According to Sedrakyan et  al. (2020), proactive measures can be seen from 
feedback with two main streams of knowledge. The first stream of knowledge is 
based on explanations aiming at improving the cognitive dimensions of knowl-
edge (e.g., understanding). The second stream of knowledge focuses on guidance 
to influence student behavior (e.g., participating in a specific activity related to 
a successful learning path). We are interested in the second feedback stream of 
knowledge, which assumes that the students have the theoretical knowledge and 
seeks to orient them about the practices to obtain better results. According to Lim 
et al. (2019), “a challenge for contemporary educators is how to provide feedback 
to all students in large courses in a personalized, timely and instructive manner.”

This challenge inspires us to improve the learning feedback strategies taking 
advantage of ubiquitous technologies. We start with the question: why does a 
student fail an exam? It is complex to answer, even more in current times when 
most students are not face-to-face in a controlled environment. Instead, they 
attend classes using ubiquitous environments with digital technologies, e.g., 
smartphones, tablets, laptops, wearables, and handheld devices. Therefore, that 
requires understanding those environments’ behavior or scenarios whereby stu-
dents consume learning content and evaluate their performance through tests any-
time, anywhere, and with any device. The data captured from these ubiquitous 
environments can achieve effective and more accurate feedback (e.g., personal-
ized feedback). Specifically, it refers to testing events that identify fail results and 
trigger actions by applying analytical and intelligence models. Those actions help 
the participants (learner-teacher) improve the learning process.

The key contributions of this paper are the following:
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•	 We propose a feedback model that is based on SECA rules to support ubiq-
uitous microlearning. The model is designed to conduct the evaluation and 
give feedback about the result applying SECA rules. Scenario (S) represents 
the ubiquitous context variables reflecting the learner’s behavior during the 
learning process. The Event (E) identifies the probability that a learner fails or 
passes its evaluation. Condition (C) evaluates the results of the events. Moreo-
ver, Action (A) provides feedback to the learner.

•	 We implemented a microlearning environment in a PWA (Progressive Web 
App) to collect data from a ubiquitous context during the learning process. 
Thus, we took advantage of microlearning characteristics, recreating a short 
course.

•	 We developed the proposal using the methodologies of Design Science in Infor-
mation Systems Research (ISR) Hevner et  al. (2004) and ASUM-DM adapted 
by Angée et al. (2018). Thus, we conducted a controlled experiment whereby a 
microlearning environment was designed to understand how the learners could 
achieve the learning goals through a learning path.

•	 We propose that the model uses the random forest tree trained with 16 differ-
ent variables selected using an adapted genetic algorithm. Experimental tests 
were set up, choosing the decision trees with the most representative samples. 
It allowed us to identify patterns through the tree’s branches with the probability 
that a learner fails. Thus, the model could diagnose weaknesses in the user con-
text and take feedback actions that characterize the area of improvement and the 
context that could influence the evaluation results.

Considering the above, we proposed a feedback model to extend the work pre-
sented in Tabares et al. (2021). This model applies SECA rules where the Scenario 
(S) represents the ubiquitous context variables reflecting the learner behavior dur-
ing the learning process. The Event (E) identifies the probability that a learner fails 
or passes its evaluation. Condition (C) evaluates the results of the events. Moreo-
ver, Action (A) provides feedback to the learner. We developed the proposal using 
the methodologies of the Design Science in Information Systems Research (ISR) 
Hevner et  al. (2004) and the ASUM-DM adapted by Angée et  al. (2018). Thus, 
we conducted a controlled experiment whereby a microlearning environment was 
designed to understand how the learners could achieve the learning goals through 
a learning path. Furthermore, the microlearning environment was implemented in 
a PWA (Progressive Web App) to collect data from a ubiquitous context during the 
learning process. Hence, the data could be available to the feedback model and used 
through an analytics process to: predict if a learner fails or passes, to find the best 
context and behavior variables applying different classification models, to determine 
evaluation results’ causes, and to provide feedback.

This paper is structured as follows. “Literature review” section presents the lit-
erature review. “Methodology” section illustrates the methodology that guides the 
paper’s development. “Microlearning environment setup” section defines a micro-
learning environment setup. “Tool development” section describes the tool used to 
capture students’ data. “Experiment” section presents an experiment with students 
and corresponding data analysis. “Feedback Model” section presents the feedback 
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rules definition. Finally, “Conclusion” section summarizes the contributions and 
suggests future research directions.

Literature review

Mobile devices provide a powerful platform for learning content anytime and 
anywhere, ideal for microlearning activities. Ubiquitous computing provides con-
text variables that help understand elements that directly influence individuals’ 
learning. Advances in mobile devices and networks have enabled m-learning and 
u-learning, supported by context information captured from sensors integrated into 
mobile devices. In this way, it is possible to capture ambient noise, internet network 
speed, ambient light, battery level, network speed, and more information about the 
learner’s learning context. This context is used by recommender systems, Machine 
Learning models, and analytical systems to improve learner’s performance. These 
education applications seek to provide students with feedback based on the context 
information and their activities. For example, Sakamura and Koshizuka (2005) used 
the ubiquitous learning concept in a ubiquitous digital museum to learn in a daily 
living environment instead of classrooms or textbooks. Marinagi et al. (2013) pro-
posed an integrated system (IS) based on blended learning, which allows m-learning 
(mobile learning),

e-learning (electronic learning), u-learning, and classroom learning. In this way, 
virtuality is combined with face-to-face learning. The IS system and its different 
components provide adaptability to students based on the contents shown. It also 
has a Help Desk, which allows mutual help and feedback to the students. Wu et al. 
(2013) proposed a context-aware expert system based on u-learning that enables stu-
dents to observe and compare rocks to identify characteristics as type, texture, color, 
and hardness. The expert system evaluates whether students correctly identify rocks 
and presents them with hints or guides that act as feedback when they do not cor-
rectly identify rocks.

Cheng et al. (2020) used microlearning principles to emit digital badges (micro-
credential) to certify what has been learned. Aldosemani (2019) presented the effec-
tiveness of microlearning from learners’ perspective regarding its major supports 
and challenges. Lee et  al. (2021) explored the impact of mobile microcourses in 
learning efficacy.

Hung et al. (2010) presented a proposal based on ubiquitous computing and the 
integration of an e-library. In the proposal, evaluations are generated for students 
on ecological topics. From the results of these evaluations, feedback is developed 
to improve and accelerate the learning process. The underlying idea is “if it is 
known how students think during learning, then teachers will help their students 
overcome conceptual issues to improve their learning.” Coulby et al. (2011) con-
ducted a study. They used a context-aware m-learning system to provide feed-
back, which allowed students to improve their skills due to the quick feedback 
delivered from their results. Chen et  al. (2013) proposed a learning system that 
performs feedback to students from a URL reading or a QR code related to the 
contents displayed in the system. The system provides two types of feedback, 
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one that indicates the contents that have not been visited in the learning pro-
cess. The other provides feedback from the results in the assessment. Chu et al. 
(2019) proposed an AR-based learning system for an architecture course. The 
system is based on formative assessment, “which guides students to find answers 
on their own by giving hints when they fail to correctly answer questions.” The 
study investigated the formative assessment strategies usage in mobile learning 
activities. According to Chu et al. (2019), several studies consider that formative 
assessment is crucial to improve learners’ learning performance and assist profes-
sors in providing timely feedback to learners. It is also critical to engage learn-
ers in a self-reflection process to develop more effective learning. The study con-
siders that a successful setting is measured by learning achievements, increased 
motivation, and reduced cognitive load. Shang (2017) suggested using asynchro-
nous peer feedback (APF) and synchronous corrective feedback (SCF). He also 
mentioned that students prefer asynchronous feedback. Li et al. (2020) conducted 
a quasi-experimental study to examine the usage of feedback delivery methods 
(text only, video only, or both). The findings revealed that students who received 
just video or text feedback were most motivated that those who received both 
video and text feedback. Wang and Lehman (2021) designed a personalized moti-
vational feedback based on students’ achievement goals.

We selected the following related work to compare our proposal, highlighting 
characteristics such as research aim, feedback proposal, and Analytics, ML, or AI 
applied techniques. Nasim et  al. (2017) presented a combination of ML and lexi-
con-based approaches for sentiment analysis of student feedback. The feedback is 
from sentiments expressed by students. Those are collected in a knowledge base in 
which TF-IDF and lexicon-based features techniques are applied to provide valu-
able insights to improve the overall teaching quality and methodology. Kochmar 
et al. (2020) presented automatically generated personalized feedback. The proposal 
uses the Korbit learning platform from which automated and personalized feedback 
is generated considering students’ individual needs; thus, the feedback is without 
expert mediation or predefined rules. The proposal uses Machine Learning, NLP 
(Natural Language Processing) techniques, and Decision Trees to provide students 
with personalized suggestions, Wikipedia-based explanations, and mathemati-
cal suggestions. Yu and Wu (2020) started from learning processes activated by 
student-generated feedback corresponding to potential answers given to student-
generated questions (SGQ). These were explained, and their learning effects were 
examined applying covariance (ANCOVA). The proposal presents a non-equivalent 
pretest–posttest quasi-experimental research study that lasted nine weeks with 109 
students. The content analysis of students-generated feedback provided the finding 
where significantly more benefits were gained from students engaging in feedback-
generation for SGQ. Edalati et al. (2021) proposed and conducted a study to eval-
uate various ML models for aspect-based opinion mining to address the students’ 
feedback assessment effectively. The proposed approach is trained and validated 
on a large-scale dataset of manually labeled students’ comments collected from the 
Coursera online platform. Thus, it is possible to identify teaching-related aspects 
and predict opinions/attitudes of students using ML techniques as Random Forest, 
Support Vector Machine, and Decision Tree.
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As it is possible to see in the previous review, most of the proposals define the 
feedback from comments in text previously provided by the learners from differ-
ent types of courses. Thus, large volumes of data are analyzed using ML and AI 
techniques to find new ways to improve teaching–learning. On the other hand, our 
proposal presents a ubiquitous microlearning environment. It provides the learners 
short courses that are monitored in a context-aware to provide feedback in real-time 
and quasi-real-time. Data captured through the learning path let us understand how 
the learner use content and takes the evaluations. During that process, we analyze in 
real-time the progress and send forward feedback messages. Besides, among a set 
of context variables, we detect the best predictors applying machine learning tech-
niques like Random Forest, SVM (Support Vector Machine), Logistic Regression, 
etc. Thus, we identify behavior patterns from the random forest trees to provide per-
sonalized feedback in quasi-real-time related to the context, which could influence 
the evaluation results.

Methodology

Figure 1 shows the methodologies used to achieve the proposal development. We 
used phases of both the Design Science in Information Systems Research (ISR) 
Hevner et  al. (2004) and ASUM-DM adapted by Angée et  al. (2018) to support 
some tasks between them. IRS methodology provides a “conceptual framework for 
understanding, executing, and evaluating IS research combining behavioral-science 
and design-science paradigms.” ISR is carried out in three phases: Environment, IS 
Research, and Knowledge Base.

The Environment phase guides identifying “goals, tasks, problems, and opportu-
nities that define business needs as people perceive them within the organization.” 
We considered the Target Group and the Project Team. The Target Group consisted 
of individuals playing the learner role. They were identified from the business’ 
needs and classified through the working progress. The Project Team was respon-
sible for creating and evaluating the microlearning application and make the data 
analytics process.

The team consisted of four subgroups:

•	 Creatives They are individuals responsible for understanding the students’ edu-
cation needs and define the project’s basis. To recognize the environment, they 
established what the problem was. Higher education researchers and startups 
provided ideas from a research project to achieve an innovative solution. They 
created the following Researchers, Engineers, and Data Scientists subgroups to 
be part of the strategic plan, execute the defined activities and achieve the main 
objective.

•	 Researchers Individuals with research capabilities to create new knowledge 
and scientific outcomes. Senior researchers, postgraduate students, and under-
graduate students are part of this group. They were responsible for carrying out 
reviews (e.g., a Systematic Mapping Review) and identifying the concepts to be 
applied and developed in the project.
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•	 Engineers Individuals with skills in the design and development of informa-
tion technology products. They perform tasks of primary research when new 
technologies are required to create complex architectures. In addition, they 
have experience working with agile methodologies.

•	 Data Scientists Individuals with skills in data mining, Machine Learning, deep 
learning, and visualization. They worked with data analytics and ASUM-DM.

The knowledge base phase was made by the Project team, mainly from Crea-
tives and Researchers. This phase guarantees that the results are research contri-
butions and are the product of applying appropriated theories and methods. The 
team developed a Systematic Mapping Review (SMR) to trace and categorize the 
existing literature, including mobile learning, ubiquitous learning, context-aware, 
learning processes, and analytical. Thus, the data capture selection defined in 4.3 
was based on a collection of variables treated by several authors, which can con-
stitute a ubiquitous context. These variables are categorized by Vallejo-Correa 
et al. (2021) as internal, external, and activity.

Fig. 1   Information system research framework and ASUM-DM methodologies
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IS Research phase puts the proposal in action. First, the Project Team defined 
activities and tasks to develop the ideas whit the Target Group. The two main activi-
ties carried out at this stage are:

•	 Develop/Build End-user motivations and business needs are considered to iden-
tify ideas generated by making brainstorming meets. The gathered ideas will 
be transformed into different artifacts described in “Microlearning environ-
ment setup, Tool development, Experiment, Feedback Model” sections. Here, 
an agile plan defines sprints which include tasks of prototyping, experimenta-
tion. Besides, we applied the ASUM-DM to guides the data analytics process. In 
ASUM-DM, data understanding allows initial data collection and identification 
of data quality issues. Then, in the data preparation step, data cleaning is per-
formed. It covers all activities to construct the final dataset from the initial raw 
data. Then, the modeling step allows building models using data mining tools. 
Next, the evaluation step determines if the results meet the project objectives and 
identify issues that require an early arrangement. Finally, the deployment step 
allows putting the resulting models into practice.

•	 Justify/Evaluate. At the end of each sprint, the Project Team reviewed and made 
a retrospective of the achieved product and learned how it must be improved 
from the focus group. Several sprints were required because the product was 
defined from the research process.

Microlearning environment setup

Students reflect a need to maintain regular and periodic learning rather than train-
ing marathons, which can be achieved through microlearning. According to Lin 
et al. (2019), the microlearning concept “aims to effectively utilize learners’ frag-
mented time to carry out personalized learning activities through online education 
resources.” For example, Correa et al. (2018) used microlearning to accelerate the 
learning experience of novice software web developers. Redondo et al. (2021) used 
micro-learning content in formal distance learning environments. Microlearning’s 
main characteristics are:

•	 Learning experiences are short and focused, allowing students to access them 
when and where convenient.

•	 Learning resource formats are varied, dynamic, and valuable.
•	 Each learning resource acts as an independent, self-contained resource but can 

also be part of a learning program.
•	 A learning resource focuses on a single learning outcome that allows learning a 

new skill or knowledge.
•	 Data collected on learners’ accuracy, speed, and confidence in responding to 

questions about the learning content tailor the content to the learners.

We established a microlearning environment through a short course, taking into 
account the advantage of microlearning characteristics. In our prior work, we had 
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developed a microlearning structure based on Topics of knowledge and Contents. 
In this paper, we extended the structure by adding the top layer named Theme. This 
new layer facilitates the decomposition of a theme into more specific knowledge 
segments. Besides, we made explicit the relationship between the learners, their 
devices, and the used channels.

Figure  2 shows an overview of the microlearning environment designed to 
achieve the learning goals through a learning path. The learning path represents 
learner interactions and the diverse and dynamic conditions of the context in which 
learning occurs. In that figure, the green area represents the learner interactions (see 
“Learner interactions” section); the blue area represents the contents’ structure (see 
“Course content structure” section); the gray area represents the captured context 
data (see “Data to be captured” section). Finally, the red area represents the feed-
back rules application (see “Feedback Model” section).

Learner interactions

The microlearning environment starts with a learner interaction. First, the learner 
uses a device (for example, a laptop or a mobile phone) to access the learning sys-
tem (Progressive Web Application—PWA, available at https://​omnil​earni​ng.​dis.​

Fig. 2   Microlearning environment

https://omnilearning.dis.eafit.edu.co/
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eafit.​edu.​co/). The learner registers the profile in the application. Then the learner 
uses the microlearning environment, which has been previously prepared under a 
pedagogical model guided by questions to be solved through different sessions. The 
learner can follow the learning path suggested for each Topic of Knowledge through 
its content or directly to its evaluation. The learning system offers various formats 
that can be rated according to the learner satisfaction level.

In each session, the learner will be able to carry out an evaluation that facilitates 
the measurement of the cognitive causality relationship between the training action 
and the impact of the contents in the process. For validating the learning level, the 
learner can play luck into the evaluation or access the contents to study the concepts 
and subsequently perform the evaluation.

Course content structure

The proposed microlearning environment contains a set of Themes compound of 
Topics of Knowledge (ToK) which internally have Contents and Evaluations. A 
Theme is a subject that refers to the various units that make up the microlearning 
environment. A ToK represents each one of the units that make up a theme. Con-
tents are a set of documents and videos that explain the ToK. Those are educational 
contents detached in small chunks that usually last no longer than a few minutes.

Each content belongs to one of the following categories: example, definition, 
motivation, or code. Evaluations are a set of questions for formative evaluations. 
That means the learner makes the evaluation and is informed or given feedback 
about the evaluation’s context and result. This approach contributes to diagnosing 
weaknesses from content use and identifying the context that could influence the 
evaluation results.

The evaluation is based on multiple-choice questions. Each question Q is associ-
ated with a topic ToK and classified by a type T. Each T has a weight W that deter-
mines the difficulty degree within the evaluation: Conceptual (W = 0.64), Example 
(W = 1.54), and Code (W = 1.54). Thus, for each ToK, a learner can take the evalu-
ation up to three times. In each attempt, the questions are randomly taken from the 
evaluation question bank. Furthermore, each question is related to one or more con-
tents (Q(T)R C1..i).

Besides, the context is activated with variables; then, the variables are processed 
to analyze their effect on the evaluation. Thus, feedback is provided to the learners 
to improve the results and the contexts in each session.

Data to be captured

To obtain representative information about learners’ behavior and their context, we 
established to capture the following data from the microlearning environment:

•	 Learner data. It represents data characterizing the learner, i.e., Age.

https://omnilearning.dis.eafit.edu.co/
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•	 Content data. It represents contents characteristics, i.e., Topic of knowledge, 
Content type (video, document), Content category (example, definition, motiva-
tional, code), and Content rating.

•	 Context data. It represents context conditions when the learner interacts with 
content or evaluations, i.e., Ambient Noise, Accelerometer, Device Type, Device 
Battery, Location, and Internet network speed.

•	 Learner behavior data. It represents the learner behavior performed during the 
interactions with contents and evaluations. It includes Time on content, Journey, 
Day of the week, Entry hour, and Focus time on content.

•	 Evaluation data. It represents data associated with the evaluation, i.e., Evaluation 
grade.

Tool development

To establish the microlearning environment, we developed a microlearning Progres-
sive Web Application (PWA) named Omnilearning. This application provides an 
environment that includes administering the themes, topics of knowledge, and con-
tents, capturing learner data, evaluation management, and feedback services.

Figure  3 shows the application architecture. The main application architectural 
components are:

•	 Client applications They represent the devices and elements that the learners use 
to access or communicate with the Omnilearning application, such as mobile 
phones, desktops, and emails.

•	 Front End It is a front-end application developed in the Angular framework. 
This application shows the user interfaces to the learners and platform admins. 
Through this application, learners can access the themes, topics of knowledge, 
contents, and evaluations. Therefore, this application capture learner data.

Fig. 3   Omnilearning application architecture
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•	 Back End It is a backend application developed in node.js. This application pro-
vides some services to the front-end application, such as the management ser-
vice, the evaluation service, the mailing service, and the feedback service.

•	 Persistence layer It captures, processes, and stores data. We used a PostgreSQL 
database to store the application data. Therefore, we created some data mining 
views.

•	 Data analytical services This component provides some functionalities to pre-
process data and process the SECA rules (see “Feedback Model” section).

The application is accessible using a web browser, either from a mobile device or 
from a computer. The learner must begin the interaction through a registration pro-
cess. First, primary data (such as name, age, and email) is requested and captured. 
In addition to this, the student fills out a cognitive style registration form, which is 
intended to obtain preliminary information about their preferences.

Omnilearning application supports the following features: (i) Login: allows the 
registration and login of users. (ii) Learning path: presents a list of contents about 
Software Design Patterns. (iii) Evaluation: through questionnaires, evaluates the 
concepts studied. (iv) Voting: allows ranking the contents. (v) Feedback: informs the 
learner about the evaluation results and context.

Experiment

We designed an experiment to capture learners’ data, which was used to define the 
feedback rules model. To develop this experiment, we performed the following main 
ASUM-DM activities: (i) Business and Data Understanding: participant selection 
and Omnilearning content population; (ii) Data Preparation; and Modeling. The 
Evaluation stage is presented in the “Feedback Model” section.

Participant selection

We contacted 62 students (mainly Systems Engineering students) from the Univer-
sidad EAFIT in Medellín, Colombia, interested in learning about Software Design 
Patterns. The students were asked to interact with the Omnilearning application 
freely, access the available contents, and make the evaluations. In the end, 43 stu-
dents agreed to participate in this experiment. The 43 students interacted at least 
with one content, and 31 completed at least one evaluation. The experiment partici-
pants were informed that their participation was voluntary and could withdraw from 
the study at any time.

Omnilearning content population

We populated the Omnilearning application with content related to the Software 
Design Patterns theme. The application provided short learning experiences in 
multiple content formats (videos and PDF documents) and categories (example, 
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definition, motivation, and code). We defined four ToK, 37 contents, and four eval-
uations. Each evaluation is scored on 5 points and is composed of five questions 
organized as follows: three conceptual (W = 0.64), one example (W = 1.54), and one 
code (W = 1.54). Table 1 presents an example of the course content structure.

Data preparation

Omnilearning was used for four weeks by 43 students, which interacted at least with 
one content; 31 of the students made at least one evaluation. After the data collec-
tion, we obtained the initial dataset of 17 variables (defined in “Data to be captured” 
section), the most appropriate for analyzing changes in a learner’s context concern-
ing their evaluation outcome. Afterward, we made cleaning tasks by applying dif-
ferent estimators like mean, median, mode and calculate percentiles and quartiles. 
Thus, we guaranteed good properties such as unbiased, efficiency, convergence, and 
robustness for each selected variable. We defined that raw dataset under a hierarchi-
cal structure of three dimensions: information on the students’ behavior when they 
accessed the content, the information provided by the content, and the context infor-
mation captured during the learning process. However, it was necessary to reduce 
the number of input variables to two dimensions to develop the predictive model. 
Thus, we ensured the performance of the classification models when evaluating the 
relationship between each input variable and the target variable. After that, we fil-
tered to select only the learners who made both learning activities (access contents 
and make evaluations) at the microlearning. Thus, we obtained 551 content entries 
contents with corresponding context interactions. The entries were stored every 
10 s to get a final dataset with 9619 records defined by 16 predictors and “evalua-
tion_grade” as the dependent variable (values between 0 and 5). We transformed it 
into two classes: 0 (i.e., evaluation_grade < 3) representing a deficient result in the 
learner’s evaluation, and 1 (i.e., evaluation_grade >  = 3) representing a right result 
in the learner’s evaluation. Thus, we got a balanced dataset with 232 entries related 
to class 0 and 319 entries related to class 1.

The reduction task was by applying Robust Principal Component Analysis 
(RPCA) Sapra (2010), which uses the eigenvalues, the eigenvectors, and the covari-
ance matrix of the data to calculate the principal components of the representation 

Table 1   Software design patterns microlearning—example

ToK: creational software design patterns

Evaluation Contents

Question W Type Name Type

What is a creational pattern? 0.64 Motivation Creational patterns Definition (Document)
Conceptual Creational patterns Example (Document)

Can several instances of class X be 
created?

1.54 Code Singleton Code (Document)

Class Y is the concrete factory? 1.54 Example Factory Example (Video)
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of all variables in the data set. Therefore, we could work well with outliers because 
RPCA is based on the matrix decomposition M = L0 + S0 where M corresponds 
to the dataset, L0 to low-rank decomposition (low matrix of the data), and S0 to the 
scattered matrix Wang et  al., (2020.). In this research, we used the sparse matrix 
to identify the outliers for values far from 0. We complement it with the numerical 
measurement of the Z score to identify the outliers where Z > 3. It means that the 
students obtained satisfactory results in the evaluation; after all, they did not need to 
see the content because they had prior knowledge or good luck. On the other hand, 
the students who obtained unfavorable results could be because the contents were 
not attractive.

At this point, we want to find the highest characteristics that will be part of the 
training and evaluation datasets. Therefore, we used a genetic algorithm imple-
mented based on the proposals of Hussein et al. (2001) and Amini and Hu (2021). 
This algorithm improved the prediction by evolutionarily identifying characteris-
tics, that is, for each classification model (Random Forest, Support Vector Machine 
(SVM), Logistic Regression, Naive Bayes, Neuronal Network, Decision Tree, 
and Gradient Boosting Tree) to maximize a metric and detect the best predictors 
of that model. The validation metrics were F1, precision, and ROC, among oth-
ers. This algorithm works iteratively in the following way: in each iteration, pos-
sible solutions are generated, in other words, a set of characteristics of the original 
data set; the algorithm iterates until it detects that the validation metric reaches a 
limit, that is, the best result or does not change, or until it reaches a limit of itera-
tions or generations. Figure 4 shows how the genetic algorithm converged from a 
given model to find the maximization of the metric through the generations (itera-
tions) of the algorithm step. For example, during the training activity, the Gradi-
ent Boosting Tree provided an accuracy of 85%, and the genetic algorithm results 
in six variables: age, subject of knowledge, type of content, ambient noise, day of 
the week, type of device. For Random Forest, the genetic algorithm results in nine 

Fig. 4   Fitness evolution
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variables: age, knowledge topic, content type, day of the week, time of entry, device 
type, device battery, travel, and ambient noise. With these characteristics, the mod-
els were retrained, increasing their precision; for example, the Gradient Boosting 
Tree increased its accuracy to 91%; similar behavior occurred in the other models. 
Therefore, the predictors are 0: age, 1: topic_of_knowledge, 2: content_type, 5: day_
of_the_week, 6: input_time, 7: device_battery, 11: device_type, 12: travel, and 13: 
ambient_noise. Figure 5 shows the individuals that appeared more frequently in the 
best predictors used to test the models.

Modeling

Our goal of identifying whether a learner will get a right or deficient result in the 
evaluations made in its learning path. Therefore, we used the 551 pre-processed 
records for these models’ training, which represent the inputs to contents. These 
records were divided into two sets, one representing the training dataset with 70% 
of the records (369 records), and the other representing the test dataset with 30% of 
the records (182 records). The validation of the models’ performance is usually done 
only with the test dataset; however, as in our case, we have few records, we use the 
complete dataset to validate the models. The validation was done in two stages, the 
first using cross-validation with the training dataset. The second was to apply the 
ROC AUC metric to the test dataset. When using cross-validation, the training data-
set is randomly separated into k subsets of approximately the same size, in our case 
k = 10 (when testing with different k-values and getting similar results, we decided 
to use the default k-value that cross-validation handles). k − 1 subsets are used to 
train the model, and one is used as a test. This process is repeated k times using a 
different test subset in each iteration. Finally, the result is the average of the results 
of each iteration.

Fig. 5   Best predictors frequency
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The equation �̂cv =
1

n

∑n

i=1
L

�

yi, f̂−k
�

xi
�

�

 represents the cross-validation, where 
f̂−k corresponds to the models trained with the k − 1 subsets. f̂−k

(

xi
)

 represents the 
prediction obtained by the given model xi corresponding to the training data. In our 
case, xi predicts one of the two classes (evaluation_grade: 0 or 1) from the context 
information, contents, and the interaction with contents. yi represents the real value 
to be predicted; in our case, it is the real class. L is the validation metric that has as 
input the predicted values and the real values to measure the models’ performance. 
We used Accuracy, F1 score, Recall, Precision, and Jaccard metrics. The result of 
cross-validation is �̂cv , which corresponds to the average of the results delivered by 
the metrics used. At the same time, the genetic algorithm had iterated long enough 
to reach the best result of prediction by every model using every metric (see 
Table 2).

Consequently, the genetic algorithm outcomes nine variables: Age, Topic of 
knowledge, Content type, Ambient Noise, Device Type, Device Battery, Journey, 
Day of the week, and Entry hour. Table  3 presents these variables, their meas-
urement ranges, and the capture instruments used. Variables such as the Topic of 
knowledge and Content type are part of the Omnilearning application, captured 
through our learning system. The Age is provided directly by the learner through 
the registration form. The Omnilearning application automatically captures vari-
ables such as Device Type and Entry hour without asking the learner’s permission 
since they do not represent private data. These variables are captured through the 

Table 2   Result of prediction models using different metrics (%)

Random forest Gradient 
boosting 
tree

Decision tree SVM Logistic 
regres-
sion

Naïve bayes Neuronal 
network

F1 95.2 92.4 91.5 89.0 68.5 58.6 78.4
Recall 97.3 92.9 91.2 94.4 77.9 53.3 95.3
Precision 93.3 92.0 91.2 84.4 62.0 66.6 67.0
Jaccard 91.0 86.5 83.4 80.3 52.2 41.6 64.8

Table 3   Variables with their measurement ranges

Variable Range Capture instrument

Age 15 to 25–26 to 35–36 to 45–46 to 55 Registration form
Topic of knowledge ToK 1–ToK 2–ToK 3–ToK 4 Learning system
Content type Video–Document Learning system
Ambient Noise 0 to 39 decibels Device’s microphone
Device Type Laptop–Mobile Device’s OS
Device Battery 2% to 100% Device’s OS
Journey Morning–Afternoon–Evening Device’s clock
Day of the week Monday to Sunday Device’s calendar
Entry hour 0:00 to 2:00–6:00 to 0:00 Device’s clock
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device’s operating system and other applications. Finally, the Ambient Noise is 
captured through the learner’s device’s microphone. Learners are asked to provide 
access to their microphones when using the application; they decide to accept or 
reject this requirement. The Ambient Noise takes the value “No microphone” (when 
the learner does not provide access to the microphone) or a value between 0 to 39 
decibels (when the learner grants access to the microphone).

Feedback model

We define a feedback model to support the formative assessment as an alternative 
form of evaluation in microlearning environments. It should help shape teaching and 
learning and be especially useful when available before or during learning. How-
ever, the delivering feedback system must know the context and scenarios that lead 
to a student’s success or failure in the assessment processes. Furthermore, it repre-
sents a paradigm shift since traditional feedback is reactive, i.e., if performance is 
low, the system will recommend actions to improve future attempts. In contrast, pro-
active feedback will seek to influence student behavior during the learning process 
to enhance their current assessment processes.

In microlearning, contents are presented in atomic units; therefore, the feedback 
should fulfill that same property. A microlearning system in a ubiquitous context 
can identify scenarios that increase the probability that a learner fails or passes an 
evaluation and inform the learner about the characteristics of this scenario. As men-
tioned earlier in the formative evaluation, feedback shapes the learning process by 
providing helpful information during the process.

The feedback model uses SECA rules, provides the Analytics Scenario to deter-
mine the context basis, and then personalizes SECA actions to provide the feedback 
regarding the learner’s behavior.

SECA rule definition

The feedback rule definition in microlearning environments is the basis of our pro-
posal. It is achieved by unifying ideas presented throughout the document regarding 
timely feedback in ubiquitous environments.

A SECA rule defines the required elements to provide feedback to learners during 
their learning process. A rule is composed of four elements. A Scenario S whereby 
different ubiquitous context variables reflect the learner’s behavior during the learn-
ing process. An Event E indicating whether the current scenario could affect the 
evaluation result. A Condition C evaluates the event value and determines feedback 
actions. Furthermore, the feedback Action A (or set of actions) guides the learning 
process intervention using messages intended to influence the learners’ behavior and 
improve their performance in the evaluation.

SECA = Scenario + Event + Condition + Actions
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Scenario

It reflects the ubiquitous context’s behavior during the learner’s learning process. It 
is defined as the union of two sets of variables. LCV (Learner-controlled variables), 
which gathers variables provided or managed by the learner, and LPEV (Learning 
Process and Environmental variables), which gathers the learning process and envi-
ronment learner’s variables.

At the ubiquitous learning process deployed through microlearning (see “Micro-
learning environment setup” section), the teacher defines the pedagogical environ-
ment with variables as the Topic of knowledge and Content type. Moreover, vari-
ables as Ambient Noise and Device Battery are monitored to know the learner’s 
environment. On the other hand, Age is provided by the learner, who chooses the 
day, time, and device to start or continue the learning process. Thus, a scenario 
requires a minimum of one LCV and one LPEV since these two types of variables 
allow identifying a context in a learning process. For example, the student is located 
at a quiet place and uses a laptop with a battery level below 50% to access the learn-
ing contents.

Event

It detects changes in a scenario indicating whether the current context behavior 
affects the evaluation results. In other words, the event identifies the probability that 
a learner fails (Class = 0) or passes (Class = 1) an evaluation.

Condition

It evaluates an event value which indicates a Result of Fail (i.e., Event.Class = 0) or 
Pass (i.e., Event.Class = 1). Besides, it proceeds to determine the required feedback 
actions. A learning system provides the required actions to allow learners to change 
their learning style or improve how the ubiquitous context may be successful in the 
evaluation.

Scenario =

(

n
⋃

i=1

LCVi

)

∪

(

m
⋃

j=1

LPEVj

)

, LCV ≠ �,LPEV ≠ �

LCV = {Age,DeviceType, Journey,DayOfTheWeek,EntryHour}

LPEV = {ToK,ContentType,AmbientNoise,DeviceBattery}

Event ⇒ Class = 0 ∨ Class = 1

if (Result == Fail)then
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Actions

A Feedback Action is a message focused on making the learner realize the impact of 
its context on the learning outcomes. The message can be distributed through differ-
ent channels (i.e., email and PWA for our proposal).

At microlearning, we manage two types of messages. (i) Improvement influences 
learners to change their behavior in unfavorable contexts to improve their evalua-
tion processes. (ii) Motivation rewards the learner for continuing or completing the 
learning process to achieve a much better score.

SECA analytics

Scenarios ground the SECA analytic as the feedback source. Hence, considering 
the following premises, we related each Scenario to a branch of every tree obtained 
from the Random Forest model (see “Data preparation” section).

•	 Premise 1 The trees selected for the analysis have a root node with a representa-
tive sample, i.e., like the original sample or not less than 50% of it.

•	 Premise 2 A tree’s branch would be a scenario if at least one of its internal nodes 
contained the variable of “Topic of Knowledge.” Thus, any leaf node and its 
respective event will be associated with that variable to guaranteeing analytical 
consistency at the decision-making.

•	 Premise 3 The selected branches must have internal nodes with the most repre-
sentative sample of their level. This premise links with identifying content char-
acteristics that might affect the evaluation and the learners’ context’s behavior.

•	 Premise 4 From every selected tree, two types of branches are identified. One of 
them, whereby the leaf node linked the “fail” prediction event (class = 0), and the 
other whereby the leaf node linked the “pass” prediction event (class = 1).

The Random Forest Model’s evaluation is considered for preparing feedback 
based on context-aware variables (select as predictors). Therefore, we chose the 
decision trees with the most representative samples, which allowed us to identify 
patterns through the tree’s branches with the probability that a learner fails. Fig-
ures 6 and 7 show two of the most representative trees of the test set. We applied 
each premise to select both trees as an example among so many trees. They have 
an initial sample of 369 records. In their first levels, branches are focused on the 
Ambient Noise variable. The second level corresponds to Device Battery, etc., until 
they reach the leaf nodes with their respective predictions. Thus, we identified which 

Action.message.type = Improvement

elseAction.message.type = Motivation

Action ⇒ Message ∧ {Channel(email) ∨ Channel(PWA)}
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variables were more influential in the prediction process. For example, in the first 
tree (Fig.  6), the scenario analysis flow through the branch with the most signifi-
cant sample, i.e., Ambient Noise less than 14 decibels (sample = 77). At the same 
time, Device Type and Topic of Knowledge variables will be essential for prediction 
based on Learning Process and Environmental Variables—LPEV mainly. 

The second tree (see Fig. 7) considers guiding a complimentary scenario of the 
first tree. The Learner-Controlled Variables influence the Topic of Knowledge vari-
able—LCV to determine the prediction. Hence, different leaf nodes were related to 
a “Class” variable as part of the prediction result (i.e., an Event). In other words, it 
predicts that given a Scenario, the student has a high probability of “fail” or “pass” 
its evaluation. Thus, we proved that trees help provide feedback from the SECA 
Rules with the previous example.

Based on premise 4, we proceeded to create two new test datasets. One contains 
data from branches whose leaf node is linked to “fail” events and base the “Improve-
ment” feedback actions. The other includes data from branches whose leaf node is 
connected to “pass” events and will establish the “Motivation” feedback actions. 
Table 4 presents a resume of some data. We primarily worked with the ‘fails’ data-
set because this occupies the most significant interest in our proposal to achieve 
the learning objectives. In the table, Ambient Noise is measured in dB (decibels). 
“No Mic.” represents that the learner did not authorize the use of the microphone. 
Class 0 is associated with the “fail” event, and Class 1 is associated with the “pass” 
event. Message Type can be M (Motivation) or I (improvement). Channel can be E 
(Email), PWA, or both.

Personalizing SECA actions

The SECA actions’ personalization is achieved by grouping individuals with simi-
lar context behavior in each new test dataset. We use the clustering technique (the 
K-means method) and apply the elbow technique to determine the best number of 
most representative clusters. Besides, we applied the silhouette measurement, which 
told us if the collections were well represented. Thus, we worked with well-defined 
clusters (values equal to 1 or close to 1). Then, we did an additional validation using 
hierarchical clustering, shown in Fig. 8. The X-axis refers to the quantity of learn-
ers’ access to content by every cluster. The Y-axis refers to the Euclidean distance 
that determines the cluster selection. Thus, we were able to group the most similar 
clusters in a new cluster. Then, we identified four predominant clusters that guided 
the feedback actions.

The analysis above allowed us to know the influence of LPEVs and LCVs 
on the sample and then find a way to bring personalized feedback. Table 5 pre-
sents some examples. First, however, we needed to standardize feedback actions. 
To formalize this, we applied dispersion and central tendency measures such 
as mean, median, minimum, maximum, and standard deviation to each cluster. 
These measures allow us to understand the context’s behavior for each group of 
learners when we compare the values obtained by each cluster concerning the 
ranges defined initially for each variable. Specifically, we take reference values, 
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the median when the values are continuous or discrete, and the mode when the 
variables are categorical. Thus, we create three types of personalized feedbacks. 
(i) Feedback LCV will be sent to a group of individuals more influenced by 
Learning Control Variables. (ii) Feedback LPEV, which will be sent to a group 
of individuals more influenced by the Learning Process and Environmental Vari-
ables. (iii) Ubiquitous Feedback will be sent to a group of individuals that have 
influenced both LCVs + LPEVs.

Fig. 7   Microlearning Scenarios Tree-2

Table 4   SECA rules example

SECA Scenario Event Action

Id Device battery Device type Ambient noise ToK … Class Message type Channel

1  ≤ 50% Laptop  ≤ 14 dB 1 1 M E
2 Laptop  ≤ 14 dB 2, 3 0 I E/PWA
3 Laptop  ≤ 14 dB 4 1 M E
4 Mobile No Mic 1 1 M PWA
5 Mobile No Mic 2 0 I E
6 Mobile  ≤ 14 dB 3, 4 1 M PWA
7 Mobile No Mic 1, 2 1 M PWA
…
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Conclusion

In a ubiquitous learning process, the learner can access different content peda-
gogically designed to achieve the learning objectives at any time, from any place 
or device. The evaluation is an essential component used for the student to self-
evaluate the acquired ability each time he reaches a level of knowledge. However, 
this type of process almost always lacks the feedback process.

This article presented a feedback model supported by SECA rules. Thus, a 
ubiquitous microlearning context was deployed through a PWA (Progressive Web 
Application). It provided a learning process where every learner could access 
different Topics of Knowledge, which guided their learning path through con-
tents and evaluations. That allowed us to do an analytic process that provided the 
knowledge to design a feedback model.

The microlearning environment was designed with formative evaluations to 
make the evaluation and give feedback about the results. Thus, this approach con-
tributes to diagnosing weaknesses in content use and identifying the context that 
could influence the evaluation results. Besides, the environment allowed us to 
capture representative information about learners’ behavior and their context.

We used decision trees from a Random Forest model as the basis of our SECA 
rules proposal. This model was trained with the 16 variables and re-trained with 
the variables delivered from classification models. The random forest model 
achieved the highest metrics (94.4% accuracy, a 97.3% Recall, a 93.3% Precision, 
an F1 score of 95.2%, and Jaccard of 91%). The relevance of the tree’s differ-
ent branches and how they reach specific nodes is that a scenario can be identi-
fied as deterministic for the learning outcomes. Therefore, an event is launched 
with a prediction of possible success or failure based on a scenario. After this, a 

Fig. 8   Clusterization of the fail-test data
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condition validates the event and allows the execution of the necessary feedback 
actions that lead to improved scenarios and, thus, students’ success.

Once the feedback was sent to the students, basic measurements were made 
regarding the use of the contents. Then, students were motivated to access content 
in “adequate” conditions. It motivated us to conduct a new phase for the experiment. 
The impact of the actions will be evaluated in several cycles (approximately three) 
to achieve refinement of the models proposed in this article.

We want to achieve high-level automation of adaptation or personalization from 
the feedback rules model in future work. It will require improving the learning path 
designed in the microlearning and the time and channels to send feedback messages 
to learners.
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