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Abstract The future of urban modelling is viewed first against a background of its
fifty-decade history. The effects of increased computing power and the availability of
new data sources are explored, particularly through a wider range of scales and
applications – illustrated by global scales and applications as wide-ranging as defence
and security and history and archaeology. The challenges of making models fully
dynamic are articulated along with a recent development which introduces uncertainty
into dynamic urban models through a potential function. Finally, the potential for more
effective deployment of models in city planning is shown with a system that combines
data assembly, modelling and interactive planning.
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Introduction

Urban modelling has a long history and this provides the platform for thinking about its
future. Its origins go back at least as far as Malthus and von Thunen and then via
Christaller and Losch to the advent of computers in the 1950s. The latter was a turning
point – fuelled by the need for transport models to help drive the highway building
programme in the United States. The path into comprehensive modelling was led by
Lowry in 1964 with his Model of Metropolis – still to be seen as a major landmark and
ongoing influence. We had available, from various perspectives, a good spatial inter-
action model toolkit – critical, since a crucial part of modelling the city meant
modelling flows of all kinds.
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The models were, in the main, equilibrium comparative-static models. From the late
1970s, on a slow burn, progress was made with modelling the ‘slow dynamics’ – the
evolution of urban structure. This remains important, but is still a slow burn. As
computing power increased, new methods became feasible, including microsimulation,
cellular automata, network analysis, and perhaps most important of all, agent-based
modelling. Much of this progression can be seen as involving different ways of making
the inevitable approximations to handle the real-world complexity of city regions. The
history is well documented – see, for example, Wilson (2012) and Wilson (2013) for a
compendium of papers which together describe this. What follows is very largely
illustrated from the recent work of myself and colleagues.1

In the rest of this paper, we look ahead to the likely – possible? – futures of urban
modelling. As in earlier periods, but yet again, there is a sea change occurring in terms of
data availability and in computing power – in the latter case, both hardware and
software. We have a substantial platform on which to use this new data and computing
power to ‘make the best of what we have’. There are huge opportunities under this
heading alone, and we pursue this in the second section. There are particular opportu-
nities to deploy the methods of urban modelling in new areas, often through excursions
into disciplines where the methods are relevant but have been largely untouched by these
possibilities. We give some examples in the third section. We might also anticipate the
acceleration of the slow burn of research on dynamics and we explore the possibilities in
the fourth section. There is a potential significant new development to which we draw
attention here. In the penultimate section, given that approaches to urban modelling are
diverse, this provides opportunities to ‘finish off the theory’ and to integrate across
paradigms. Finally, we speculate about the future uses of urban modelling. The moti-
vation for urban modelling has always been to integrate fully into city and regional
planning. Some progress has been made, but the biggest opportunities lie in the future.

Making the Best of it: Data and Computing Power

The Data Challenge

We have noted the increasing availability of new data sources – from sensors, mobile
phones, administrative data to name a few – the so-called ‘big data’ revolution. Models
provide a conceptual framework for thinking through data needs – whether for research
or for planning reasons. Our use of data should be purposeful. There is then an
immediate research challenge: to provide adequate architecture for a supportive data
system. This would have uses in its own right coupled with good visualisation software
– for example, to construct ‘narratives’ detailing urban challenges. In many ways, it can
be argued that this is what GIS systems offer, but there is a possibility that a data system
rooted in modelling may be more effective.

1 This paper was presented at a conference which, in part, celebrated the fiftieth anniversary of the publication
of my first entropy-maximising paper (Wilson 1967).
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Sector Models, Comprehensive Models

Urban modelling has been most developed in its sector applications – notably
transport and retail. These sorts of applications will no doubt continue, increasingly
built and deployed by users rather than researchers. The need for comprehensive
models remains, however, not least because of the obvious interdependencies
between sectors – and these must be handled to avoid unforeseen consequences
in planning applications. A small band of researchers have maintained the field but,
with luck, future demands will facilitate growth. Challenges remain for routine
integration of known submodels – for example, spatial demographic and input-
output models. One comprehensive modeller to do this is Simmonds and his
colleagues – see Simmonds (1999, 2013). Computing power is such that these
models can be built on wider spatial scales – the Quant model for example embraces
most of the UK (Batty et al. 2013) – and can, in principle, represent sector
submodels in all available detail. This makes possible a future in which, in the
UK for example, a national model can be made available which can be used for both
planning and commercial users for a variety of purposes. Is it a role for government
to provide this, or the commercial sector?

Extensions

The skills at the core of urban modelling, particularly representing spatial interaction
and structural dynamics, have wider applicability than is customarily deployed. Even in
cases where researchers have spatial interaction features, in economics for example,
there are still many cases where a ‘gravity model’ and log-linear regression is used. In
the following subsections, we illustrate, from recent work, applications resulting from:
adding new sectors; changes of scale; a different field of study for urban modellers:
defence and security; and venturing into other disciplines, and in this case time periods
– history and archaeology.

Adding New Sectors

Urban modelling has developed very much in the context of applications for
which the models were often designed – and hence the focus on transport, retail,
housing and urban form. There are now particular concerns with sustainability
and hence with energy use, and with the polluting effects of various activities. It
is relatively straightforward to estimate the demand for energy for residential and
business areas; it is more difficult to model the supply flows – in the case of
electricity for example, connecting generation, the National Grid and the variety
of suppliers. So we should seek to add all the utilities, including telecoms and
broadband to our comprehensive model of a functioning city. First steps are being
taken in this direction in the exploration of a digital twin for the National
Infrastructure Commission.
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AWorld Model

There are many global challenges that require appropriate models to underpin relevant
analytics: migration, trade, security and development aid, for example. These four areas
were explored in a recent Engineering and Physical Sciences Research Council
(EPSRC) project, sector by sector, but also with the ambition of building a compre-
hensive model. The spatial zone system was made up of 220 countries and the project
illustrates the value of proof-of-concept approaches to modelling research – in this case
because of the variable quality of the available data. In order to be effective, a set of
input-output economic accounts are needed for each country. Excellent data are
available for 40 countries. The rest were estimated by looking for similarities of
structure combined with some known production totals and international trade flows
(Oleron-Evans and Levy 2016). In the end, an integrated model was produced (Levy
et al. 2016). However, many of the methods were deployed at regional scales (still with
‘country’ zones) and the results are presented in Wilson (2016a, b).

Sea- and Land-Locked Countries

The skills acquired in modelling trade flows were deployed in a World Bank study
where the objective was to improve trade flows in sea-locked and land-locked coun-
tries. For the sea-locked case, an international trade model for the South Pacific Island
Countries (SPICs) was used (Caschili et al. 2015) to test alternative scenarios of port
hubs and shipping routes: a different kind of planning. For the land-locked case,
Uganda was used as the example. The challenge here was to explore ways of speeding
up the flow of farm crops to Entebbe airport. This was a more micro-scale study within
which the detailed functioning of markets were explored using an agent-based model to
trace the flows. These studies are published in Medda et al. (2017).

Defence and Security

Recent studies in defence and security – the latter to include policing as well as military –
have been stimulated by an interest in the Lotka-Volterra equations in ecology and their
relationship to the Harris-Wilson model of retail dynamics. In ecology, these equations
represented either prey-predator or competition-for-resources systems. The similarity with,
for example, dynamic retail models, arises because retailers can be seen as competing for
consumers. The original Lotka-Volterra equations had no spatial dimensions. The retail
equations looked like Lotka-Volterra equations with space, and indeed were modelled in
these terms (Wilson 2006). Richardson (whose papers were collected posthumously in
Richardson 1960) had in the 1930s famously used the aggregate equations to model an
arms race and this opened the possibility of using spatially-disaggregated Lotka-Volterra
equations in a defence and security context. There was then a crucial conceptual step: to
interpret spatial interaction as ‘threat’. This enabled the development of spatial Richardson
models which could, in principle, be deployed at a variety of scales – say from the
battlefield (Baudains et al. 2016a) to the urban through the regional to the global
(Baudains et al. 2016b). These ideas were tested in a variety of contexts: the London riots
(Davies et al. 2013), piracy in the Gulf (Marchione et al. 2016; Marchione and Wilson
2016) and the disposition of military forces in North and South Korea.
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History and Archaeology

Urban modelling has largely been applied in more or less contemporary contexts. There
is an obvious opportunity to apply the same methods for historical periods and this has
the potential to offer major impacts in history and archaeology. There was early work in
the 1980s to use a modified retail dynamics model to estimate settlement sizes in
Ancient Greece – where settlement locations were known, but much less about size
(Rihll and Wilson 1987). These methods have been further developed more recently
through further work on Greece and Crete (Bevan and Wilson 2013) and on the
Assyrian Empire (Davies et al. 2014). In the latter case, this has been further extended
to model military dynamics (Baudains et al. 2015). A related approach has been used to
model the evolution of the urban system in North America in the nineteenth century –
particularly in relation to the development of railways (Wilson and Dearden 2011).

Dynamics

Building on the Foundations

Spatial interaction modelling can be considered to be concerned with the ‘fast
dynamics’: in effect, it suffices to model equilibrium flows because it is a reason-
able assumption that, following a change – say the introduction of a new rail line –
the system will return to equilibrium very quickly. This is not true for the evolution
of urban form and infrastructure of all kinds. Some considerable insight was
offered by the Harris and Wilson (1978) paper on retail system dynamics. Progress
has been slow. There are now proof-of-concept studies to show how these insights
can be interpreted and deployed. For example, the analysis can be used to estimate
the minimum size of a new retail centre for it to ‘succeed’ – that is to achieve a
stable and positive equilibrium size (Dearden and Wilson 2015). It is more
challenging to carry out similar analyses for transport networks but some progress
has been made (de Martinis et al. 2014). The next step is to incorporate full
dynamics into comprehensive models. This has been done in Dearden and Wilson
(2015). It becomes possible then to identify new kinds of criticality – for example,
the tipping point which represents gentrification.

Solving a Big Problem?

In the paper so far, the argument, for the future, has been concerned as much with
model refinement and opportunities for application (and more of each to come) than
with new mathematics. Here, a new result is introduced which could be of consid-
erable importance – from Ellam et al. (2018). The challenge is this: while we can
estimate equilibrium values of (for example) a vector of retail centre sizes, {Wj},
we know nothing about the probability distribution of the whole configuration. The
Harris and Wilson core equation is:

dWj=dt ¼ ε Dj W̲ð Þ–KWj

� � ð1Þ
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If we now represent W = {Wj} as a vector of random variables, X, we can generalise
(1) into a stochastic framework to which we can add (Brownian) noise. To achieve this,
we define a potential function V(X) so that the differential equation for X is:

dX ¼ −∇V Xð Þdt þ
ffiffiffiffiffiffiffiffiffi
2γ−1

p
dB; X 0ð Þ ¼ x X ¼ Wjf g ð2Þ

where

− ∇V xð Þð Þ j ¼ ϵΠ j xð Þ ¼ Dj Wð Þ−κW j; j ¼ 1;…;M ð3Þ

showing the embedding of the Harris-Wilson equation. A suitable potential function
can be shown to be:

(4)

where

wj x j
� � ¼ expx j; j ¼ 1;…;M ð5Þ

Equation (2) can then be rewritten as:

dW j ¼ ϵW j Dj Wð Þ−κW j þ δ j þ σ2

2

� �
dt þ σW jdBj; j ¼ 1;…;M ð6Þ

From this formulation π(W), the probability distribution of W occurring, and its
evolution path, can be generated. This opens up a new field of research which might
even produce a long-awaited derivation of Zipf’s Law!

An Integrated Theory: Crossing Paradigms?

When there are alternative approaches in a field like urban modelling, given that each
approach is focused on the same system of interest, it is potentially valuable to pose the
questions: why, and can they be integrated? Some differences arise because disciplinary
tool kits are brought into play: economists, for example, will work with equilibrium
neo-classical frameworks. They are also inclined to work with continuous rather than
discrete variables in their models, and this points us towards the second source of
differences: different ways of making approximations to make the model-building of a
system as complex as a city feasible. In this instance, the economists almost certainly
made the wrong design decision as the mathematics is more tractable with discrete
variables for urban modelling.

It is possible to analyse the approaches in a systematic framework that then
potentially facilitates integration. We have a well-defined system of interest: the city.
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We can ask what we know as a theory of the city – how cities ‘work’ and evolve. We
need to bring all sources of knowledge to bear on this: economics, sociology, geogra-
phy, psychology, political science and more. And hence to state the theory fully, we
need to be interdisciplinary - see Wilson 2010 for a more extended argument - and to
force integration in this respect. It is no use, for example, assuming that all individuals
have perfect information and can determine their behaviour by optimising a utility
function. We can then tackle the second issue by asking the question: given our
knowledge of theory, what methods can we use to represent that theory in a model?
There are many partial answers to these questions but the force of the argument here is
that this mode of thinking is worth much more effort!

Optimising Uses

Figure 1, from Roumpani et al. (2014), shows how a model can be fitted into a wider
planning framework.

The usefulness of models in city planning – which can be viewed in a broad sense to
include all aspects, e.g. including economic development, beyond traditional town
planning – has been contested at various times. The key is to be able to understand
what models can achieve in this context. In many instances, they are very good at short-
run forecasting. But we then understand, both intuitively and technically – in relation to
nonlinear complex systems – that they cannot deliver accurate long-run forecasts. What
they can do for the longer run, is be used to explore the workings of alternative
planning scenarios and in this context they can also be invaluable (see Wilson 2016c).

Concluding Comments

In this issue, we are celebrating the fiftieth anniversary of the publication of ‘A
statistical theory of spatial distribution models’ (Wilson 1967) and a forthcoming
fortieth anniversary of ‘Equilibrium values and dynamics of attractiveness terms in
production-constrained spatial-interaction models’ (Harris and Wilson 1978). We have

Source: Roumpani et al. (2014)
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Fig. 1 Embedding data capture and models into an interactive planning system
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demonstrated that there is plenty of life left in spatial interaction modelling and
significant research challenges, basic and applied, when spatial interaction models are
combined with dynamic models.

There is scope for theoretical research, particularly on dynamics and integration
across disciplines – to make urban modelling truly interdisciplinary. There is tremen-
dous scope for a much wider range of applications – in particular disciplines such as
history but most of all in the practicalities of planning. It is in this latter case that, given
data sources and contemporary computing power, there is scope for a serious govern-
ment initiative to make urban modelling capability widely available. The Quant model
can be seen as a pilot for this.
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License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and repro-
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