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Abstract
Industry nowadays must deal with the so called “fourth industrial revolution”, i.e. Industry 4.0. This revolution is based on
the introduction of new paradigms in the manufacturing industry such as flexibility, efficiency, safety, digitization, big data
analysis and interconnection. However, human factors’ integration is usually not considered, although included as one of the
paradigms. Some of these human factors’ most overlooked aspects are the customization of the worker’s user experience
and on-board safety. Moreover, the issue of integrating state of the art technologies on legacy machines is also of utmost
importance, as it can make a considerable difference on the economic and environmental aspects of their management, by
extending the machine’s life cycle. In response to this issue, the Retrofitting paradigm, the addition of new technologies to
legacy machines, has been considered. In this paper we propose a novel modular system architecture for secure authentication
and worker’s log-in/log-out traceability based on face recognition and on state-of-the-art Deep Learning and Computer Vision
techniques, as Convolutional Neural Networks. Starting from the proposed architecture, we developed and tested a device
designed to retrofit legacy machines with such capabilities, keeping particular attention to the interface usability in the design
phase, little considered in retrofitting applications along with other Human Factors, despite being one of the pillars of Industry
4.0. This research work’s results showed a dramatic improvement regarding machines on-board access safety.
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1 Introduction

Today industry is witnessing, in a process that has been
going on for many years, the phenomenon of Industry 4.0.
This phenomenon, of such importance as to be consid-
ered the fourth industrial revolution [1], has introduced new
paradigms within industrial production, based on concepts
such as flexibility, efficiency, safety, digitization, big data
analysis and interconnection [2]. In this context, the research
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focus is on the application of Industry 4.0 paradigms to
the design and manufacture of a new generation of indus-
trial machinery. Companies are moving toward Internet-
connected machines (Industrial Internet of Things, namely
IIoT [3]) enablingmutual communication even when located
in different production plants. Machines are equipped with
a set of sensors monitoring different parameters such as
vibration, noise, temperature, energy consumption, useful to
predict machine failures thanks to Machine Learning algo-
rithms [4, 5] Another challenging issue leading the transition
from Industry 4.0 to 5.0 is the paradigm of personalized
human–machine interaction (HMI) [6], that implies exploit-
ing user’s biometric data to customizemachine operation and
improve on-board safety. Biometric recognition can be based
either on face, iris, voice, finger or palm recognition. It could
become a tool to allow safer access to machine functions
only to authorized people, in a safer and more reliable way
than with traditional passwords and alphanumeric PINs. The
importance of biometric recognition inmachine development
emerges from both the analysis of literature on current HMI
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for IIoTmachines and practice in manufacturing. This analy-
sis leads to the formulation of two problems where biometric
recognition can be a solution:

• Personnel authentication access to the highest level of sys-
tem information is allowed only to a trained maintenance
technician or to the administrator of the production plant.
Some of this information, of a purely diagnostic nature,
is not needed by the operator during normal operations.
Moreover, not all the parameters of a machine can be
changed during the machine’s operations or, worse, by an
operator without a full knowledge of how the machines
reacts to those changes. To intervene on the parameters
there is a need for careful planning upstream of the pro-
duction, as well as the necessary knowledge to be able to
predict the effect of the changes on the result. Unfortu-
nately, as already mentioned, access is often granted only
through an alphanumeric password that quickly becomes
public knowledge, being shared even with unauthorized
personnel.

• Log files usability another problem that arises from the use
of legacy machinery is tracking the operations performed
by reading the log files, especially about user’s log-in and
log-outs, procedures that are usually not reliable (some-
times being the password the machine’s serial number
and so not user-related). Thanks to the user’s secure iden-
tification obtained with biometric data, the information
on the identity of those who have carried out the oper-
ations becomes trustworthy. This authentication method
also guarantees lower access times and does not imply any
slowdown in operations: authentication can be done for
every user’smovement between differentmachines. In this
way a history of each activity is recorded and associated
with the single user.Moreover, native log files are often not
easily readable, given their interpretation is left to techni-
cal staff or, more frequently, to employees of the company
that produced the machine [7]. However, due to the smart
nature of next-generation machines, a new log file can be
created, parallel to the native one. This secondary log file
can be tailored to the needs of the business, without the
need to contact the company that originally manufactured
the machine (or PLC) to make changes to the native log
file, an activity often provided for a fee. Finally, thanks to
IIoT devices, these files can be accessed remotely and in
real time.

Biometric recognition for personalized HMI and IIoT
implementation is difficult to realize in the cases of most
existing machinery where there is a lack of the necessary
equipment to operate in a smart manufacturing. This prob-
lem is more felt in Small and Medium Enterprises (SMEs)
whose machinery renewal requires high investments that are
not easy to sustain [8]. Smart retrofitting practices were born

to precisely answer the SMEs’ need to face the digital trans-
formation while keeping costs under control.

Smart retrofitting means integrating a smart technology,
initially not foreseen by the manufacturer, into an existing
product. This makes it possible to adapt the machinery to
an evolved and technological context of use, thus increasing
its life cycle even with a minimal economic intervention, or
in any case less than the adoption of a new machinery. This
practice is of extreme importance, as it allows us to optimize
the productive resources that are already available. In a nut-
shell, it represents the first step that a small or medium-sized
company can take to embrace the concepts of Industry 4.0.
Smart retrofitting can obviously try to cover any of the key
aspects of Industry 4.0. It can, for example, allow machines
to be equipped with the necessary sensors for fault predic-
tion, it can enable a connected network among all machines
to optimize production or add further safety measures.

This paper proposes an approach to embed biometric
data-based authentication technologies in order to increase
security and efficiency of legacy machines. To succeed in
this objective, a technological system was developed: it is
inspired by smart retrofitting and acts as the enabler to inte-
grate biometric authentication on legacy machines. Despite
the considerable interest in authentication using biometric
data in the context of Industry 4.0, literature lacks exam-
ples of integration of such technology on legacy industrial
machinery. Such integration can lead to a positive impact on
machinery on-board safety and on the quality and useful-
ness of the log file created by the machine, going to solve
the previously illustrated issues. In this way, the concepts
introduced by Industry 4.0 such as efficiency, security, digi-
tization, and interconnection are embraced, the first two by
the introduction of biometric recognition, the last two by the
remote management of a log file, now more accessible and
manageable.

Human Factors, despite being referred to as one of the pil-
lars of Industry 4.0, are little addressed when not entirely left
out when considering smart retrofitting. Therefore, to ensure
that they are placed at the heart of the matter, the develop-
ment of the user interface was driven by guidelines (e.g.,
Ten Usability Heuristics by J. Nielsen) and best practices to
ensure an appropriate usability. The results of the application
of such principles were then verified through testingwith real
users. Moreover, the proposed system enables individualized
HMI technologies, also meeting the paradigms of Industry
5.0, particularly to adopt a human-centric approach bymeans
of artificial intelligence.

The system has been structured following a modular
approach. In order to be applicable in every productive
context (from SMEs to large corporations) its minimum
configuration presents three modules (Authentication tool,
Industrial PLC and Enterprise Server) but it can be expanded
at will. The system scalability is virtually unlimited.

123



International Journal on Interactive Design and Manufacturing (IJIDeM) (2023) 17:421–433 423

The rest of the paper is structured as follows: Chapter 2
illustrates the related works, while Chapter 3 describes the
proposed system, its structure, and its features. Chapter 4 pro-
poses a case study in which the proposed system has been
applied to investigate its application in a real manufactur-
ing environment. Chapter 5 follows with the discussions and
finally Chapter 6 draws the conclusions and discusses the
limitations of the present research work.

2 Related works

The General Data Protection Regulation GDPR 2016/679
defines biometric data as “personal data resulting from
specific technical processing relating to the physical, phys-
iological or behavioral characteristics of a natural person,
which allow or confirm the unique identification of that natu-
ral person, such as facial images or dactyloscopic data”. The
five best known and most popular technologies to retrieve
biometric data are fingerprint reading, palm scanning, face
recognition, iris recognition and finally voice recognition.
Sonkamble et al. [9], proposed a benchmark among these
technologies adopting five evaluative metrics: Universality,
Uniqueness, Permanence, Performance and Measurability.
The author assigns them a judgment that goes from L(ow) to
H(igh). Elaborating the author’s findings considering state-
of-the-art advancements, face recognition technology proves
to be the most promising technique.

In fact, converting the rating into a numerical grade from
1 (L) to 3 (H), and adding up the individual scores for
each technology, it’s found that at the time of writing the
previously mentioned article [9], the iris recognition and fin-
gerprint reading technologies were, with 14 and 13 points
respectively, in first and second place. These were followed,
in third position, by face recognition with 12 points. How-
ever, considering the amount of time that has passed since
the paper’s publication, it can be assumed that performance
is no longer so relevant, due to the improved computational
capabilities ofmodernPCs.Not taking performance into con-
sideration, iris and face recognition are equal in merit with a
score of 11, while fingerprint reading only scores 10 points.
Analyzing the individual metrics, face recognition receives
a higher score in measurability than iris recognition. Vice
versa, face recognition is lower than its competitor in perma-
nence, given that as the individual ages, face’s traits undergo
a more marked transformation than those of the iris. Despite
this, however, according to a study by Best-Rowden et al.
[10], face recognition accuracy only decreases by 0.01%over
6 years in 99% of subjects tested, without gender, race or age
affecting the result. This translates into a decrease of 0.05%
over a hypothetical 30-year long working life or 0.08% over
48 years, a decrease that proves to be completely negligible.
The scores are shown in Table 1.

However, just considering the scores is not enough to
state which of these technologies could be the best choice
in the specific context of use analyzed in this article, namely
the manufacturing environment, and more practical consid-
erations and other more pragmatic aspects should be taken
into account. First, fingerprint reading and palm scanning
are prone to a common problem: workers of manufacturing
companies almost always wear gloves, and although this is
a problem that can be circumvented by removing the gloves
when necessary, it would still slow down authentication oper-
ations. Therefore, in the search for a universally applicable
authenticationmethod, these two technologies should be dis-
carded. Voice recognition should be discarded for another
problem, also related to the application context. In fact, in
a machine shop, audible sound noise may be too high and
cover the worker’s voice, preventing recognition.

Once again, face and iris recognition seem to be the best
choices. However, as stated in [11], iris recognition is highly
affected by the performance of the image capture hardware
used to obtain iris pictures. While this biometric authen-
tication technique can lead to great accuracy under ideal
conditions (i.e. high imaging resolution, correct lightning
conditions), drifting away from such ideal conditions has the
effect of significantly decreasing recognition performances.
Face recognition, instead, is nowadays performed using com-
mon RGB cameras such as USB webcams found in laptop
PCs and smartphones. Moreover, iris recognition’s perfor-
mances can be affected by the user wearing glasses or contact
lenses [12]. Finally, on the software projects online hosting
serviceGithub [13] a searchwith the keywords “face recogni-
tion” returns 3401 results, which drop to 32 in the case of the
words “iris recognition”. These results demonstrate how face
recognition technologies absorb more interest in academic
and software development fields than iris recognition. While
it may therefore be of interest to explore the application of
iris recognition, face recognition appears to be supported by
a broader community of developers and researchers, result-
ing in a wider availability of ready-to-use software projects,
including those of an open source nature.

Face Recognition (or FR, the act of associating a recog-
nized face within the image with a real identity) is only the
second step of a larger process, whose first step is FaceDetec-
tion (or FD, i.e., identifying a face and if present localizing it
within an image) and is usually associated with Deep Learn-
ing algorithms.

Adopting a CNN (an artificial neural network widely used
for these kinds of tasks and generically for Deep Learning
problems) to perform FR means decomposing the problem
“locating a face in the frame” into simpler subproblems, such
as “locating two eyes in the frame”, “locating a mouth in the
frame”, and so on. These subproblems, then, can in turn be
decomposed, such as looking for the presence of an eye-
lid, eyelashes, and eyebrows to determine the presence of an
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Table 1 Comparison between the
five most known biometric
technologies

Biometric
technolo-
gies

Universality Uniqueness Permanence Performance Measurability Tot Tot w/o
Performance

Iris recog-
nition

H (3) H (3) H (3) M (2) H(3) 14 11

Fingerprint
reading

M (2) H (3) H (3) H (3) M (2) 13 10

Face
recogni-
tion

H (3) H (3) M (2) L (1) H (3) 12 11

Palm
scanning

M (2) M (2) M (2) M (2) H (3) 11 9

Voice
recogni-
tion

M (2) L (1) L (1) L (1) M (2) 7 6

eye. This is made possible by the layered structure of a CNN,
which adopts a more or less large number of hidden layers,
with the aim of approaching the problem of identifying a
face through an analysis carried out at the level of the single
pixel. Some examples of CNNs applied to FR, but also to
eye-gaze tracking, can be found in [14–17]. In these cases,
the same and other information useful for the purpose of this
paper are extracted (gender, age estimation, eye-gaze track-
ing, and FR), although they are applied to User Experience
(UX) analysis.

Smart retrofitting, as defined by Jaspert et al. [18] is
described as “the integration of new technologies and sensors
into legacy systems, supporting the transition towards real
smart manufacturing. It can extend the life cycle of machin-
ery and equipment in a way that is feasible, time-saving,
and requires comparatively low investments”. Thus, through
smart retrofitting, one can pursue the goals of Industry 4.0
while not being equipped with state-of-the-art machinery,
keeping adaptation costs low [19] while extending the life
cycle of already acquired machinery [20]. Both aspects
benefit, especially, small and medium-sized companies. In
addition, it reduces the downtime [21] of equipment needed
to adapt to new industrial paradigms. From this point of view,
smart retrofitting can also be attractive to large companies,
which would also have the economic capacity to carry out
a more extensive renovation, but which are still careful to
keep up with production. A literature search gives an idea
of the purposes for which smart retrofitting is applied: (1)
to increase the connectivity and intelligence of old robotic
arms or CNC milling machines [22] (2) to equip a man-
ufacturing plant, consisting of old machinery, with cloud
computing capabilities [23] (3) to increase productivity and
efficiency and to reduce energy consumption [24]. Even con-
sidering other works [25–27], the benefits that are aimed at
implementing smart retrofitting fall into the four categories
identified by Jaspert, namely: Sustainability, Functionality,

Compatibility and Viability. However, this means forgetting
one of the pillars of Industry 4.0: Human factors.

This work aims to fill the literature gap, presenting a sys-
tem capable of increasing production efficiency, reducing the
downtime required for authentication of the machine’s oper-
ators and keeping traceability of log-in and log-out, but also
the safety of operators, preventing unauthorized personnel
from intervening on the machine. The proposed objectives
will be achieved by adopting user authentication through
the reading of biometric data, namely with Face Recogni-
tion. This authentication process will be performed bymeans
of a device, designed based on the system proposed here,
which will allow to integrate the technologies discussed on
machines that would otherwise be considered obsolete.

3 The proposed system

In this paper a new system using the retrofitting principles
to introduce a more robust authentication mechanism on a
legacy machine, with the possibility of improving the man-
agement and control of employees for security issues, is
proposed. Using biometric data of the face as an access pass-
word, thanks to Face Recognition techniques, it is possible to
recognize the identity of the users directly for on-board appli-
cations. In this way, thanks to the user profiles recorded and
catalogued (based, for example, on the user’s role) directly
on site and at the same time as the first access, it is possible
to communicate to the machine who is interacting with it at
that moment and for which areas of the machinery, whether
hardware or software, the person in question has the access
permissions.

In this article a first Use Case to test the developed
application has also been described: this procedure involves
the development of an on-board software for an employee
authentication designed around three user typologies with
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Fig. 1 The proposed system’s modular architecture

different access profiles (Operator, Maintainer and Adminis-
trator).

3.1 The system design

The developed software, as previously mentioned, has the
task of authenticating and granting access to an industrial
PLC using advancedAI-based technologies to improve secu-
rity, record any access and provide a readable and simplified
method of accessing and reading logs.

First, the software must be able to distinguish between
the different categories of users it may encounter and ensure
that each one has the appropriate permissions (e.g. operator,
maintainer, administrator). User flows could be defined fol-
lowing a User Story Mapping procedure. Going into more
detail, the software allows a fast but above all reliable log-
in procedure (i.e. any problem with the face recognition
system does not compromise access), enabling the commu-
nication with a PLC and with the company’s management
team regarding the machine’s operational status (in opera-
tion or in maintenance) and the user working on, and giving

the user with the highest permission level (the administra-
tor) the possibility to quickly access a logged-in users list.
The used architecture gives the companies the flexibility that
allows them to customize the log file as they wish, greatly
improving its readability.

An architectural diagram of the system has been defined,
shown in Fig. 1. According to the architectural scheme, the
main modules are:

• Authentication tool the main software made up of a
sub-module that manages GUI and logic of the whole
application and of the Facial Recognition apis. This tool
will be present for each workstation where authentication
needs to be managed

• Industrial PLC the PLC that manages the industrial
machine and enables access to it. The access data packet
will be sent by the Main App once authentication is suc-
cessful

• Enterprise server the server that can be contacted from the
local network. From a centralised point of view, if there are
more than one PLC to manage, this computer handles the
onlymemory (not counting any backups) with QR images,
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access credentials and generic user information, as well as
the numerical encodings of the employees faces for which
facial recognition consent has been given

3.2 The face recognition software implementation

For the implementation of the facial recognition APIs,
the Python programming language, particularly suitable for
Machine Learning tasks, and in this particular case Deep
Learning tasks, has been used. For this module, the approach
used in [28] and based onDeep Learning techniques has been
used. In particular, this task requires two phases:

• ARegistration phase, in which an image of the user’s face,
processed with the Dlib library facial detector [29], is con-
verted into 68 facial landmarks coordinates and 128 values
indicating the characteristic distances between them are
stored on the server database to be used as reference

• A Recognition phase, in which the system activates the
face recognition procedure several times. It is based on the
open-source Python library face_recognition [30], chosen
for two reasons:

– It is capable of achieving 99.38% accuracy when tested
on the Labeled Faces in the Wild benchmark [31]

– It is a lighweight library that does not demands high
computational resources, and can be implemented in
low-cost hardware platforms such as a Raspberry Pi 2 +

Every time, following the approach defined by [30], it
finds the characteristic facial distances and compares them
with the ones stored on the database. The fault tolerance
threshold is set at 0.6, and in case it gets crossed, the face
recognitionwill fail. Tomake the system stricter, it is possible
to reduce the threshold, but the algorithm becomes compu-
tationally heavier.

This system is also able to detect liveness. Many methods
have been implemented in literature about this topic [32].
This is useful to avoid people from using photos during the
authentication stage, in this way users cannot falsify their
identity or mislead the system when it performs the face
recognition. There are multiple factors involved in this con-
trol, for this research the Dlib 68 face landmarks are found,
then any movement is exploited to prove the liveness of the
user’s face. In particular, the algorithm saves every 3 s the x
and y coordinates of all the landmarks. Since the face might
move and its size might change, the coordinates are normal-
ized according to the width and height of the face. In this
way, the system can compare the actual output with the one
recorded 3 s before, detect movements, and thus, liveness.
As Fig. 2 shows, each landmark (in green) is compared with
the respective one of 3 s before (in red).

Fig. 2 Liveness detection landmark comparison

Lastly, another movement to detect the face’s liveness is
the eye blink. In particular, the algorithm finds facial land-
marks, as shown in Fig. 3, and checks if the ratio between
the height and the width of the eye changes. Therefore, the
algorithm checks if there has been any eye blink in the last
3 s, and if that is verified, the liveness is detected.

Of course, occlusions, inadequate hardware or adverse
ambient lighting issues (i.e. low light, light reflections, etc..),
the user could denying consent to the processing of his
photomay constitute issues for the face recognition software.
Hoang et al. [33], proposes to circumvent the problem of
occlusion or adverse light by adopting a mixed identification
systembetweenFacial Recognition andRFID tags.However,
this solution, although effective, introduces the compromise
of forcing the user to have always with him the RFID tag
needed for the two-step authentication.

Instead, this research proposes a similar solution, with the
generation of an identifying QR code during the user’s regis-
tration, to be used later as an alternative access method. The
QR code can either be stored inside the user’s smartphone
memory as an image or printed on a badge. In any case, a
copy of the QR code is saved in a database at the disposal of
the administration, to be used if necessary. Despite a decrease
in security respect to the exclusive use of facial recognition
technologies, the probability that it could be shared among
unauthorized people, is low, being it tied to the owner’s iden-
tity. Finally, where available, it will be advisable to provide
an adequate system for the subject’s illumination, so as to
avoid at least the problem of poor ambient lighting.
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Fig. 3 Landmarks used by the
Dlib landmarks predictor

4 Case study

4.1 Device design

The following hardware configuration has been chosen for
the case study:

• Raspberry Pi 4 Model B 8 GB RAM
• Touchscreen display with an IPS 1920× 1200 10.1′′ panel
• Embedded webcam with 1080p resolution
• Led chain lights 12 V for user’s face illumination

This configuration has been used to set up a totem installed
in a medium-sized company operating in the field of design,
production and sale of machinery and systems for indus-
trial automation. The use of a Raspberry made it possible to
obtain good computing performances and at the same time
high portability with low costs. One of the main aims of the
tool design and development was to obtain a good trade-off
between increased security in authentication procedures and
speed/simplicity of use, thus giving importance also to the
usability.

For this use case the following architectural constraints
has been defined, however the followed modular approach
places no limits for the used communication protocols:

• Use of the Ethernet/IP protocol for communication with
the industrial PLC

• Use of the FTP protocol for communication with the cen-
tralised company server

• Possibility to work without an external access to internet

The defined user flows are three: administrator (with the
highest permissions, capable of registering other users in the
system and viewingwho is logged-in andwhere in real-time),

the maintainer (with mid-level permissions) and the operator
(the one with only basic permissions).

For the development of the main software, the Electron
framework was used, as it allows the development of desktop
apps by working with the client languages of web program-
ming (i.e. html, javascript and css). The face recognition
module functionalities are then made available through dedi-
cated RESTAPIs, contactable from the main app in Electron
by means of simple HTTP calls.

In the registration phase (Fig. 4), the face-api.js library
[34] has been used. This library provides different APIs
for face detection, recognition of facial expressions, gen-
der, and age, using models trained with the Tensorflow-lite
framework for Javascript. Although these APIs are compu-
tationally light, they are often not as accurate, so they have
only been used to give indications to the user on whether
their face is recognisable by a face detection model (i.e., if
they are maintaining a correct angle of the head and that the
environmental conditions are suitable for face recognition).

Regarding the information produced during a user’s regis-
tration (QR code image, authentication credentials and face
encodings for facial recognition) and the authentication logs,
the csv format was chosen while, as mentioned, the FTP pro-
tocol has been used for communication between the Electron
app and the company server. If, for example, an administra-
tor decides to authenticate himself using a QR code during a
user’s registration, the app will make a request to the server
via FTP and will download the list of all the UUID codes
decoded from the QRs themselves and saved in a csv file.
If the UUID code associated with the QR presented during
authentication does not match any of those in the csv file,
the software will block the access and automatically return
to the home page of the registration section.

Similarly, if the software did not recognize the user during
the facial recognition phase (by making associations in a

123



428 International Journal on Interactive Design and Manufacturing (IJIDeM) (2023) 17:421–433

Fig. 4 An overview of the device’s interface while performing Face Recognition

similar way with all the encodings stored in the csv file), the
user will automatically find himself back in the home of the
authentication section.

4.2 Evaluationmetrics

All the tests described below took place in various SMEs
which are partners of the company that supported the research
project, and 20 of their employees were involved (age: 38.57
± 19 years, 12 females and 8 males). All the test procedures
were performed in compliancewithEUprivacy laws (GDPR)
and institutional guidelines.

Thefirst test assessed the accuracyof theFaceRecognition
software.Toconduct the accuracy test, 15of the subjectswere
registered in the software and the other 5were not. Then, each
one performed a face recognition test at about 11:00 am, with
well distributed natural light, and another one at 5:00 pm on
an autumnal day, with artificial light, for a total of 40 tests.
The outcome was recorded, distinguishing them into four
categories:

• True positives (TP), if the software correctly attributes an
identity to the face to be recognized

• False positives (FP), when the software attributes a wrong
identity to the face to be recognized

• True negatives (TN), i.e., when the software does not
attribute an identity to a face shown to it because it does
not actually belong to the set of previously recorded faces

• False negatives (FN), finally, when the software does not
attribute an identity to the face despite it belongs to the set
of recorded faces

Then, the effectiveness of the proposed systemwas tested.
As a first step, an interview has been conducted with the
department heads and production managers of the involved
SMEs. Through this tool, we assessed the issue of unautho-
rized access made possible by old authentication procedures.
The questions composing the interviews were two:

• Can you estimate an overall percentage of unauthorized
access compared to total access?

• What are the indicators that allowed you to estimate this
percentage?

Going further, several use tests were performed. Subjects
were asked to perform four procedures:

• Log-in via Face Recognition
• Log-in via QR code
• Log-out via Face Recognition
• Log-out via QR code

To measure the objective effectiveness of the proposed
system, the task completion time was measured during the
course of the tests, as well as the number of errors made was
noted. Then, these measurements were compared with the
usual access times for the old authentication implemented
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Table 2 Confusion matrix with data obtained from the accuracy test

Positive Negative

True 24 (60%) 13 (32.5%)

False 0 (0%) 3 (7.5%)

systems, calculated as the average value in seconds from 10
conducted tests.

Finally, usability was assessed. As far as the objective
usability’s aspects, the times and errors previously measured
for the proposed system are now compared with the same
ones but measured with expert users (i.e. the designers of the
system). Viceversa, to address the subjective aspects, partic-
ipants were asked to complete the SUS questionnaire [35] at
the end of the test.

4.3 Results

The data obtained from the Facial Recognition accuracy test
were organized into the confusion matrix reported in Table
2 (with quantities for each outcome indicated).

The accuracy was calculated as in Eq. 1:

ACC � (T P + T N )

(T P + T N + FP + FN )
(1)

showing a final value of 92.5%.
The interview conducted with the department heads and

production managers showed that unauthorized access, prior
to our intervention, amounted to about 70% of the total,
across all the interviewed SMEs. This data is, of course,
the results of a rough estimation and so is highly empiric,
as it cannot be precisely measured. However, this rough
estimate stems from the observation made by interviewees
regarding machines downtime due to incorrectly set param-
eters. Assuming that an experienced person would not have
set these values, it is concluded that those who made these
changes did not have the necessary training and therefore,
most likely, did not have the authorization. Unfortunately,
the SMEs have not communicated the exact numerical data
for reasons of corporate secrecy.

After some preliminary tests over the arc of twomonths, it
is verified that the proposed system greatly prevents this risk.
In fact, machine’s downtimes have reduced by about 60%
compared to before the adoption of the device. Moreover,
the device now allows to check who was logged-in when
the downtimes occurred: thanks to the log file, it has been
verified that every time a machine stopped working due to a
wrong parameter setting, the person who was logged-in was
in fact authorized to do so.

Further on, the measurements of the time taken on the old
systems to request and obtain machine access show an aver-
age of 41.5 s (Standard Deviation, SD � 21.1 s). Thanks to
the proposed system, this average is reduced to 14.28 s (SD
� 3.96 s) in case of a Face Recognition log-in procedure
or 12.33 s (SD � 5.71 s) in case of a QR log-in procedure.
Thanks to the integrated subject illumination system, authen-
tication is successful even in low illumination conditions.
With the proposed system, the access is obtained with per-
sonal data (i.e., the face of the subjects or their QR) and so the
user traceability is granted. The log-out procedures showed
similar results, with a time to log-out via Face Recognition
of 15.58 s (SD � 2.52 s) and 20.05 s (SD � 21.66 s).

Similarly, the average number of errors with the old
authentication system amounts to 1.5 errors per day and is
reduced to 0 errors with the proposal of this paper, except
for the QR log-out procedure, which shows an average of
0.14 errors (SD � 0.35 errors). The results are summarized
in Fig. 5.

For the usability tests, expert users finished their taskswith
the following time and errors:

• Log-in via face recognition 14.59 s (SD � 0.59 s) and 0
errors

• Log-in via QR code 13.12 s (SD � 2.12 s) and 0 errors
• Log-out via face recognition 15.08 s (SD � 1.93 s) and 0
errors

• Log-out via QR code 8.79 s (SD � 0.79 s) and 0 errors

The comparison between the two sets of data is shown in
Fig. 6.

Finally, the SUS questionnaire median results (and their
standard deviations) are shown in Table 3.

5 Discussion

The Face Recognition accuracy test, performed in the wild
directly on workplaces instead of a controlled environment
such as a laboratory, showed remarkable results. Thanks to
its high accuracy, this software does not act as a bottleneck
for the general performance of the authentication system.
Moreover, such high accuracy has been later confirmed over
the arc of the two months of tests, where the device has been
used by the involved SMEs directly in production, although
for non-critical activities. If not for rare occasions (where,
anyway, the use of a backup authentication system such as
QR code reading has assured the continuity of the operations)
the Face Recognition software did not cause any particular
problems.

Further on, over the arc of these twomonths of continuous
use, a complete elimination of illegal access, to the best of
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Fig. 5 Comparison of the times needed by the subjects to obtain machine access on the proposed system and on the old system

Fig. 6 Comparison of the times needed by the subjects and by the expert users to login and logout with the proposed system
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Table 3 SUS median score and relative standard deviations

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

SUS Score 4.00 1.00 5.00 1.00 5.00 1.00 4.00 1.00 5.00 1.00

SD 0.70 0.45 0.35 0.00 0.45 0.35 0.49 0.00 0.45 0.35

our knowledge, has been achieved. The remaining machine’s
downtimes are now just attributable to human errors.

Finally, a careful design of the User Interface allowed to
reduce at minimum the slowdowns due to a wrong use of
the system. In fact, times obtained by the subjects show a
complete comparability against those obtained by the expert
users (i.e., the designers). In one case (QR Log-in) the sub-
jects’ times are even lower than those of the designers, while
in another one (QRLog-out) a considerably high time of only
one subject shifted upwards the average time, albeit slightly.
The other two cases (Face Log-in and Face Log-out) are fully
comparable between the two sets of data. Such easiness of use
of the system is also supported from the SUS questionnaire’s
results, given they show an essentially positive judgement on
all of the ten questionnaire’s categories.

6 Conclusions

This research project proposes a retrofitting approach based
on the application of deep-learning and computer vision
technologies for facial recognition to improve access to
machinery in mainly manufacturing contexts.

The major limitation of the proposed study is the empiri-
cal nature of one of the main issues it aims to solve, i.e. the
amount of illegal accesses compared to the overall number of
accesses. Although, in fact, these data derive from a decade
of experience of the supporting partner with its customers,
there is still a certain degree of uncertainty in the numeri-
cal data. The problem arises from the fact that, today, there
is no system able to track the workers identity with legacy
systems, so the only useful tools to estimate the number of
illegal accesses are interviews and inferences derived from
the observation of other quantitative phenomena,more or less
related. A future study could compare the situation regarding
machine downtime due to incorrect parameters pre-adoption
of the device with that post-adoption, observing the data for
a sufficiently long period of time.

Possible future developments will include the possibil-
ity of testing the behaviour of the system in a production
environment once it will be implemented following archi-
tectural choices more in line with this purpose. These
changeswill undoubtedly involve the use ofmore performing
hardware systems, communication protocols and software
frameworks, thus replacing the Raspberry with an industrial

mini-computer and using lower-level frameworks and lan-
guages such as C + + . Moreover, a further limitation comes
from the currently integrated liveness detection system. In
fact, although keeping track of the relativemicro-movements
between the landmarks or of eyes blinking allows to effec-
tively distinguish a real face from a static image, if someone
tries to use a video shot to carry out the authentication the
system would not be able to make the distinction. A possi-
ble future study, aimed to further improve security, could use
a combination of an RGB camera with infrared grids pro-
jected onto the face to be recognized, in a similar way to
what happens with Microsoft Windows Hello or Apple Face
ID. The proposed system serves as an enabling technology
to introduce one of the paradigms of Industry 5.0, to adopt a
human-centric approach by means of artificial intelligence.
In fact, the adoption of Face Recognition technologies is the
first step toward the implementation of further features such
as, for example, Facial Coding to analyze the user’s emotions
and cognitive load so as to decline the user interface on them.
Finally, what is proposed in this paper represents a pragmatic
solution for those production realities really interested in tak-
ing the first steps towards a Human Centered approach.
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