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The support vector machine (SVM) is one of the most popular classification algorithms.
In the SVM, the minimum distance from the separating hyperplane to training samples
of one class is called margin and the SVM is trained so that the margin is maximized
under the constraint that the margin of one class is the same as that of the other. (The
resulting separating hyperplane is called optimal separating hyperplane.)

Much research has been conducted to improve the generalization ability of the
SVMs. Especially, because SVMs are basically binary classifiers, the extension to
multi-class problems is not unique. Thus several multi-class SVMs have been devel-
oped.

Among them, divide-and-conquer types of SVMs are widely used: one-against-all
(OAA) SVMs and one-against-one (OAO) SVMs. The OAA SVM consists of n binary
classifiers that separate one class from the remaining classes, where n is the number
of classes, and classifies a sample into the class with the maximum decision output.
The OAO SVM consists of n(n — 1)/2 binary classifiers, which separate one class
from another, and classifies a sample by voting.

Another approach is all-together (AT) SVMs, in which the decision functions that
separate any one class from others are determined simultaneously.

The conventional wisdom is that the generalization abilities of AT SVMs are not
so good compared to those of OAA or OAO SVMs although the computational com-
plexity of AT SVMs is much higher.

A series of research by Tatsumi and Tanino is an attempt to defy this conventional
wisdom. They notice that by the conventional AT SVM, unlike the binary SVM, margin
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maximization does not lead to maximizing the distance between the hyperplanes and
the training samples (geometrical margin). And they formulate the multi-objective
multi-class SVMs (MMSVMs) that maximize the geometrical margins. Through long
and complicated theoretical analysis, they have developed the MMSVM-OA, which
is based on the OAA SVM.

In training an MMSVM-OA, first an OAA SVM is trained. Then the parameter
values for the MMSVM-OA are determined, and the MMSVM-OA is trained based
on the decision functions determined by the OAA SVM. Computer experiments show
the effectiveness of the MMSVM-OA over the OAA SVM and the conventional AT
SVM.

Performance of multi-class SVMs can be measured by training time, classification
time, and the generalization ability. Let me discuss their approach by these measures.

As for the training time, training of the OAA SVM becomes the overhead for the
MMSVM-OA. Comparing the OAA and OAO SVMs, usually training of the OAO
SVM is faster, although their generalization abilities are comparable. So to speed up
training, is it possible to develop MMSVM-0OQ? Or is there any other way to speeding
up training?

Directed Acyclic Graph (DAG) SVMs (Platt et al. 2000; Kijsirikul and Ussivakul
2002), which are a variant of OAO SVMs, can speed up classification. Is it possible
to incorporate this type of tree architecture to speed up classification?

In the literature several approaches have been discussed to improve generalization
ability of SVMs. The optimal separating hyperplane is optimal when the distributions
of class data are unknown. However, it is not optimal when they are known. For
instance, if each class in a two-class problem obeys a different Gaussian distribution,
the optimal separating hyperplane is no longer optimal. To improve generalization
ability in such a situation, the Mahalanobis metric is introduced into SVMs (Lanckriet
etal. 2002; Huang et al. 2006; Shivaswamy and Jebara 2007; Yeung et al. 2007; Xue et
al.2011; Abe 2012). Is it possible to introduce the Mahalanobis metric into MMSVM?

In the computer experiments, the best cross-validation (CV) accuracies are used to
compare generalization abilities of the classifiers. The CV accuracies are often used
in the literature, but they may introduce some bias in comparison.

To make comparison fair, in training the SVM, special care should be taken to
avoid using the information of the test data set. Comparison with the best CV accuracy
violates this condition: because the best CV accuracy is selected from among the CV
accuracies for different hyperparameter values, the associated trained SVM implicitly
uses the information of the test data set.

In Table 7, MMSVM is inferior to OAA, especially for the vehicle and glass data
sets. Why does this happen?

Because of the kernel expansion (6), the solution of MMSVM is not sparse. But
because MMSVM-OA is based on the solution of OAA, the solution is sparse. There-
fore, MMSVM-OA is faster in training and classification than MMSVM. Does the
comparison of variables shown in Table 4 reflect this fact?

In conclusions, Tatsumi and Tanino’s approach is a new and innovative way of
improving the generalization ability of multi-class SVMs, and I believe that the
research will extend in many directions.
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