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1 A short historical discussion on sparsity

Sparsity is a phenomenon which has been highly discussed in the statistical literature
along the last three decades when studying multivariate data. It turns out that a sample
of n observations coming from a variable lying into some p-dimensional space is
more and more sparsely distributed as the dimension p increases. At least two fields
of Multivariate Statistics have born to face this problem. The first situation arises when
p is much higher than the sample size n itself. In that setting, sparsity appears through
the structure of the statistical model, and variable selection procedures play a main
role (see Biihlmann and Geer 2011 for general discussion). The second situation is
related to Nonparametric Statistics, where the sparseness effect leads to exponential
deterioration of rates of convergence of any estimates (see Stone 1982). This fact
motivated along the 1990s the development of semi-parametric statistics (see Hardle
et al. 2004 for general discussion).

Going with that, in the last two decades, there has been an increasing interest for
data being of continuous nature. In fact, because of both the wide scope of applied
problems related to that kind of data and the various methodological challenges that
the mathematical community has to face, functional data analysis (FDA) became
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a very active field of modern Statistics. In their paper, Professors Yao, Wu, and Zou
mention various general monographs which have contributed to popularizing FDA (see
Ramsay and Silverman 2002, 2005; Ferraty and Vieu 2006; Horvath and Kokoszka
2012). We would like to complete that by emphasizing on the various Special Issues
that have been devoted in the last few years to FDA, as well on applied journals like
Computational Statistics and Data Analysis (see Gonzédlez-Manteiga and Vieu 2007)
or Computational Statistics (see Valderrama 2007) as in more theoretical ones like
Statistica Sinica (see Davidian et al. 2004) or Journal of Multivariate Analysis (see
Goia and Vieu 2015 for the latest one).

Because FDA is aiming to develop statistical methods for infinite-dimensional
variables and because sparsity is a phenomenon linked with high-dimensional data,
both topics (FDA and sparsity) are naturally crossing quite often. As discussed before
for multivariate data, sparsity may appear both on the concentration of the data into
the functional space and on the model. Moreover, because each functional datum is in
reality observed on a finite grid, sparsity may also occur in a new way in FDA through
the number of observed discretized points. The literature on this kind of sparsity
phenomenon is rather developed (see for instance James et al. 2000; Yao et al. 2005;
Miiller and Yang 2010 for general discussions) and the authors Professors Yao, Wu,
and Zou bring a new and interesting contribution.

In the following, we will make some comments on these three ways where sparsity
phenomenon is crossing FDA (see Sect. 2) and will discuss some possible extensions
of the new probability-based methodology for dimensionality reduction proposed by
the authors (see Sect. 3) including, but not only, extensions towards the other notions
of sparsity discussed in Sect. 2.

2 Sparseness and FDA
Usually, a functional dataset can be seen as a finite sample

X]a"'ﬂxna

coming from a random variable x valued in some infinite-dimensional space E. In

practice, each functional object x; is only observed in a finite number of points {z i] ,J=
1, ..., n;}. Thus, the observed data are

xi=xith, i=1....n j=1,...n.

In the remainder of this section, we present some comments, and give some related
bibliography, on the three types of sparsity that can appear when one deals with
functional data.

(i) Sparsity in the functional space If E were finite dimensional (for instance, £ = R?
with euclidean topological structure), the sparsity phenomenon is usually highlighted
by the fact that the small ball probability function decreases dramatically with the
dimension p:

P(x € B(x0,€)) ~ceP, ase — 0,
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where x is a fixed element in E and B( o, €) denotes the ball with center x( and radius
€ > 0. As a consequence, nonparametric estimates have low rates of convergence of
the form n=%/(25+P) (see for instance Stone 1982 for discussion and examples of values
of §). In the functional setting, this problem is even more crucial since (for functional
space E endorsed with usual Hilbert or Banach topology) the small ball probability is
exponentially decreasing:

Ce™7

P(x € B(x0,€)) ~ce ", ase > 0,

(see Li and Shao 2001 for discussion and examples) leading to nonparametric esti-
mates having very poor rates of convergence of the form (logn)~® (see Ferraty and
Vieu 2006 for examples). The statistical community has developed various techniques
to overcome this difficulty, the most popular being nonparametric statistics with other
topological structures than Banach one (see Ferraty and Vieu 2006), functional adap-
tation of semi-parametric ideas like single index as in Ferraty et al. 2003 or Chen et al.
2011, projection pursuit as in Ferraty et al. 2013 or Chen et al. 2011, partial linear
modeling as in Aneiros and Vieu 2006 or Lian 2011 (see Goia and Vieu 2014 for a
short survey on semi-parametric functional statistics), or more generally, functional
additive modeling as in Ferraty and Vieu 2009 or Miiller and Yao 2008. The paper by
Professors Yao, Wu, and Zou contains also a nicely commented bibliography on the
topic.

(ii) Sparsity in the model An alternative way for controlling the dimensionality of the
data consists in introducing sparsity into the statistical model. Roughly speaking, it
consists in building statistical models using only a few number among the discretized
variables yx; (ti] ) rather than the whole matrix (x; (tl.] ))i=1,....n, j=1,....n; OT the continuous
dataset {x;, i = 1, ...n}. This approach is particularly adapted to situations where the
number of discretized points is large and only a few of them are expected to be impact
points. This question has been studied recently in the regression setting, mainly under
linear assumptions as for instance in McKeague and Sen (2010), Kneip and Sarda
(2011) or Aneiros and Vieu (2014) (see Aneiros and Vieu 2015a, b, respectively, for
semi- and nonparametric extensions).

(iii) Sparsity in the grids While two previous notions of sparsity are strongly related
with phenomenons arising also in multivariate statistics, the third one is specific to
the functional setting. It concerns situations which are almost completely opposed to
the one described in point ii) before in the sense that it has to front with datasets for
which the number n; of discretized observations of each functional element y; is small
(and sometimes, in addition, the data are irregularly distributed). One can find a wide
bibliographical discussion on this sparsely sampled curves situation through the paper
by Professors Yao, Wu, and Zou, which presents also an innovative contribution to
this field in the specific case when one has to deal with a curves classification problem.
More specifically, these authors propose to construct an effective dimension reduction
(EDR) space adapted to classification problems related to sparse functional data (we
refer to sparsity in the grids). For that, to avoid the homogeneity in the binary response,
they suggest to construct the EDR space by slicing the data based on conditional class
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probabilities of observations rather than on the response itself. This idea is supported
from a theoretical point of view.

3 Discussion and tracks

We begin this section by showing some concerns on the procedure proposed by Profes-
sors Yao, Wu, and Zou to estimate the EDR space. To estimate such space, estimates
for both the unconditional mean m (-, -) and the covariance operator > (see Sect. 3) are
needed, and the authors propose to apply local linear smoothing on the pooled data;
that is, the sample to use consists of the discretized data from the whole set of curves.
Specifically, the proposed estimators assign the same weight to each observation, in
such a way that the weight received by a subject i increases as the number of obser-
vations n; does; see Yao et al. (2005) for a theoretical study of those estimators when
applied on sparse data. Actually, in the statistical literature there exist other proposals
to estimate m (-, -) and >_, which present a nice asymptotic behavior (including optimal
uniform convergence rates); we refer to the estimators studied in Li and Hsing (2010),
where the same weight is assigned to each subject. It is worth to be noted that, apart
from their optimality, another advantage of the estimators suggested in Li and Hsing
(2010) is the fact that their use is justified under both sparse and dense data (actually,
in practice, not always clear what kind of data are handled). We would like to know
the feelings of the authors about to consider in their proposal for estimating the EDR
space the estimates given in Li and Hsing (2010) instead of those studied in Yao et al.
(2005). Our second concern is related to the bandwidth selector used in the nonpara-
metric estimates. Specifically, the authors suggest to select the bandwidth parameters
ignoring the within-curve correlation, this recommendation being based on Theorem
2 in Lin and Carroll (2000). Actually, it is not clear that such result is applicable in
the setting of the paper by Professors Yao, Wu, and Zou. Thus, we consider that some
additional discussion on bandwidth selection would be welcome.

One good measuring for the scientific impact of a paper is not only to look at
the specific problem which is solved but also to the new research lines that it is
opening. Clearly this paper belongs to this category, and overpassing the new method
proposed by Professors Yao, Wu, and Zou for dealing with sparsely sampled curves
discrimination, our feeling is that the main ideas of this paper will be used in the future
in many other situations. We would like to point a few of them.

The first natural question emerging from this paper is about the possible links
with other sparsity situations as described before in Sect. 2. Of course, although it
might seem surprising because of linguistic similarities (since both are using some
sparsity ideas), situations ii) and iii) are concerned with two different kinds of data
and their crossing is certainly unrealistic. In counterpart, crossing situations i) and
iii) seems much more interesting. Why would not it be possible to use your curves
classification algorithm in a fully nonparametric model, that is, without any kind of
linearity assumptions?

An other natural idea, which is sparsely discussed along the bibliographical parts of
the paper, concerns other kinds of problems than classification. For instance, one could
obviously be interested in using your probability-enhanced ideas in situations where
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the response is more complicated than a simple binary one, as in regression problems
with scalar (or even functional) response. Our feeling is that such an extension (at
least for scalar response) would not be too difficult. One could also have in mind
unsupervised classification situations, but adaptation to this case requires certainly
much more developments.
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