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#### Abstract

This paper studies a class of dynamical systems that model multi-species ecosystems. These systems are 'resource bounded' in the sense that species compete to utilize an underlying limiting resource or substrate. This boundedness means that the relevant state space can be reduced to a simplex, with coordinates representing the proportions of substrate utilized by the various species. If the vector field is inward pointing on the boundary of the simplex, the state space is forward invariant under the system flow, a requirement that can be interpreted as the presence of non-zero exogenous recruitment. We consider conditions under which these model systems have a unique interior equilibrium that is globally asymptotically stable. The systems we consider generalize classical multispecies Lotka-Volterra systems, the behaviour of which is characterized by properties of the community (or interaction) matrix. However, the more general systems considered here are not characterized by a single matrix, but rather a family of matrices. We develop a set of 'explicit conditions' on the basis of a notion of 'uniform diagonal dominance' for such a family of matrices, that allows us to extract a set of sufficient conditions for global asymptotic stability based on properties of a single, derived matrix. Examples of these explicit conditions are discussed.
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## 1. Introduction

The study of the stability of ecosystems has a long history, both amongst ecologists and mathematical modellers. The classical view, which prevailed amongst ecologists for

[^0]a long time, was that the more complex a community is, the more stable it is (MacArthur, 1955; Elton, 1958). This intuitive view was radically challenged through studies of various mathematical models by many authors (e.g. May 1972, 1973; Gilpin, 1975; Goh and Jennings, 1977). In spite of this, doubt still remains about the relationship between complexity and stability in real communities, which may have special properties not accounted for in the 'random assemblage' mathematical models usually cited in opposition to the classical view (Begon et al., 1996, Chap. 23; Weiher and Keddy, 1999; Loreau et al., 2002; Kondoh, 2003).

Most modelling approaches to stability issues have taken a demographic perspective, concentrating on communities characterized by the number density, identity and interactions of component species (Begon et al., 1996, pp. 792-793). In particular, the most intensively explored class of models are those of Lotka-Volterra (L-V) type, defined by a system of ordinary differential equations of the form:

$$
\begin{equation*}
\frac{d N_{i}}{d t}=N_{i}\left(r_{i}+\sum_{j=1}^{n} a_{i j} N_{j}\right), \quad 1 \leq i \leq n, \tag{1}
\end{equation*}
$$

where $N_{i}$ is the population density of the $i$ th species, $r_{i}$ is its intrinsic growth rate, and $a_{i j}$ is the (constant) interaction coefficient, specifying the manner in which species $i$ interacts with species $j$ (positive, negative or zero), and the strength of this interaction. The matrix $A=\left(a_{i j}\right)$ is called the community (or interaction) matrix, and much work has been devoted to characterizing various stability properties (both local and global) in terms of properties of this matrix (reviewed in Hofbauer and Sigmund, 1998, Chap. 15; see also Siljak, 1978 and Logofet, 1993). One of the earliest and most fundamental of such results says that if $A$ is a dissipative matrix and the L-V system admits a positive equilibrium point, then the equilibrium is both unique and globally stable (Volterra, 1931; Harrison, 1979). A matrix is dissipative (called Volterra-Lyapunov stable by Hofbauer and Sigmund, 1998, Section 15.3) if there exists a positive, diagonal matrix $Q$ such that $Q A+A^{T} Q$ is negative definite. Sufficient conditions for $A$ to be dissipative have been studied by many authors: for example, $A$ is dissipative if it is anti-symmetric (Case and Casten, 1979). Of particular interest in the present context is the demonstration by Ikeda and Siljak (1980) that $A$ is dissipative if it has a dominant diagonal (Takayama, 1985, Chap. 4).

In this paper we consider a more general class of ecosystem models than those of L-V type described above-see Section 2, Equations (4)-designed to represent a fundamental aspect of competition. Competition mechanisms can be classified into two types: exploitation and interference (Miller, 1967). Exploitation competition refers to competition arising from the joint exploitation of common limiting resources, and interference competition refers to disruption of access to necessary resources for one species by the activity of another species. For example, the famous model of MacArthur and Levins (1967) analyses an exploitation-competition community in which the interaction coefficients express the degree of resource overlap between competing species, leading to a symmetric community matrix characterized in terms of niche partitioning. They showed that this system has a unique, globally stable equilibrium. The class
of models we consider also focus primarily on exploitation competition-that is, on ecosystems that are 'resource bounded'-but leave open whether direct species-tospecies interactions are competitive or facilitative (Abrams, 1987; Bruno et al., 2003; Day and Young, 2004).

We derive various conditions for the existence of a unique equilibrium that is globally stable. In particular, we formulate and prove a generalization of the result of Ikeda and Siljak (1980) that the community matrix of an L-V system is dissipative if it has a dominant diagonal. This generalization leads to a set of explicit conditions that imply global stability. For $n$-species systems, these explicit conditions are specified by a set-function $r:\{1,2, \ldots, n\} \rightarrow\{0,1,2, \ldots, n\}$, with each such function defining a subclass of potentially globally stable systems. Such systems are then actually globally stable if a certain matrix, defined by $r$, is an $M$-matrix (i.e., a matrix whose off-diagonal entries are nonpositive and all of whose successive principal minors are positive). We give examples for 2 -species systems in which $r(i)=0$ for each $i=1,2$ (Example 4). We also consider a specific subclass of our general class of models, which we call generalized L-V systems (Example 5). These reduce to systems of classical L-V form (1) when there is a stable outcome in which all the underlying limiting resources are exploited (i.e. no spare capacity). However, we consider this class of $n$-species systems when this is not a possible outcome. In this case, we show that species indices $i$ for which $r(i)=0$ determine a subsystem of semi-neutral form (i.e. having no direct inter-species interactions). We also analyse generalized L-V systems when the explicit conditions are specified by the identity function $r(i)=i$ for each $i$.

The class of resource-bounded model ecosystems we consider is described in general terms in Section 2. A crucial property that we impose on these dynamical systems is that they should be 'inward pointing' on the boundary of their state space (a simplex). This implies that no species can go extinct, a property that is guaranteed for systems with (sustained) exogenous recruitment. The condition also implies that there is no stable state in which all the underlying resources are exploited. Section 3 relates this inward-pointing condition to the theory of the index of an equilibrium and the famous Poincaré-Hopf Theorem (Milnor, 1965), from which general conditions for the existence, uniqueness and global stability of an equilibrium can be obtained (Theorem 1). This is then related to properties of the Jacobian of the dynamical system. We discuss what we call 'semineutral' systems (Section 3.2). These are systems in which there are no direct species-tospecies interactions, except possibly negative self-interactions (i.e. intra-specific competition). Thus, semi-neutral systems exhibit (almost) pure exploitative competition and are sustained by exogenous recruitment. Section 4 introduces diagonal dominance and its extension to 'uniform diagonal dominance'. As noted above, our generalization of the result of Ikeda and Siljak (1980) is then proved (Theorems 2 and 3), and associated explicit conditions derived (Sections 4.3 and 4.4). Section 5 applies the general theory of Sections 3 and 4 to systems of quadratic form, and finds conditions for these to have a unique globally stable equilibrium (Theorem 6 and Proposition 5). Section 6 gives examples of explicit conditions for uniform row- and column-diagonal dominance for quadratic systems, in particular for generalized L-V systems, as discussed above. Section 7 concludes with a summary and general discussion. Appendix A contains the more technical mathematical material.

## 2. Resource-bounded ecosystems

### 2.1. The model

Consider a system (e.g. an ecosystem) that can sustain $n$ 'species', numbered $1,2, \ldots, n$. We assume that the system has a maximum carrying capacity $K$ in the sense that the total quantitative representation of the $n$ species cannot exceed $K$. That is, if $N_{i}$ is a quantitative measure of the representation of species $i$ in some common currency, then $0 \leq N_{i} \leq K$ and $N=\sum_{i=1}^{n} N_{i} \leq K$. A species must capture some part of the capacity $K$ in order to be represented in the system. We introduce the 'spare capacity' variable:

$$
\begin{equation*}
N_{0}=K-N, \tag{2}
\end{equation*}
$$

so that

$$
\begin{equation*}
N_{0}+N_{1}+\cdots+N_{n}=K . \tag{3}
\end{equation*}
$$

We regard the species as competing for a common resource in the form of spare capacity, some part of which they must capture in order to increase their representation. We refer to this limiting resource as the substrate for the system.

How a species is represented depends on the nature of the system. For example, $K$ and $N_{i}$ may be measured in the common currency of biomass, density or concentration. Thus, the finite carrying capacity assumption implies that an ecosystem can support only a finite quantity of biomass, which will depend on the underlying level of primary production and the net flows of energy into and out of the system. For molecular species, the common currency is usually taken to be the concentrations of the constituent (bio-)chemical species. Alternatively, if $K$ is a fixed spatial area, and the species are all sessile organisms that grow laterally into space, then the limiting substrate is a space, and $N_{i}$ can be taken as the area occupied by species $i$. This is typical of plant-species communities.

Now assume that the ecosystem dynamics has the quadratic form:

$$
\begin{equation*}
\dot{N}_{i}=\sum_{j=0}^{n} a_{i}^{j} N_{j}+\sum_{j, k=0}^{n} b_{i}^{j k} N_{j} N_{k} \quad(1 \leq i \leq n) . \tag{4}
\end{equation*}
$$

In order to preserve the constraint (3), we take $\dot{N}_{0}=-\dot{N}_{1}-\cdots-\dot{N}_{n}$. This implies that condition (3) is maintained along trajectories with initial conditions that satisfy (3). However, additional constraints are required to ensure that trajectories remain in the biologically meaningful positive quadrant $N_{i} \geq 0$ for $0 \leq i \leq n$. We discuss such constraints later in this section.

The constants $a_{i}^{j}$ and $b_{i}^{j k}$ define species-environment and between-species interactions respectively, and satisfy the symmetry condition $b_{i}^{j k}=b_{i}^{k j}$. In particular $a_{i}^{0}$ can be regarded as the direct rate of recruitment from the external environment of species $i$ onto available substrate (spare capacity) $N_{0}$, or induced production due to some external stimulus. With this interpretation it is natural to assume that $a_{i}^{0} \geq 0$. The coefficient $a_{i}^{j}$ for $j \geq 1$ specifies a direct contribution of species $j$ to the growth rate of species $i$ that is mediated neither by interaction with the underlying substrate $N_{0}$ nor by interactions with other species. For example, these terms could represent transition rates between life stages, size
classes or condition states (from state $j$ to state $i$ ), such as an organism in a juvenile (pre-sexual) life stage moving to a mature (sexual) stage. Alternatively, species $j$ could produce a substance that is utilized by species $i$ to enhance (or inhibit) its growth rate. For $j=i$, a natural interpretation of $a_{i}^{i}$ is as a total mortality or emigration rate for species $i$ (i.e. the rate of transition to all other states, including death or the external environment), in which case $a_{i}^{i}<0$. Thus, if $\rho_{i}$ is the positive net death or emigration rate of species $i$, then under this interpretation we require the 'conservation' condition $\rho_{i}+\sum_{j=1}^{n} a_{j}^{i}=0$. In many of the examples considered in this paper we assume that $a_{i}^{j}=0$ for $j \neq i$, so that $\rho_{i}=-a_{i}^{i}$. However, this assumption is not necessary for the general theory.

The species-substrate interaction coefficient, $2 b_{i}^{j 0}$, can be regarded as the rate of recruitment of species $i$ into the system due to the interaction of species $j$ with the underlying substrate; e.g. by production of propagules of species $i$, or by "preparing the ground" by rendering the available substrate more (or less) favourable to external recruitment of species $i$ (effectively boosting or inhibiting $a_{i}^{0}$ ). This could be negative if the action of species $j$ inhibits access of species $i$ to substrate, say by producing an inhibitory substance (i.e. interference competition). In particular, for $j=i, 2 b_{i}^{i 0}$ can be regarded as the rate at which established species $i$ utilizes available substrate to enhance its own recruitment/growth if it is positive, or as a density-dependent inhibition effect on the intrinsic recruitment rate $a_{i}^{0}$ if it is negative. On the other hand, $b_{i}^{j k}$ for $j, k \geq 1$ determines the rate of recruitment/growth (or loss) of species $i$ due to direct interaction between species $j$ and $k$ : for example, if $j$ and $k$ interact to produce a substance that promotes (or inhibits) the growth of species $i$. In particular, if $b_{i}^{i j}<0$ and $b_{j}^{i j}>0$, then $b_{i}^{i j}$ can represent the rate of loss of species $i$ due to predation by species $j$, with $b_{j}^{i j}$ the rate of gain of species $j$ due to predation on species $i$. If $b_{i}^{i j}<0$ and $b_{j}^{i j}<0$, then the interaction between species $i$ and species $j$ is one of direct interference competition, and if $b_{i}^{i j}>0$ and $b_{j}^{i j}>0$, then the interaction is mutualistic. Finally, it is perhaps most natural to suppose that $b_{i}^{00}=0$, unless the "substrate" interacts with itself autocatalytically to either promote or inhibit recruitment of species $i$. However, in general we shall not assume that $b_{i}^{00}=0$ in the formal considerations that follow.

### 2.2. Proportion variables

It is convenient to work with proportion variables, $x_{i}=N_{i} / K$ for $0 \leq i \leq n$. Thus, from (3) we have:

$$
\begin{equation*}
x_{0}+x_{1}+\cdots+x_{n}=1 . \tag{5}
\end{equation*}
$$

Since $K$ is constant, the ecosystem dynamics (4) can be expressed in terms of the proportion variables:

$$
\begin{equation*}
\dot{x}_{i}=\sum_{j=0}^{n} a_{i}^{j} x_{j}+\sum_{j, k=0}^{n} \gamma_{i}^{j k} x_{j} x_{k} \quad(1 \leq i \leq n), \tag{6}
\end{equation*}
$$

where $\gamma_{i}^{j k}=K b_{i}^{j k}$, and $\dot{x}_{0}=-\dot{x}_{1}-\cdots-\dot{x}_{n}$. It follows that the constraint (5) is maintained along trajectories. If the constraints $x_{i} \geq 0$ for $0 \leq i \leq n$ are also maintained along
trajectories, then the biologically relevant state space for this dynamical system is the $n$-dimensional simplex

$$
\begin{equation*}
\Delta=\left\{x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}: 0 \leq x_{i} \leq \sum_{j=1}^{n} x_{j} \leq 1\right\} . \tag{7}
\end{equation*}
$$

Thus, we may write (6) in the form $\dot{x}=g(x)$, where $g: \Delta \rightarrow \mathbf{R}^{n}$ defines a smooth vector field on $\Delta$.

By substituting $x_{0}=1-\sum_{i=1}^{n} x_{i}$ into (6), we may write

$$
\begin{equation*}
g_{i}(x)=c_{i}+\sum_{j=1}^{n} A_{i}^{j} x_{j}+\sum_{j, k=1}^{n} \Gamma_{i}^{j k} x_{j} x_{k} \quad(1 \leq i \leq n) \tag{8}
\end{equation*}
$$

where:

$$
\begin{align*}
& c_{i}=a_{i}^{0}+\gamma_{i}^{00}  \tag{9a}\\
& A_{i}^{j}=a_{i}^{j}-a_{i}^{0}+2 \gamma_{i}^{0 j}-2 \gamma_{i}^{00}  \tag{9b}\\
& \Gamma_{i}^{j k}=\gamma_{i}^{j k}-\left(\gamma_{i}^{j 0}+\gamma_{i}^{0 k}\right)+\gamma_{i}^{00} . \tag{9c}
\end{align*}
$$

Here $c_{i}$ is the net rate of recruitment from or loss to the external environment; $A_{i}^{j}$ is the net direct effect of species $j$ on the growth rate of species $i$; and $\Gamma_{i}^{j k}$ is the net effect on the growth rate of species $i$ due to interactions between species $j$ and $k$ (and the substrate). Thus, $c=\left(c_{1}, \ldots, c_{n}\right)$ is an $n$-vector, $A=\left(A_{i}^{j}\right)$ is an $n \times n$ matrix, and $\Gamma_{i}=\left(\Gamma_{i}^{j k}\right)$ is a symmetric $n \times n$ matrix for each $i$, so that $\Gamma=\left(\Gamma_{1}, \ldots, \Gamma_{n}\right)$ is a (2,1)-tensor. We may therefore write the vector field $g: \Delta \rightarrow \mathbf{R}^{n}$ in the form

$$
\begin{equation*}
g(x)=c+A x+x \cdot \Gamma x \quad(x \in \Delta) . \tag{10}
\end{equation*}
$$

### 2.3. The inward-pointing condition

To ensure that the constraints (5) and $x_{i} \geq 0$ for $0 \leq i \leq n$ are maintained along trajectories of the system (8), we assume that $g$ is inward pointing on the simplex boundary $\partial \Delta .{ }^{1}$ That is, if $e_{i}$ is the $i$ th unit standard coordinate vector in $\mathbf{R}^{n}$, then $g_{i}(x)=e_{i} \cdot g(x)>0$ whenever $x_{i}=0(1 \leq i \leq n)$, and $g_{0}(x)=-e \cdot g(x)>0$ whenever $x_{0}=0\left(\right.$ where $\left.e=\sum_{i=1}^{n} e_{i} \in \mathbf{R}^{n}\right)$. This means that $\Delta$ is forward invariant under the flow of the dynamical system $\dot{x}=g(x)$ on $\mathbf{R}^{n}$. Because the inequalities on the boundary are strict, this also implies that no species, once established, can become extinct. In particular $g(x)$ is nowhere zero on $\partial \Delta$. This inward-pointing condition provides an important contribution to the self-sustaining nature of globally stable ecosystems.

[^1]Example 1 (1-species systems). For the case of one species, $n=1$, we have:

$$
g_{1}\left(x_{0}, x_{1}\right)=a_{1}^{0} x_{0}+a_{1}^{1} x_{1}+\gamma_{1}^{00} x_{0}^{2}+2 \gamma_{1}^{01} x_{0} x_{1}+\gamma_{1}^{11} x_{1}^{2}
$$

with $x_{0}+x_{1}=1$. In the form (10) this is:

$$
g_{1}\left(x_{1}\right)=\left(a_{1}^{0}+\gamma_{1}^{00}\right)+\left(a_{1}^{1}-a_{1}^{0}+2 \gamma_{1}^{01}-2 \gamma_{1}^{00}\right) x_{1}+\left(\gamma_{1}^{11}-2 \gamma_{1}^{01}+\gamma_{1}^{00}\right) x_{1}^{2} .
$$

To be inward pointing on the interval $0 \leq x_{1} \leq 1$, we require $g_{1}(1,0)>0$ and $g_{1}(0,1)<0$. That is,

$$
g_{1}(1,0)=a_{1}^{0}+\gamma_{1}^{00}>0 \quad \text { and } \quad g_{1}(0,1)=a_{1}^{1}+\gamma_{1}^{11}<0
$$

For example, taking $\gamma_{1}^{00}=0$ (no interaction of the substrate with itself that affects the growth of species 1), we then require the exogenous recruitment rate to available substrate $a_{1}^{0}>0$. We also require $a_{1}^{1}+\gamma_{1}^{11}<0$. For example, if $\gamma_{1}^{11} \leq 0$, then there is either no autocatalytic action of species-1 on itself, or a self-interference effect (intra-specific competition). If $a_{1}^{1}<0$, then $a_{1}^{1}+\gamma_{1}^{11}<0$ is satisfied in either case. Here, as discussed above, $\rho_{1}=-a_{1}^{1}$ can be interpreted as the linear death rate of species- 1 , which may be enhanced by self-interference if $\gamma_{1}^{11}<0$. The quadratic term $2 \gamma_{1}^{01} x_{0} x_{1}$ can be interpreted as the rate of growth of species-1 due to utilization of available substrate (e.g. through endogenous recruitment).

Because $g_{1}\left(x_{1}\right)$ is a quadratic in $x_{1}$, being inward pointing is sufficient to guarantee the existence and global stability of a unique interior equilibrium $\bar{x}_{1} \in(0,1)$. However, this is clearly not the case in higher dimensions (more than 1 species).

Example 2 (2-species systems). In the notation of (10), a 2 -species system has the form

$$
\begin{align*}
& g_{1}\left(x_{1}, x_{2}\right)=c_{1}+A_{1}^{1} x_{1}+A_{1}^{2} x_{2}+\Gamma_{1}^{11} x_{1}^{2}+2 \Gamma_{1}^{12} x_{1} x_{2}+\Gamma_{1}^{22} x_{2}^{2},  \tag{11a}\\
& g_{2}\left(x_{1}, x_{2}\right)=c_{2}+A_{2}^{1} x_{1}+A_{2}^{2} x_{2}+\Gamma_{2}^{11} x_{1}^{2}+2 \Gamma_{2}^{12} x_{1} x_{2}+\Gamma_{2}^{22} x_{2}^{2} . \tag{11b}
\end{align*}
$$

There are three inward-pointing conditions: $\dot{x}_{i}>0$ when $x_{i}=0$ for $i=0,1,2$. These give three quadratic conditions

$$
\begin{align*}
q_{1}(x)= & c_{1}+A_{1}^{2} x+\Gamma_{1}^{22} x^{2}>0,  \tag{12a}\\
q_{2}(x)= & c_{2}+A_{2}^{1} x+\Gamma_{2}^{11} x^{2}>0,  \tag{12b}\\
q_{0}(x)= & \left(c_{1}+c_{2}+A_{1}^{2}+A_{2}^{2}+\Gamma_{1}^{22}+\Gamma_{2}^{22}\right) \\
& +\left\{A_{1}^{1}+A_{2}^{1}-A_{1}^{2}-A_{2}^{2}+2\left(\Gamma_{1}^{12}+\Gamma_{2}^{12}\right)-2\left(\Gamma_{1}^{22}+\Gamma_{2}^{22}\right)\right\} x \\
& +\left\{\Gamma_{1}^{11}+\Gamma_{2}^{11}-2\left(\Gamma_{1}^{12}+\Gamma_{2}^{12}\right)+\Gamma_{1}^{22}+\Gamma_{2}^{22}\right\} x^{2}<0, \tag{12c}
\end{align*}
$$

for $0 \leq x \leq 1$. In particular, (12a) is satisfied if $c_{1}>0, c_{1}+A_{1}^{2}+\Gamma_{1}^{22}>0$ and $\Gamma_{1}^{22} \leq 0$. Similarly, (12b) is satisfied if $c_{2}>0, c_{2}+A_{2}^{1}+\Gamma_{2}^{11}>0$ and $\Gamma_{2}^{11} \leq 0$. Also, (12c) is satisfied if $c_{1}+c_{2}+A_{1}^{2}+A_{2}^{2}+\Gamma_{1}^{22}+\Gamma_{2}^{22}<0, c_{1}+c_{2}+A_{1}^{1}+A_{1}^{2}+\Gamma_{1}^{11}+\Gamma_{2}^{11}<0$ and $\Gamma_{1}^{11}+\Gamma_{2}^{11}-2\left(\Gamma_{1}^{12}+\Gamma_{2}^{12}\right)+\Gamma_{1}^{22}+\Gamma_{2}^{22} \geq 0$.

## 3. Equilibria

### 3.1. The index, uniqueness and global stability

Consider a $C^{1}$ vector field $g$, defined on an open set in $\mathbf{R}^{n}$ containing $\Delta$, and satisfying the inward-pointing condition on $\partial \Delta$. The inward-pointing condition implies that there exists a sufficiently small $\delta>0$ such that $f(x)=x+\delta g(x) \in \Delta$ whenever $x \in \Delta$ (because $\Delta$ is compact). Notice that $f: \Delta \rightarrow \Delta$ is a continuous map, and hence has at least one fixed point in $\Delta$ by Brouwer's Fixed Point Theorem (Milnor, 1965). Fixed points of $f$ are the same as zeros of $g$ and hence they are equilibria of the dynamical system $\dot{x}=g(x)$. Further, since $g(x)$ is nowhere zero on $\partial \Delta$, every equilibrium lies in the interior of $\Delta$.

Recall that $x \in \Delta$ is a regular point if det $D g(x) \neq 0$. By Sard's Theorem, almost all points are regular (Milnor, 1965). We make the following genericity assumption.

Assumption 1. Every equilibrium of $g(x)$ in $\Delta$ is regular.
This implies that $g(x)$ is injective in a neighbourhood of an equilibrium by the Inverse Function Theorem, and hence that every equilibrium is isolated. Assumption 1 almost always holds for naturally arising systems, which are generic. If it does not hold, then an $\varepsilon$-perturbation of the coefficients of $g$ will suffice to obtain the assumption.

Given a (regular) equilibrium $\bar{x} \in \operatorname{int} \Delta$, the index of $\bar{x}$ is defined by $\operatorname{ind}_{g}(\bar{x})=$ sign det $\operatorname{Dg}(\bar{x})$ (Milnor, 1965; Hofbauer and Sigmund, 1998). Note that the vector field $-g(x)$ points outwards on $\partial \Delta$. Of course, this has the same equilibria as $g(x)$, and it is clear that $\operatorname{ind}_{-g}(\bar{x})=(-1)^{n} \operatorname{ind}_{g}(\bar{x})$. The Poincaré-Hopf Theorem applies to outwardpointing vector fields, and states that, for such vector fields,

$$
\sum_{\text {equilibria } \bar{x} \in \Delta} \operatorname{ind}_{-g}(\bar{x})=\chi(\Delta)
$$

where $\chi(\Delta)$ is the Euler-characteristic of $\Delta$ (Milnor, 1965). Since $\Delta$ is a simplex, $\chi(\Delta)=1$, and hence $I_{g}=\sum_{\bar{x}} \operatorname{ind}_{g}(\bar{x})=(-1)^{n}$. It now follows that there can be only an odd number of (regular) equilibria in $\Delta$.

We wish to find conditions under which there is exactly one equilibrium. This is clearly true if sign det $D g(\bar{x})$ is constant on $\Delta$ (either +1 or -1 for all $x \in \Delta$ ). For then all equilibria have the same index, and $I_{g}= \pm m=(-1)^{n}$, where $m$ is the number of equilibria in $\Delta$, and +1 or -1 is their common index. It follows that $m=1$ and $\operatorname{ind}_{g}(\bar{x})=(-1)^{n}$ for the unique equilibrium $\bar{x}$. We therefore look for conditions under which sign $\operatorname{det} \operatorname{Dg}(x)$ is a non-zero constant on $\Delta$. This Index Theorem implies existence and uniqueness of an interior equilibrium. However, more than this, we seek conditions under which all the eigenvalues of $D g(x)$ have negative real parts. Clearly this implies that $D g(x)$ is nonsingular and sign det $D g(x)=(-1)^{n}$ for each $x \in \Delta$. However, although this implies that there is a unique interior equilibrium, it is not enough to imply that this equilibrium is globally stable. For this, we need the well-known sufficient condition for stability due to Lyapunov.

Theorem 1. Suppose that $g(x)$ is inward pointing on $\partial \Delta$ and that Assumption 1 holds. Suppose also that there is a real, symmetric, positive definite $n \times n$ matrix $Q$ such that
$Q D g(x)$ is negative definite on $\mathbf{R}^{n}$ for all $x \in \Delta$. Then there is a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

Indeed, that $Q D g(x)$ is negative definite implies that $D g(x)$ has eigenvalues with negative real parts, and hence that $\bar{x}$ exists and is unique by the Index Theorem above. In addition, $L(x)=\frac{1}{2} g(x) \cdot Q g(x)$ is a global Lyapunov function for $\bar{x}$, which yields global stability.

Note that the criterion of Theorem 1 is uniform in the sense that $Q$ must be a constant matrix, independent of $x$. It is elementary that a generic real matrix $A$ has eigenvalues with negative real parts if and only if there is a real, symmetric, positive definite matrix $Q$ such that $Q A$ is negative definite. However, the uniformity requirement of Theorem 1 is much stronger than this.

Remark 1. In fact, the existence of a $Q$ satisfying the conditions of Theorem 1 is itself sufficient to imply both the uniqueness of equilibrium and global stability, without appeal to the Index Theorem. Here we have chosen to separate the issue of the existence of a unique equilibrium from that of its global stability. Hence our appeal to the Index Theorem.

### 3.2. Semi-neutral systems

Semi-neutral systems provide an example in which the uniformity assumption on $Q$ in Theorem 1 can be weakened. By a semi-neutral system we mean a system of the form (6) in which the $n$ species do not interact directly with each other but compete only for the underlying substrate. However, we allow the possibility of intra-specific competition. If there is no intra-specific competition, the system is strictly neutral. Thus, in a semineutral system $a_{i}^{j}=0$ for $j \neq i, 1 \leq j \leq n$, and $\gamma_{i}^{j k}=0$ for all $0 \leq j, k \leq n$, except possibly the substrate interaction coefficients $\gamma_{i}^{i 0}$ and the self-interaction coefficients $\gamma_{i}^{i i}$. Assume that $a_{i}^{i}=-\rho_{i}$, where $\rho_{i}>0$ is the death (or emigration) rate of species $i$, and also that $2 \gamma_{i}^{i 0}=\lambda_{i}$. As discussed in Section 2, if $\lambda_{i}>0$, this can be interpreted as the growth rate of established species $i$ due to utilization of available substrate, and if $\lambda_{i}<0$, it can be interpreted as a density effect, with established species $i$ inhibiting recruitment and/or growth of new representatives. We write $\kappa_{i}=-\gamma_{i}^{i i}$ and assume that $\kappa_{i} \geq 0$, so that this coefficient represents a self-inhibitory term. We interpret $a_{i}^{0}>0$ as the intrinsic exogenous recruitment rate of species $i$ onto available substrate. The system (6) therefore reduces to the form

$$
\begin{equation*}
\dot{x}_{i}=a_{i}^{0} x_{0}-\rho_{i} x_{i}+\lambda_{i} x_{i} x_{0}-\kappa_{i} x_{i}^{2} \quad(1 \leq i \leq n) . \tag{13}
\end{equation*}
$$

This can be written as $\dot{x}_{i}=\left(a_{i}^{0}+\lambda_{i} x_{i}\right) x_{0}-\rho_{i} x_{i}-\kappa_{i} x_{i}^{2}$, and we assume that the net substrate utilization rate $a_{i}^{0}+\lambda_{i} x_{i}$ is always positive (even when $\lambda_{i}<0$ ). This is the case if $a_{i}^{0}>-\lambda_{i}$. Also, (13) can be written as $\dot{x}_{i}=a_{i}^{0} x_{0}-\left(\rho_{i}-\lambda_{i} x_{0}\right) x_{i}-\kappa_{i} x_{i}^{2}$. Assume that species $i$ cannot persist without exogenous recruitment $\left(a_{i}^{0}=0\right)$. This is the case if $\rho_{i}-\lambda_{i} x_{0}$ is always positive (even when $\lambda_{i}>0$ ). Thus, assume that $\rho_{i}>\lambda_{i}$. Clearly,
$\dot{x}_{i}>0$ when $x_{i}=0$, provided there is exogenous recruitment ( $a_{i}^{0}>0$ ) and some available substrate ( $x_{0}>0$ ). Also,

$$
\dot{x}_{0}=-\sum_{i=1}^{n} \dot{x}_{i}=(\rho \cdot x)+\left(\kappa \cdot x^{2}\right)-\left(a_{0}+(\lambda \cdot x)\right) x_{0},
$$

where $a_{0}=\sum_{i=1}^{n} a_{i}^{0}$. It follows that $\dot{x}_{0}>0$ when $x_{0}=0$. The inward-pointing conditions are therefore satisfied.

Define a positive definite, diagonal matrix $Q(x)=\operatorname{diag}\left\{d_{1}\left(x_{1}\right), \ldots, d_{n}\left(x_{n}\right)\right\}$, by taking

$$
\begin{equation*}
d_{i}\left(x_{i}\right)=\frac{1}{a_{i}^{0}+\lambda_{i} x_{i}} . \tag{14}
\end{equation*}
$$

It is shown in Appendix A that $Q(x) D g(x)$ is negative definite for all $x \in \Delta$, from which it follows that the eigenvalues of $D g(x)$ all have negative real parts. Hence, from the Index Theorem (Section 3.1), there is a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$. Further, we show in Appendix A that $L(x)=\frac{1}{2} g(x) \cdot Q(x) g(x)$ is a global Lyapunov function for the system, and hence that $\bar{x}$ is globally asymptotically stable.

Observe from (13) that the unique equilibrium satisfies the equations

$$
\begin{equation*}
\bar{x}_{i}=\frac{1}{2 \kappa_{i}}\left\{-\left(\rho_{i}-\lambda_{i} \bar{x}_{0}\right)+\sqrt{\left(\rho_{i}-\lambda_{i} \bar{x}_{0}\right)^{2}+4 \kappa_{i} a_{i}^{0} \bar{x}_{0}}\right\} \quad(1 \leq i \leq n) . \tag{15}
\end{equation*}
$$

Since $\rho_{i}>\lambda_{i}$, it follows that $\bar{x}_{i} \rightarrow 0$ as $a_{i}^{0} \rightarrow 0$. Thus, if there is no exogenous recruitment $\left(a_{i}^{0}=0\right)$, then species $i$ is eliminated by competitive exclusion. This shows that, under the given assumptions, the non-zero equilibrium representation of any of the species depends essentially on exogenous recruitment.

## 4. Diagonal dominance

In this section we recall the basic theory of diagonal dominance for an $n \times n$ matrix. We then extend this to define a notion of uniform diagonal dominance for a matrix-valued function. This is used to determine explicit conditions under which a general differentiable dynamical system $\dot{x}=g(x)$, defined on a simplex, admits a unique, globally stable equilibrium. These conditions are then applied to quadratic systems of the form (10).

### 4.1. Diagonal dominance

Let $M_{n}(\mathbf{R})$ be the space of real, $n \times n$ matrices, and $M_{n}^{+}(\mathbf{R}) \subset M_{n}(\mathbf{R})$ the positive cone of those matrices having positive diagonal elements. For $\Omega \in M_{n}(\mathbf{R})$, define the derived matrix $\hat{\Omega} \in M_{n}(\mathbf{R})$ by: $\hat{\omega}_{i i}=\left|\omega_{i i}\right|$ and $\hat{\omega}_{i j}=-\left|\omega_{i j}\right|$ for $i \neq j$. Thus, $\hat{\Omega}$ has non-negative diagonal entries, and non-positive off-diagonal entries. Clearly, $\hat{\Omega} \in M_{n}^{+}(\mathbf{R})$ if $\Omega \in M_{n}^{+}(\mathbf{R})$, and in this case $\hat{\omega}_{i i}=\omega_{i i}$. For vectors $u, v \in \mathbf{R}^{n}$ we write $u>v$ (resp. $u \geq v$ ) to mean $u_{i}>v_{i}$ (resp. $u_{i} \geq v_{i}$ ) for $1 \leq i \leq n$. A vector $u$ is said to be positive (resp. non-negative) if $u>0$ (resp. $u \geq 0$ ).

Recall that $\Omega \in M_{n}(\mathbf{R})$ has a row-dominant diagonal if there exists a positive vector $d=\left(d_{1}, \ldots, d_{n}\right)^{T} \in \mathbf{R}^{n}$ such that $\hat{\Omega} d>0$. Explicitly, this means that there are positive constants $d_{1}, \ldots, d_{n}$ such that

$$
\begin{equation*}
d_{i}\left|\omega_{i i}\right|>\sum_{j \neq i} d_{j}\left|\omega_{i j}\right|, \quad 1 \leq i \leq n . \tag{16a}
\end{equation*}
$$

A matrix $\Omega$ has a column-dominant diagonal if its transpose, $\Omega^{T}$, has a row-dominant diagonal, that is, if there exists $c>0$ such that $\Omega^{T} c>0$. Equivalently:

$$
\begin{equation*}
c_{i}\left|\omega_{i i}\right|>\sum_{j \neq i} c_{j}\left|\omega_{j i}\right|, \quad 1 \leq i \leq n . \tag{16b}
\end{equation*}
$$

A key result concerning matrices with a dominant diagonal (either row or column) is:
Proposition 1. If $\Omega \in M_{n}(\mathbf{R})$ has a dominant diagonal then it is non-singular. If, in addition, $\Omega \in M_{n}^{+}(\mathbf{R})$, then the eigenvalues of $\Omega$ all have positive real parts.

See Takayama (1985, Chap. 4, Theorems 4.C. 1 and 4.C.2).
The row-dominant diagonal condition $\hat{\Omega} d>0$ is equivalent to the so-called HawkinsSimon (H-S) conditions for $\hat{\Omega}$ :

$$
\hat{\Omega}_{(k)}=\operatorname{det}\left(\begin{array}{cccc}
\hat{\omega}_{11} & \hat{\omega}_{12} & \cdots & \hat{\omega}_{1 k}  \tag{17}\\
\hat{\omega}_{21} & \hat{\omega}_{22} & \cdots & \hat{\omega}_{2 k} \\
\vdots & \vdots & & \vdots \\
\hat{\omega}_{k 1} & \hat{\omega}_{k 2} & \cdots & \hat{\omega}_{k k}
\end{array}\right)>0 \quad \text { for } 1 \leq k \leq n .
$$

That is, $\hat{\Omega}$ is an $M$-matrix (a matrix with non-positive off-diagonal entries all of whose successive principal minors are positive). See Takayama (1985, Chap. 4, Theorem 4.C.5). In fact, the H-S conditions imply that all the principal minors of $\hat{\Omega}$ are positive (i.e. the determinants of the submatrices obtained by choosing elements $\hat{\omega}_{i j}$ for $i, j$ in any non-empty subset $S \subseteq\{1,2, \ldots, n\}$ ). See Takayama (1985, Chap. 4, Corollary to Theorem 4.C.5). In particular, $\left|\omega_{i i}\right|=\hat{\omega}_{i i}>0$ for $1 \leq i \leq n$.

Remark 2. Clearly $\hat{\Omega}$ is an $M$-matrix if and only if $\hat{\Omega}^{T}$ is an $M$-matrix. It therefore follows that row-diagonal dominance and column-diagonal dominance are equivalent. If $\Omega \in M_{n}^{+}(\mathbf{R})$ (i.e. has positive diagonal entries), the row- or column-diagonal dominance conditions suffice to ensure that there exists a positive diagonal matrix $Q$ such that $Q \Omega$ is positive definite-see Araki and Kondo (1972), Ikeda and Siljak (1980), and Theorem 2 below.

### 4.2. Uniform diagonal dominance

Let $\Omega: \Delta \rightarrow M_{n}(\mathbf{R})$ be a continuous, matrix-valued function. The derived function $\hat{\Omega}$ : $\Delta \rightarrow M_{n}(\mathbf{R})$ is then also continuous, and takes values in $M_{n}^{+}(\mathbf{R})$ if $\Omega$ does.

We say that $\Omega$ has a uniformly row-dominant diagonal if there exists a vector $d>0$ such that $\hat{\Omega}(x) d>0$ for all $x \in \Delta$. Explicitly, there are positive constants $d_{1}, \ldots, d_{n}$ (independent of $x$ ) such that

$$
\begin{equation*}
f_{i}(x)=d_{i}\left|\omega_{i i}(x)\right|-\sum_{j \neq i} d_{j}\left|\omega_{i j}(x)\right|>0, \tag{18}
\end{equation*}
$$

for all $x \in \Delta$ and $1 \leq i \leq n$. If $\Omega^{T}: \Delta \rightarrow M_{n}(\mathbf{R})$ is the transpose function defined by $\Omega^{T}(x)=\Omega(x)^{T}$, then $\Omega$ has a uniformly column-dominant diagonal if $\Omega^{T}$ has a uniformly row-dominant diagonal, that is, if there exists a constant vector $c>0$ such that $\Omega^{T}(x) c>0$. Note that if $\Omega$ has a uniformly (row or column) dominant diagonal, then $\hat{\Omega}$ and $\hat{\Omega}^{T}$ take values in $M_{n}^{+}(\mathbf{R})$, whether or not $\Omega$ does.

Remark 3. Note that $\Omega(x)$ having a row-dominant diagonal implies that it also has a column-dominant diagonal (Remark 2). However, there is no reason to suppose that $\Omega(x)$ having a uniformly row-dominant diagonal implies that it has a uniformly columndominant diagonal (or vice versa). In particular, if $\Omega$ takes values in $M_{n}^{+}(\mathbf{R})$, we cannot conclude that there is a constant positive diagonal matrix $Q$ such that $Q \Omega(x)$ is positive definite for all $x$.

To apply these notions to a dynamical system $\dot{x}=g(x)$ on a neighbourhood of $\Delta$, consider the Jacobian matrix. Thus, if $g(x)$ is quadratic we can write $-D g(x)$ in the form

$$
\begin{equation*}
-D g(x)=\Omega(x)=\sum_{r=0}^{n} \Omega^{(r)} x_{r}, \quad \Omega^{(r)}=\left(\omega_{i j}^{(r)}\right), \quad 0 \leq r \leq n . \tag{19}
\end{equation*}
$$

In spite of the fact that row- and column-diagonal dominance are not in general equivalent, if it happens to be true that $\Omega$ has both a uniformly row- and a uniformly columndominant diagonal, then it is the case that a suitable $Q$ can be found for the application of Theorem 1. This is shown in the following theorem, proved in Appendix A.

Theorem 2. Let $g(x)$ be a $C^{1}$ vector field defined on a neighbourhood of $\Delta$ in $\mathbf{R}^{n}$ that is inward-pointing on $\partial \Delta$ and which satisfies Assumption 1. Suppose that $\Omega=-D g: \Delta \rightarrow$ $M_{n}^{+}(\mathbf{R})$ has both a uniformly row- and a uniformly column-dominant diagonal. Then there is a positive diagonal matrix $Q$ such that $Q D g(x)$ is negative definite on $\Delta$. Hence there is a unique equilibrium $\bar{x} \in$ int $\Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

A stronger theorem than Theorem 2 can be proved under the assumption that $\Omega$ has either a uniform row- or column-dominant diagonal, but not necessarily both. This does not rely on finding a symmetric, positive definite matrix $Q$ as in Theorem 2. Instead, different Lyapunov functions are used than that used in Theorem 1. The proof of the following theorem is given in Appendix A.

Theorem 3. Let $g(x)$ be a $C^{1}$ vector field defined on a neighbourhood of $\Delta$ in $\mathbf{R}^{n}$ that is inward-pointing on $\partial \Delta$ and which satisfies Assumption 1. Suppose that $\Omega=-D g: \Delta \rightarrow$ $M_{n}^{+}(\mathbf{R})$ has either a uniformly row-dominant diagonal or a uniformly column-dominant
diagonal. Then there is a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

### 4.3. General conditions for uniform diagonal dominance

We now consider conditions under which $\Omega: \Delta \rightarrow M_{n}(\mathbf{R})$ has a uniformly dominant diagonal. We develop these conditions for row dominance, but analogous conditions for column dominance can be obtained by replacing $\Omega$ by $\Omega^{T}$.

Let $e_{0}=0 \in \mathbf{R}^{n}$ be the vector obtained by taking $x_{1}=\cdots=x_{n}=0$ (equivalently, $x_{0}=1$ ), and $e_{r}$ the vector obtained by taking $x_{r}=1$ (and $x_{s}=0$ for $s \neq r$ ) for $1 \leq r \leq n$.

Proposition 2. Let $\Omega: \Delta \rightarrow M_{n}(\mathbf{R})$ be continuous. Suppose that $\left|\omega_{i i}(x)\right|$ is a concave function of $x \in \Delta$, and $\left|\omega_{i j}(x)\right|$ is a convex function of $x \in \Delta$ for $i \neq j$. Then $f_{i}(x)$ defined in (18) takes its minimum value $\underline{f}_{i}=\inf _{x \in \Delta} f_{i}(x)$ at (at least) one of the extreme points $x=e_{0}, e_{1}, \ldots, e_{n}$, that is,

$$
\begin{equation*}
\underline{f}_{i}=\min \left\{f_{i}\left(e_{0}\right), f_{i}\left(e_{1}\right), \ldots, f_{i}\left(e_{n}\right)\right\} . \tag{20}
\end{equation*}
$$

Proof: Write $f_{i}(x)=h_{i}(x)-k_{i}(x)$, where $h_{i}(x)=d_{i}\left|\omega_{i i}(x)\right|$, and $k_{i}(x)=$ $\sum_{j \neq i} d_{j}\left|\omega_{i j}(x)\right|$. By assumption, $h_{i}(x)$ is concave and $k_{i}(x)$ is convex, and hence $f_{i}(x)$ is concave. We may write $x \in \Delta$ as a convex combination of the extreme points of $\Delta$; i.e. $x=x_{0} e_{0}+x_{1} e_{1}+\cdots+x_{n} e_{n}$, with $x_{0}+x_{1}+\cdots+x_{n}=1$. Then $f_{i}(x)$ being concave implies that $f_{i}(x) \geq x_{0} f_{i}\left(e_{0}\right)+x_{1} f_{i}\left(e_{1}\right)+\cdots+x_{n} f_{i}\left(e_{n}\right)$, and (20) follows immediately.

Under the conditions of Proposition 2, it follows that $\Omega(x)$ has a uniformly rowdominant diagonal provided there is a $d>0$ for which $\underline{f}_{i}>0$ for all $1 \leq i \leq n$. From (18) and (20) $\underline{f}_{i}$ has the form

$$
\begin{equation*}
\underline{f}_{i}=d_{i} f_{i i}-\sum_{j \neq i} d_{j} f_{i j} \tag{21}
\end{equation*}
$$

with $f_{i i}>0$ and $f_{i j} \geq 0$. Thus, $\underline{f}_{i}>0$ for all $i$ is equivalent to the matrix $F=\left(f_{i j}\right)$ having a row-dominant diagonal. This in turn is equivalent to the $\mathrm{H}-\mathrm{S}$ conditions (17) for the matrix $\hat{F}=\left(\hat{f}_{i j}\right)$. Thus, if we can identify the $f_{i j}$ in terms of components of $\Omega$, to show uniform row-diagonal dominance, we are reduced to verifying a set of $n$ determinant conditions for the derived matrix $\hat{F}$.

### 4.4. Explicit conditions for uniform diagonal dominance

To proceed further involves identifying, for each $i$, which of the extreme values $f_{i}\left(e_{r}\right)$ determine the minimum $\underline{f}_{i}$ (see (20)). In principle, this may be different for different $d$. However, we shall seek more specialized conditions under which the minimizing extreme value is the same for all $d>0$. Such conditions are provided by the following proposition.

Proposition 3. Let $\Omega: \Delta \rightarrow M_{n}(\mathbf{R})$ satisfy the assumptions of Proposition 2 , and write $\Omega\left(e_{r}\right)=\Omega^{(r)}=\left(\omega_{i j}^{(r)}\right)$ for $0 \leq r \leq n$. Then sufficient conditions that $\underline{f}_{i}=f_{i}\left(e_{r}\right)$ for all
$d>0$ are:

$$
\begin{align*}
\left|\omega_{i i}^{(s)}\right| & \geq\left|\omega_{i i}^{(r)}\right| \quad \text { for } 0 \leq s \leq n,  \tag{22a}\\
\left|\omega_{i j}^{(r)}\right| & \geq\left|\omega_{i j}^{(s)}\right| \quad \text { for } 1 \leq j \leq n, j \neq i \text { and } 0 \leq s \leq n . \tag{22b}
\end{align*}
$$

Proof: $\underline{f}_{i}=f_{i}\left(e_{r}\right)$ for all $d>0$ only if $\ell_{i}^{(r, s)}(d)=f_{i}\left(e_{s}\right)-f_{i}\left(e_{r}\right) \geq 0$ for $0 \leq s \leq n$ and all $d>0$. But, from (18), $f_{i}\left(e_{r}\right)=d_{i}\left|\omega_{i i}^{(r)}\right|-\sum_{j \neq i} d_{j}\left|\omega_{i j}^{(r)}\right|$. Hence,

$$
\ell_{i}^{(r, s)}(d)=d_{i}\left\{\left|\omega_{i i}^{(s)}\right|-\left|\omega_{i i}^{(r)}\right|\right\}+\sum_{j \neq i} d_{j}\left\{\left|\omega_{i j}^{(r)}\right|-\left|\omega_{i j}^{(s)}\right|\right\}
$$

It follows that $\ell_{i}^{(r, s)}(d) \geq 0$ for all $d>0$ if conditions (22) hold.

If the conditions of the form (22) hold for each $i$, then we can identify an $r(i) \in$ $\{0,1, \ldots, n\}$ such that $f_{i}=f_{i}\left(e_{r(i)}\right)$ for all $d>0$ and $1 \leq i \leq n$. This defines a function $r:\{1,2, \ldots, n\} \rightarrow\{0, \overline{1}, 2, \ldots, n\}$. Given such a function, the coefficients $f_{i j}$ in (21) are precisely identified, and so the $n \mathrm{H}-\mathrm{S}$ determinant conditions (17) for the associated matrix $\hat{F}=\left(\hat{f}_{i j}\right)$ can be evaluated. If these conditions are satisfied, together with the assumptions of Proposition 2, then we can conclude that $A$ has a uniformly row-dominant diagonal. However, as noted in Remark 3, uniform row-diagonal dominance does not in general imply uniform column-diagonal dominance. In particular, Theorem 2 cannot be applied.

Nevertheless, under some circumstances, uniform row and column diagonal dominance are equivalent, and hence Theorem 2 can be applied. The simplest case occurs when $r$ is a constant function; i.e. $r(i)=m$ for some $m \in\{0,1, \ldots, n\}$ and all $1 \leq i \leq n$. In this case, $\hat{f}_{i i}=\left|\omega_{i i}^{(m)}\right|$ and $\hat{f}_{i j}=-\left|\omega_{i j}^{(m)}\right|$ for $j \neq i$, and conditions (22) are: $\left|\omega_{i i}^{(s)}\right| \geq\left|\omega_{i i}^{(m)}\right|$ for $1 \leq i \leq n$ and $0 \leq s \leq n$, and $\left|\omega_{i j}^{(m)}\right| \geq\left|\omega_{i j}^{(s)}\right|$ for $1 \leq i, j \leq n, j \neq i$ and $0 \leq s \leq n$. If the H-S conditions (17) also hold for $\hat{F}=\left(\hat{f}_{i j}\right)$, then we conclude that $\Omega$ has a uniformly row-dominant diagonal. However, conditions (22) also imply that $\left|\omega_{j i}^{(m)}\right| \geq\left|\omega_{j i}^{(s)}\right|$ for $1 \leq i, j \leq n, j \neq i$ and $0 \leq s \leq n$, and the H-S conditions for $\hat{F}$ are equivalent to the H-S conditions for $\hat{F}^{T}$. Thus, Propositions 2 and 3 imply that $\Omega$ has both a uniformly row and a uniformly column-dominant diagonal. Theorem 2 can then be applied to obtain:

Theorem 4. Let $g(x)$ be a $C^{1}$ vector field defined on a neighbourhood of $\Delta$ in $\mathbf{R}^{n}$ that is inward-pointing on $\partial \Delta$ and which satisfies Assumption 1. Let $\Omega=-D g(x): \Delta \rightarrow$ $M_{n}^{+}(\mathbf{R})$, and suppose that $\omega_{i i}(x)$ is a concave function of $x \in \Delta$ for $1 \leq i \leq n$, and $\left|\omega_{i j}(x)\right|$ is a convex function of $x \in \Delta$ for $1 \leq i, j \leq n, j \neq i$. Assume there is an $m \in\{0,1, \ldots, n\}$ such that $\omega_{i i}^{(s)} \geq \omega_{i i}^{(m)}$ for $1 \leq i \leq n, 0 \leq s \leq n$, and $\left|\omega_{i j}^{(m)}\right| \geq\left|\omega_{i j}^{(s)}\right|$ for $1 \leq i, j \leq n, j \neq i$ and $0 \leq s \leq n$. Suppose also that the $H$-S conditions (17) hold for the matrix $\hat{F}=\left(\hat{f}_{i j}\right)$ with entries $\hat{f}_{i i}=\omega_{i i}^{(m)}$ and $\hat{f}_{i j}=-\left|\omega_{i j}^{(m)}\right|$ for $j \neq i$. Then there is a positive diagonal matrix $Q$ such that is $Q D g(x)$ is negative definite on $\Delta$. Hence, there is a unique equilibrium $\bar{x} \in$ int $\Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

In the more general case in which $r:\{1,2, \ldots, n\} \rightarrow\{0,1,2, \ldots, n\}$ is not a constant function, Theorem 3 can be applied to obtain Theorem 5 below. We state the result
for row-diagonal dominance, but an analogous statement can be obtained for columndiagonal dominance by transposition.

Theorem 5. Let $g(x)$ be a $C^{1}$ vector field defined on a neighbourhood of $\Delta$ in $\mathbf{R}^{n}$ that is inward-pointing on $\partial \Delta$ and which satisfies Assumption 1. Let $\Omega=-\operatorname{Dg}(x): \Delta \rightarrow$ $M_{n}^{+}(\mathbf{R})$, and suppose that $\omega_{i i}(x)$ is a concave function of $x \in \Delta$ for $1 \leq i \leq n$, and $\left|\omega_{i j}(x)\right|$ is a convex function of $x \in \Delta$ for $1 \leq i, j \leq n, j \neq i$. Assume there is a function $r:\{1,2, \ldots, n\} \rightarrow\{0,1,2, \ldots, n\}$ such that $\omega_{i i}^{(s)} \geq \omega_{i i}^{(r(i))}$ for $1 \leq i \leq n, 0 \leq s \leq n$, and $\left|\omega_{i j}^{(r(i))}\right| \geq\left|\omega_{i j}^{(s)}\right|$ for $1 \leq i, j \leq n, j \neq i$ and $0 \leq s \leq n$. Suppose also that the $H$-S conditions (17) hold for the matrix $\hat{F}=\left(\hat{f}_{i j}\right)$ with entries $\hat{f}_{i i}=\omega_{i i}^{(r(i))}$ and $\hat{f}_{i j}=-\left|\omega_{i j}^{(r(i))}\right|$ for $j \neq i$. Then there is a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

## 5. Applications to quadratic systems

In this section, we apply the preceding discussion to quadratic systems of the form (10). To do this we require that $\Omega=-D g$ take values in $M_{n}^{+}(\mathbf{R})$. From (10),

$$
D_{i j} g(x)=\frac{\partial g_{i}(x)}{\partial x_{j}}=A_{i}^{j}+2 \sum_{r=1}^{n} \Gamma_{i}^{j r} x_{r}=A_{i}^{j} x_{0}+\sum_{r=1}^{n}\left(A_{i}^{j}+2 \Gamma_{i}^{j r}\right) x_{r},
$$

and hence, comparing with (19),

$$
\begin{equation*}
\omega_{i j}^{(0)}=-A_{i}^{j}, \quad \omega_{i j}^{(r)}=-\left(A_{i}^{j}+2 \Gamma_{i}^{j r}\right) \quad \text { for } 1 \leq r \leq n . \tag{23}
\end{equation*}
$$

To apply the theory of previous sections, we require the diagonal entries $\omega_{i i}^{(r)}$ to be positive for $1 \leq i \leq n, 0 \leq r \leq n$. We therefore make the following assumption.

Assumption 2. The coefficients $A_{i}^{i}$ and $A_{i}^{i}+2 \Gamma_{i}^{i r}$ are negative for $1 \leq i, r \leq n$.
It now follows from (23) that $\omega_{i i}(x)=\sum_{r=0}^{n} \omega_{i i}^{(r)} x_{r}>0$, and hence that $\Omega: \Delta \rightarrow$ $M_{n}^{+}(\mathbf{R})$.

Suppose the quadratic system $g(x)$ defined by (10) is inward pointing on $\partial \Delta$ and that Assumptions 1 and 2 hold for $g(x)$. Suppose also that there is a (constant) real, symmetric, positive definite matrix $Q$ such that $Q D g(x)$ is negative definite on $\mathbf{R}^{n}$. From (19), this implies that the quadratic form on $\mathbf{R}^{n}$ given by $q(u, x)=u \cdot Q \Omega(x) u$ is positive definite for each $x \in \Delta$. This is the case if and only if $q^{(r)}(u)=u \cdot Q \Omega^{(r)} u$ is positive definite for $0 \leq r \leq n$. Applying (19) and (23) together with Theorem 1 to this situation therefore yields:

Theorem 6. Suppose that the vector field $g(x)$ defined by (10) is inward-pointing on $\partial \Delta$ and that Assumptions 1 and 2 hold. Let $A=\left(A_{i}^{j}\right)$ and $G_{r}=\left(A_{i}^{j}+2 \Gamma_{i}^{j r}\right)$ for $1 \leq r \leq n$, and suppose that there is a real, symmetric, positive definite $n \times n$ matrix $Q$ such that $Q A$ and $Q G_{r}$ are negative definite on $\mathbf{R}^{n}$ for $1 \leq r \leq n$. Then there is a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$ of the system $\dot{x}=g(x)$, and $\bar{x}$ is globally asymptotically stable.

Example 3 (2-species systems). For the 2 -species system (11), assume that $g\left(x_{1}, x_{2}\right)$ is inward pointing on $\partial \Delta$. The $2 \times 2$ matrices $A, G_{1}, G_{2}$ are

$$
A=\left(\begin{array}{ll}
A_{1}^{1} & A_{1}^{2} \\
A_{2}^{1} & A_{2}^{2}
\end{array}\right), \quad G_{r}=\left(\begin{array}{ll}
A_{1}^{1}+2 \Gamma_{1}^{1 r} & A_{1}^{2}+2 \Gamma_{1}^{2 r} \\
A_{2}^{1}+2 \Gamma_{2}^{1 r} & A_{2}^{2}+2 \Gamma_{2}^{2 r}
\end{array}\right) \quad(r=1,2) .
$$

Suppose there is a positive diagonal matrix $Q=\operatorname{diag}\left\{d_{1}, d_{2}\right\}$ such that $Q A, Q G_{1}, Q G_{2}$ are negative definite. This is the case if and only if the symmetric parts of these matrices are negative definite: i.e., if and only if
$\sigma(Q A)=\left(\begin{array}{cc}d_{1} A_{1}^{1} & \frac{1}{2}\left(d_{1} A_{1}^{2}+d_{2} A_{2}^{1}\right) \\ \frac{1}{2}\left(d_{1} A_{1}^{2}+d_{2} A_{2}^{1}\right) & d_{2} A_{2}^{2}\end{array}\right)$,
$\sigma\left(Q G_{r}\right)=\left(\begin{array}{cc}d_{1}\left(A_{1}^{1}+2 \Gamma_{1}^{1 r}\right) & \frac{1}{2}\left\{d_{1}\left(A_{1}^{2}+2 \Gamma_{1}^{2 r}\right)+d_{2}\left(A_{2}^{1}+2 \Gamma_{2}^{1 r}\right)\right\} \\ \frac{1}{2}\left\{d_{1}\left(A_{1}^{2}+2 \Gamma_{1}^{2 r}\right)+d_{2}\left(A_{2}^{1}+2 \Gamma_{2}^{1 r}\right)\right\} & d_{2}\left(A_{2}^{2}+2 \Gamma_{2}^{2 r}\right)\end{array}\right)$
are negative definite. Each of these symmetric matrices has negative eigenvalues (and hence are negative definite) if and only if they have negative trace and positive determinant. A symmetric $2 \times 2$ matrix can have both these properties only if its diagonal entries are negative. We therefore obtain the following.

Proposition 4. For a 2 -species ecosystem (11) satisfying the inward-pointing conditions (Example 2) and Assumption 1, suppose there are positive constants $d_{1}$ and $d_{2}$ such that:

$$
\begin{align*}
& A_{i}^{i}, A_{i}^{i}+2 \Gamma_{i}^{i r}<0 \quad \text { for } 1 \leq i, r \leq 2,  \tag{24a}\\
& A_{1}^{1} A_{2}^{2}>\frac{1}{4 d_{1} d_{2}}\left(d_{1} A_{1}^{2}+d_{2} A_{2}^{1}\right)^{2},  \tag{24b}\\
& \left(A_{1}^{1}+2 \Gamma_{1}^{1 r}\right)\left(A_{2}^{2}+2 \Gamma_{2}^{2 r}\right)>\frac{1}{4 d_{1} d_{2}}\left\{d_{1}\left(A_{1}^{2}+2 \Gamma_{1}^{2 r}\right)+d_{2}\left(A_{2}^{1}+2 \Gamma_{2}^{1 r}\right)\right\}^{2}, \\
& \quad \text { for } r=1,2 \tag{24c}
\end{align*}
$$

Then the conclusion of Theorem 6 holds.
To apply Proposition 4 , observe that it suffices to assume that $d_{1}+d_{2}=1$. If the lefthand sides of (24b), (24c) are $\ell^{(r)}$ and the right-hand sides are $h^{(r)}\left(d_{1}, d_{2}\right), 0 \leq r \leq 2$, we can define three sets:

$$
D^{(r)}=\left\{d=d_{1} \in(0,1): d_{1}+d_{2}=1 \text { and } \ell^{(r)}>h^{(r)}\left(d_{1}, d_{2}\right)\right\} \quad(0 \leq r \leq 2) .
$$

Then (24b), (24c) are satisfied simultaneously only if $\hat{D}=\bigcap_{r=0}^{2} D^{(r)}$ is non-empty. This situation is illustrated in Fig. 1.

Note that the left-hand sides $\ell^{(r)}, 0 \leq r \leq 2$, involve only the diagonal entries of the matrices $A, G_{1}, G_{2}$, and the right-hand sides $h^{(r)}\left(d_{1}, d_{2}\right)$ involve only the off-diagonal entries. Further, it is easy to show that $D^{(r)} \rightarrow(0,1)$ as $\ell^{(r)} \rightarrow \infty$. It follows that (24b), (24c) will always hold provided $\min _{r} \ell^{(r)}$ is sufficiently large. From (24a), for a fixed set of other parameters, this is the case if $A_{i}^{i}$ are sufficiently large and negative for $i=1,2$. Thus, by


Fig. 1 The curves $h^{(r)}\left(d_{1}, d_{2}\right)$ for $d_{1}=d, d_{2}=1-d$ with $0<d<1$ and $r=0$ (solid black curve; right-hand side of (24b)), $r=1$ (long-dashed curve; right-hand side of (24c)) and $r=2$ (dotted curve; right-hand side of $(24 \mathrm{c})$ ). The values $\ell^{(r)}$ on the vertical axis are the left-hand sides of inequalities (24b), (24c). The heavy horizontal line associated with each of these values shows the (open) range of values of $d$ for which the corresponding inequality holds; i.e. the sets $D^{(r)}, 0 \leq r \leq 2$. The intersection of these regions is $\hat{D}$, indicated by the heavy black line on the $d$-axis. This is the (non-empty) range of values of $d$, for which the three inequalities (24b), (24c) hold simultaneously
boosting these negative, self-limiting terms sufficiently (while leaving other terms fixed), the 2 -species system can always be made globally asymptotically stable.

To apply Theorem 5 to quadratic systems, we consider explicit conditions under which $\Omega$ has a uniformly row-dominant dynamic for (10). Clearly, $\omega_{i i}(x)=\sum_{r=0}^{n} \omega_{i i}^{(r)} x_{r}$ is positive (by Assumption 2) and linear, and hence is a concave function of $x$. Similarly, $\omega_{i j}(x)=\sum_{r=0}^{n} \omega_{i j}^{(r)} x_{r}$ is linear, and hence $\left|\omega_{i j}(x)\right|$ is a convex function of $x$ for $j \neq i$. This shows that $\Omega$ satisfies the hypotheses of Proposition 2. We can therefore apply Proposition 3 to obtain explicit conditions (22) for quadratic systems. We distinguish two cases: $\underline{f}_{i}=f_{i}\left(e_{0}\right)$ and $\underline{f}_{i}=f_{i}\left(e_{r}\right)$ for $r \geq 1$. Using Assumption 2 and (22) we obtain the following.

## Proposition 5. Under Assumption 2:

(i) Sufficient conditions that $\underline{f}_{i}=f_{i}\left(e_{0}\right)$ for any $d>0$ are:

$$
\begin{align*}
& A_{i}^{i}<0,  \tag{25a}\\
& \Gamma_{i}^{i s} \leq 0 \quad \text { for } 1 \leq s \leq n,  \tag{25b}\\
& \text { If } \Gamma_{i}^{j s} \neq 0, \text { then } \operatorname{sign} A_{i}^{j}=-\operatorname{sign} \Gamma_{i}^{j s} \quad \text { for } j \neq i, 1 \leq s \leq n,  \tag{25c}\\
& \left|A_{i}^{j}\right| \geq\left|\Gamma_{i}^{j s}\right| \quad \text { for } j \neq i, 1 \leq s \leq n, \tag{25d}
\end{align*}
$$

(ii) Necessary and sufficient conditions that $\underline{f}_{i}=f_{i}\left(e_{r}\right)$ with $1 \leq r \leq n$, for any $d>0$ are:

$$
\begin{align*}
& \Gamma_{i}^{i r} \geq 0  \tag{26a}\\
& A_{i}^{i}+2 \Gamma_{i}^{i r}<0 \tag{26b}
\end{align*}
$$

$$
\begin{align*}
& \Gamma_{i}^{i s} \leq \Gamma_{i}^{i r} \quad \text { for } 1 \leq s \leq n  \tag{26c}\\
& \text { If } \Gamma_{i}^{j r} \text { and } A_{i}^{j} \text { have opposite signs for } j \neq i, \text { then }\left|A_{i}^{j}\right| \leq\left|\Gamma_{i}^{j r}\right|  \tag{26d}\\
& \left|A_{i}^{j}+2 \Gamma_{i}^{j s}\right| \leq\left|A_{i}^{j}+2 \Gamma_{i}^{j r}\right| \text { for } j \neq i, 1 \leq s \leq n \tag{26e}
\end{align*}
$$

Proof: (i) Assumption 2 gives (25a), and (22a) for $r=0$ gives (25b). Condition (22b) gives $\left|A_{i}^{j}\right| \geq\left|A_{i}^{j}+2 \Gamma_{i}^{j s}\right|$ for $j \neq i$ and $1 \leq s \leq n$. If $\Gamma_{i}^{j s} \neq 0$, this can hold if and only if $A_{i}^{j}$ and $\Gamma_{i}^{j s}$ have opposite signs and $\left|A_{i}^{j}\right| \geq\left|\Gamma_{i}^{j s}\right|$, which yields (25c), (25d).
(ii) Equation (26a) follows from (22a) for $s=0$. Equation (26b) is Assumption 2 for $r$. Equation (26c) follows from (22a) and Assumption 2 for $s \geq 1$. Note that (26a) and (26b) imply that $A_{i}^{i}<0$, while (26b) and (26c) imply that $A_{i}^{i}+2 \Gamma_{i}^{i s}<0$ for all $1 \leq s \leq n$. Thus, (26a)-(26c) imply Assumption 2. Condition (22b) for $s=0$ gives $\left|A_{i}^{j}\right| \leq\left|A_{i}^{j}+2 \Gamma_{i}^{j r}\right|$. This is always true if either $A_{i}^{j}$ or $\Gamma_{i}^{j r}$ is 0 , or both have the same sign. If $A_{i}^{j}$ and $\Gamma_{i}^{j r}$ have opposite signs, then this holds if and only if $\left|A_{i}^{j}\right| \leq\left|\Gamma_{i}^{j r}\right|$. Equation (26e) follows from (22b) for $s \geq 1$.

## 6. Examples of quadratic systems

Example 4 (Explicit conditions for 2-species systems). Consider the 2 -species system (11). Assume that $r(i)=0$ for $i=1,2$, so that conditions (25) hold for both species. If $\Gamma_{1}^{12} \neq 0$, for species-1, these conditions reduce to ${ }^{2}$ :

$$
\begin{align*}
& A_{1}^{1}<0,  \tag{27a}\\
& \Gamma_{1}^{11}, \Gamma_{1}^{12}, \Gamma_{1}^{22} \leq 0,  \tag{27b}\\
& A_{1}^{2} \geq \max \left\{-\Gamma_{1}^{12},-\Gamma_{1}^{22}\right\} . \tag{27c}
\end{align*}
$$

Thus $\Gamma_{1}^{r s} \leq 0$ for all $r, s$, and $A_{1}^{2}$ is positive. In particular, these conditions imply that species-1 has a net negative direct effect on its own growth rate through the term $A_{1}^{1}$, but species-2 has a net positive direct effect on species-1, through the term $A_{1}^{2}$, but no or negative effect through direct species-species interactions, through the terms $\Gamma_{1}^{r s} \leq 0$. Similar conditions apply for species-2.

Given these conditions, it remains to verify the single H-S condition $\operatorname{det} \hat{F}>0$ :

$$
\operatorname{det} \hat{F}=\left(\begin{array}{cc}
\omega_{11}^{(0)} & -\left|\omega_{12}^{(0)}\right| \\
-\left|\omega_{21}^{(0)}\right| & \omega_{22}^{(0)}
\end{array}\right)=\left(\begin{array}{ll}
-A_{1}^{1} & -A_{1}^{2} \\
-A_{2}^{1} & -A_{2}^{2}
\end{array}\right),
$$

that is,

$$
\begin{equation*}
A_{1}^{1} A_{2}^{2}>A_{2}^{1} A_{1}^{2} . \tag{28}
\end{equation*}
$$

[^2]The theory developed in previous sections implies that, subject to verification of the inward-pointing condition (Example 2), the above set of conditions on the coefficients of (11) is sufficient to ensure that there is a unique interior equilibrium that is globally asymptotically stable.

## Further discussion

In terms of the notation of (6), and assuming $\gamma_{i}^{00}=0$, the system (11) is:

$$
\begin{align*}
\dot{x}_{1}= & a_{1}^{0} x_{0}+a_{1}^{1} x_{1}+a_{1}^{2} x_{2}+2 \gamma_{1}^{01} x_{0} x_{1}+2 \gamma_{1}^{02} x_{0} x_{2}+\gamma_{1}^{11} x_{1}^{2} \\
& +2 \gamma_{1}^{12} x_{1} x_{2}+\gamma_{1}^{22} x_{2}^{2},  \tag{29a}\\
\dot{x}_{2}= & a_{2}^{0} x_{0}+a_{2}^{1} x_{1}+a_{2}^{2} x_{2}+2 \gamma_{2}^{01} x_{0} x_{1}+2 \gamma_{2}^{02} x_{0} x_{2}+\gamma_{2}^{11} x_{1}^{2} \\
& +2 \gamma_{2}^{12} x_{1} x_{2}+\gamma_{2}^{22} x_{2}^{2} . \tag{29b}
\end{align*}
$$

Note from (9a) that $c_{i}=a_{i}^{0}$, and hence to obtain the inward-pointing conditions (12a), (12b), we require $a_{i}^{0}>0$ for $i=1,2$. Thus, there is positive external recruitment to available substrate for each species.

From (9c), $\Gamma_{i}^{j k}=\gamma_{i}^{j k}-\left(\gamma_{i}^{j 0}+\gamma_{i}^{0 k}\right)$, which is non-positive by (25b). Thus, $\gamma_{i}^{j 0}+\gamma_{i}^{0 k} \geq \gamma_{i}^{j k}$. This gives the relations:
(i) $2 \gamma_{1}^{01} \geq \gamma_{1}^{11}$,
(ii) $\gamma_{1}^{01}+\gamma_{1}^{02} \geq \gamma_{1}^{12}$,
(iii) $2 \gamma_{1}^{02} \geq \gamma_{1}^{22}$,
(i) $2 \gamma_{2}^{01} \geq \gamma_{2}^{11}$,
(ii) $\gamma_{2}^{01}+\gamma_{2}^{02} \geq \gamma_{2}^{12}$,
(iii) $2 \gamma_{2}^{02} \geq \gamma_{2}^{22}$.

We also require $A_{i}^{i}<0$, and from (9b) this implies:
(i) $2 \gamma_{1}^{01}+a_{1}^{1}<a_{1}^{0}$,
(ii) $2 \gamma_{2}^{02}+a_{2}^{2}<a_{2}^{0}$.

If we interpret $\rho_{i}=-a_{i}^{i}$ as the (positive) death rate of species $i$, then $a_{i}^{i}<0$. On the other hand, $\lambda_{i}=2 \gamma_{i}^{0 i}$ can be interpreted as the growth rate of species $i$ due to utilization of the substrate if it is positive, or as a density-dependent inhibition of recruitment and/or growth if it is negative (Section 2). In the latter case ( $\lambda_{i} \leq 0$ ), (31) always holds. In the former case ( $\lambda_{i}>0$ ), (31) can be interpreted as:

$$
\begin{equation*}
\text { Growth rate - death rate }<\text { recruitment rate. } \tag{32}
\end{equation*}
$$

This always holds, for example, if the death rate is greater than the growth rate, in which case the species cannot persist without external recruitment. We call systems satisfying (32) essentially recruitment limited.

Finally, (9b), (9c) together with (27c) yields:
(i) $a_{1}^{2}+\gamma_{1}^{02}+\gamma_{1}^{12}-\gamma_{1}^{01} \geq a_{1}^{0}$,
(ii) $a_{1}^{2}+\gamma_{1}^{22} \geq a_{1}^{0}$,
(i) $a_{2}^{1}+\gamma_{2}^{01}+\gamma_{2}^{12}-\gamma_{2}^{02} \geq a_{2}^{0}$,
(ii) $a_{2}^{1}+\gamma_{2}^{11} \geq a_{2}^{0}$.

Since $a_{1}^{0}>0$, (33a) implies that there must be net positive effects of species-2 on the growth rate of species-1, acting either directly through $a_{1}^{2}$ or indirectly through pairwise interactions. In particular, if $a_{1}^{2}=0$, then (30a)(iii) and (33a)(ii) imply that $\gamma_{1}^{02}$ and $\gamma_{1}^{22}$ must be positive (in fact $2 \gamma_{1}^{02} \geq \gamma_{1}^{22} \geq a_{1}^{0}>0$ ). That is, species-2 has the effect of "preparing the ground" (rendering the resource environment more favourable) for the growth of species-1. However, this does not preclude the possibility that $\gamma_{1}^{12}$ is negative (though from (33a)(i) this requires $2 \gamma_{1}^{02}>2 a_{1}^{0}+\lambda_{1}$ ); i.e. direct interactions between the two species are detrimental to the growth rate of species-1. Analogous considerations apply to the effects of species- 1 on species- 2 .

Example 5 (Generalized Lotka-Volterra systems). Consider an $n$-species system of the form

$$
\begin{equation*}
\dot{x}_{i}=a_{i}^{0} x_{0}+a_{i}^{i} x_{i}+2 \gamma_{i}^{0 i} x_{0} x_{i}+\sum_{j=1}^{n} \gamma_{i}^{i j} x_{i} x_{j} . \tag{34}
\end{equation*}
$$

The coefficients may be interpreted as: $a_{i}^{0}>0$ is the (positive) recruitment rate of species $i$ onto available substrate (represented by $x_{0}$ ) from the external environment; $\rho_{i}=-a_{i}^{i}>0$ is the mortality rate of species $i ; \lambda_{i}=2 \gamma_{i}^{0 i}$ is the utilization rate by established species $i$ (represented by $x_{i}$ ) of available substrate (represented by $x_{0}$ ) when this is positive, and is a density-dependent inhibition of recruitment and/or growth rate when it is negative. Finally, $\gamma_{i}^{i j}$ represents the effect (positive, negative or zero) on the growth rate of species $i$ resulting from direct interaction with species $j$. We refer to a system of the form (34) as a generalized Lotka-Volterra (L-V) system. Note that, when $x_{0}=0$, it reduces to a classical L-V system of the form defined by Eq. (1). However, the inward-pointing condition that we require implies that $x_{0}$ cannot remain equal to zero.

In particular, when $x_{i}=0, \dot{x}_{i}=a_{i}^{0} x_{0}$, so that the species $i$ population is re-established through recruitment from the external environment onto available substrate (unless there is no available substrate; i.e. unless $x_{0}=0$ ). Species $i$ is then in competition with every other species to recruit onto this substrate. If there is no available substrate (i.e. $x_{0}=0$ ), then $x_{1}+x_{2}+\cdots+x_{n}=1$, and $\dot{x}_{0}=-\dot{x}_{1}-\dot{x}_{2}-\cdots-\dot{x}_{n}$, which yields:

$$
\dot{x}_{0}=\sum_{i=1}^{n}\left\{-a_{i}^{i}-\sum_{j=1}^{n} \gamma_{i}^{i j} x_{j}\right\} x_{i} .
$$

To obtain the inward-pointing condition, we require this to be positive (so that substrate becomes instantaneously available); i.e.

$$
\sum_{j=1}^{n} \gamma_{i}^{i j} x_{j}<-a_{i}^{i} \quad \text { whenever } \sum_{j=1}^{n} x_{j}=1
$$

Recalling that $\rho_{i}=-a_{i}^{i}>0$, this condition holds if and only if

$$
\begin{equation*}
\gamma_{i}^{i j}<\rho_{i} \quad \text { for all } 1 \leq i, j \leq n . \tag{35}
\end{equation*}
$$

From (9b), (9c), with $\gamma_{i}^{00}=0$, we have:

$$
\begin{align*}
& A_{i}^{i}=\lambda_{i}-\rho_{i}-a_{i}^{0},  \tag{36a}\\
& A_{i}^{j}=-a_{i}^{0} \text { for } j \neq i,  \tag{36b}\\
& \Gamma_{i}^{i i}=\gamma_{i}^{i i}-\lambda_{i},  \tag{36c}\\
& \Gamma_{i}^{i j}=\gamma_{i}^{i j}-\frac{1}{2} \lambda_{i} \text { for } j \neq i,  \tag{36d}\\
& \Gamma_{i}^{j k}=0 \quad \text { for } i \notin\{j, k\} . \tag{36e}
\end{align*}
$$

The Assumption 2 conditions $A_{i}^{i}<0$ again imply that growth rate minus death rate is less than external recruitment rate, as in (32): i.e.

$$
\begin{equation*}
\lambda_{i}-\rho_{i}<a_{i}^{0} . \tag{37}
\end{equation*}
$$

It is convenient to analyse this system in the case in which $\Omega=-D g$ has a uniformly column-dominant diagonal. As discussed in Section 4, explicit conditions implying the existence and global asymptotic stability of a unique equilibrium are determined by a function $r:\{1, \ldots, n\} \rightarrow\{0,1, \ldots, n\}$. We show in Appendix A that the explicit conditions (25) arising from the choice $r(i)=0$ are only possible for generalized L-V systems if $\Gamma_{i}^{i j}=0$ for all $j \neq i$. In this case, the set of indices $i$ for which $r(i)=0$ defines a semi-neutral subsystem, of the form (13), of the generalized L-V system.

Here we consider only functions $r:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$, with associated explicit conditions of the form (26) (transposed for column dominance). The form of these conditions for a general function $r$ is complicated (see Appendix A). As an illustration, we consider only the simple case in which $r$ is the identity function $r(i)=i$. In this case, conditions (26) are as follows (see Appendix A) ${ }^{3}$ :

$$
\begin{array}{ll}
\text { (26a): } & \gamma_{i}^{i i} \geq \lambda_{i}, \\
\text { (26b): } & 2 \gamma_{i}^{i i}<\lambda_{i}+\rho_{i}+a_{i}^{0}, \\
\text { (26c): } & \lambda_{i} \leq 2\left(\gamma_{i}^{i i}-\gamma_{i}^{i j}\right), \quad j \neq i, \\
\text { (26e): } & \lambda_{j} \leq 2 \gamma_{j}^{i j} \leq 2 a_{j}^{0}+\lambda_{j}, \quad j \neq i . \tag{38d}
\end{array}
$$

Clearly, (38c), (38d) imply that $0 \leq \gamma_{j}^{i j} \leq \gamma_{j}^{j j}$ for $j \neq i$ if $\lambda_{j} \geq 0$. Hence, the system (34) is cooperative in this case. However, if $\lambda_{j}<0$, the signs of $\gamma_{j}^{i j}$ and $\gamma_{j}^{j j}$ are undetermined by these conditions.

It now follows from (20) and (21) that $f_{i i}=\omega_{i i}^{(i)}$ and $f_{i j}=\left|\omega_{j i}^{(i)}\right|$ for $j \neq i$. Thus, $f_{i i}=-A_{i}^{i}-2 \Gamma_{i}^{i i}=a_{i}^{0}+\lambda_{i}+\rho_{i}-2 \gamma_{i}^{i i}$ and $f_{i j}=\left|A_{j}^{i}+2 \Gamma_{j}^{i i}\right|=\left|A_{j}^{i}\right|=a_{j}^{0}$ by (36b), (36e). Thus, the derived matrix $\hat{F}=\left(\hat{f}_{i j}\right)$ has entries $\hat{f}_{i i}=f_{i i}$, and $\hat{f}_{i j}=-f_{i j}=-a_{j}^{0}$. We conclude from Theorem 5 that, if the H-S conditions (17) hold for $\hat{F}$, the system (34) has a unique interior equilibrium $\bar{x}$ that is globally asymptotically stable. That is, we require

[^3]\[

$$
\begin{aligned}
\hat{F}_{(k)} & =\operatorname{det}\left(\begin{array}{cccc}
a_{1}^{0}+\lambda_{1}+\rho_{1}-2 \gamma_{1}^{11} & -a_{2}^{0} & \cdots & -a_{k}^{0} \\
-a_{1}^{0} & a_{2}^{0}+\lambda_{2}+\rho_{2}-2 \gamma_{2}^{22} & \cdots & -a_{k}^{0} \\
\vdots & \vdots & & \vdots \\
-a_{1}^{0} & -a_{2}^{0} & \cdots & a_{k}^{0}+\lambda_{k}+\rho_{k}-2 \gamma_{k}^{k k}
\end{array}\right) \\
& >0,
\end{aligned}
$$
\]

for $1 \leq k \leq n$. This follows from (38b) when $k=1$. To evaluate $\hat{F}_{(k)}$ for $k>1$, write

$$
\begin{equation*}
R_{i}=1+\frac{\lambda_{i}+\rho_{i}-2 \gamma_{i}^{i i}}{a_{i}^{0}} . \tag{39}
\end{equation*}
$$

Condition (38b) implies that $R_{i}>0$. Then $\hat{F}_{(k)}$ can be written as

$$
\hat{F}_{(k)}=\left(\prod_{i=1}^{k} a_{i}^{0}\right) D\left\{R_{1}, \ldots, R_{k}\right\},
$$

where

$$
D\left\{R_{1}, \ldots, R_{k}\right\}=\operatorname{det}\left(\begin{array}{cccc}
R_{1} & -1 & \cdots & -1  \tag{40}\\
-1 & R_{2} & & \vdots \\
\vdots & \vdots & \ddots & -1 \\
-1 & -1 & \cdots & R_{k}
\end{array}\right) .
$$

Thus $\hat{F}_{(k)}>0$ if and only if $D\left\{R_{1}, \ldots, R_{k}\right\}>0$.
For example,

$$
D\left\{R_{1}, R_{2}\right\}=\left(1+R_{1}\right)\left(1+R_{2}\right)-\left(1+R_{1}\right)-\left(1+R_{2}\right)=R_{1} R_{2}-1,
$$

and

$$
\begin{aligned}
D\{ & \left.R_{1}, R_{2}, R_{3}\right\} \\
= & \left(1+R_{1}\right)\left(1+R_{2}\right)\left(1+R_{3}\right)-\left(1+R_{1}\right)\left(1+R_{2}\right)-\left(1+R_{2}\right)\left(1+R_{3}\right) \\
& -\left(1+R_{1}\right)\left(1+R_{3}\right) \\
= & R_{1} R_{2} R_{3}-R_{1}-R_{2}-R_{3}-2 .
\end{aligned}
$$

These cases are illustrated in Fig. 2.
More generally, in the matrix in (40), subtract the $(i-1)$-th row from the $i$ th row for $1<i \leq k$ to obtain

$$
D\left\{R_{1}, \ldots, R_{k}\right\}=\operatorname{det}\left(\begin{array}{ccccc}
R_{1} & -1 & \cdots & -1 & -1 \\
-\left(1+R_{1}\right) & 1+R_{2} & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ddots & 1+R_{k-1} & 0 \\
0 & 0 & \cdots & -\left(1+R_{k-1}\right) & 1+R_{k}
\end{array}\right)
$$



Fig. 2 The darker surface is $D\left\{R_{1}, R_{2}, R_{3}\right\}=R_{1} R_{2} R_{3}-R_{1}-R_{2}-R_{3}-2=0$ in the positive quadrant of ( $R_{1}, R_{2}, R_{3}$ )-space. The lighter surface is $D\left\{R_{1}, R_{2}\right\}=R_{1} R_{2}-1=0$. The condition $D\left\{R_{1}, R_{2}, R_{3}\right\}>0$ holds in the region lying above the dark grey surface. The condition $D\left\{R_{1}, R_{2}\right\}>0$ holds in the region above the light grey surface in the plane $R_{3}=0$

Now expand the determinant by the $k$ th column to obtain

$$
\begin{equation*}
D\left\{R_{1}, \ldots, R_{k}\right\}=\left(1+R_{k}\right) D\left\{R_{1}, \ldots, R_{k-1}\right\}-\prod_{i=1}^{k-1}\left(1+R_{i}\right) \tag{41}
\end{equation*}
$$

This shows that $D\left\{R_{1}, \ldots, R_{k}\right\}>0$ implies $D\left\{R_{1}, \ldots, R_{k-1}\right\}>0$. Hence, the H-S conditions reduce to the single condition $D\left\{R_{1}, \ldots, R_{n}\right\}>0$.

Clearly, $D\left\{R_{1}\right\}=R_{1}$, and by induction on $n \geq 2$ using (41), we obtain:

$$
\begin{equation*}
D\left\{R_{1}, \ldots, R_{n}\right\}=\prod_{i=1}^{n}\left(1+R_{i}\right)-\sum_{i=1}^{n} \prod_{\substack{j=1 \\ j \neq i}}^{n}\left(1+R_{j}\right) \quad \text { for } n \geq 2 \tag{42}
\end{equation*}
$$

It follows from (42) that the condition $D\left\{R_{1}, \ldots, R_{n}\right\}>0$ holds if and only if

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{1}{1+R_{i}}<1 \tag{43}
\end{equation*}
$$

This result shows the existence of a large class of globally asymptotically stable ecosystems of generalized Lotka-Volterra type. However, it also shows that, the more species there are in the system (i.e. the larger $n$ is), the larger, on average, the coefficients $R_{i}$ must be to maintain the stability condition (43).

## 7. Discussion

In this paper we have introduced and presented a preliminary analysis of a class of 'resource-bounded' model ecosystems, designed to model a fundamental aspect of interspecific competition: exploitation competition (Miller, 1967). This refers to competition arising from the joint exploitation by several species of a common limiting resource pool, which we refer to as the underlying substrate. This is in contrast to most analyses of classical Lotka-Volterra (L-V) systems, defined by Eq. (1), which focus on direct species-tospecies interactions, whether competitive or otherwise; i.e. on properties of the community matrix (e.g. MacArthur, 1970; May, 1973; Shigesada et al. 1984, 1989; reviewed in Hofbauer and Sigmund, 1998, Chap. 15).

The models we consider admit several interpretations-hence our use of the neutral term 'substrate' for the underlying resource. For example, the common resource could be space into, or over which sessile organisms can grow, such as assemblages of terrestrial plants, or marine benthic organisms such as corals (with their associated fish stocks), which recruit from planktonic larval pools that may be supplied from many non-local sources. A particular focus of recent research interest is the evolutionary ecology of microbial communities, whether organized as biofilms or host-adapted 'commensal' communities. Such communities are thought to exhibit a variety of complex interactions, both direct and indirect, many mediated by signalling molecules. A feature of these communities is their exposure to fluxes from the external environment of the host, their adaptation to particular micro-environments within the host, and their extreme resilience in the face of disturbance (Czárán et al., 2002; Horner-Devine et al., 2003; Rainey et al., 2005; Ley et al., 2006; IWA Task Group, 2006; Dethlefsen et al., 2007). Alternatively, the substrate could be interpreted in the sense of (bio-)chemistry, with the 'species' being varieties of molecule that react both with the substrate and each other to form a biochemical reaction system (Érdi and Tóth, 1989).

The results we have obtained concern conditions under which these model ecosystems admit a unique (internal) equilibrium that is globally asymptotically stable. However, the conditions we have found are rather general in character, and we have not focused here on applications to specific example systems that have particular biological characteristics. Nevertheless, an aspect of these globally stable systems we have emphasized is the important role of exogenous recruitment of constituent species onto substrate. Such recruitment guarantees that none of the constituent species can go extinct (though their equilibrium representation may be small), and, technically, is necessary for the associated vector field to be inward pointing on the boundary of state space (a simplex-see Section 2.2). This condition allows us to apply the powerful index theory and the Poincaré-Hopf Theorem (see Section 3.1).

The technical apparatus we have assembled allows us to construct suitable global Lyapunov functions. In particular, the starkest form of exploitation competition arises in what we refer to as 'neutral systems' (Section 3.2). These are systems in which the constituent species react only with the substrate and not directly with each other. If we also allow self-interference within each species (intra-specific competition), we call these systems 'semi-neutral'. By constructing an explicit Lyapunov function, we show that such systems are always globally stable whenever there is positive exogenous recruitment of each species. However, as exogenous recruitment of a species tends to zero, the species will become extinct through competitive exclusion. Versions of such neutral systems, which
incorporate stochastic exogenous recruitment (and by implication, elimination) have been proposed as models that better account for the characteristics of real ecological communities than do traditional interaction-competition models (Hubbell, 2001). However, the role of interaction competition remains unresolved (e.g. Tilman, 2004, who also emphasizes the key role of exogenous recruitment). Our stability result for deterministic versions of these neutral and semi-neutral models is clearly relevant to this debate, in that it shows how stable ecosystems can arise from assemblages of species with only intrinsic properties.

For more general systems, which admit direct inter-species interactions, we generalize the result of Ikeda and Siljak (1980) for classical L-V systems, that if the community matrix has a dominant diagonal, then it is dissipative, and hence the system is globally stable when it admits a positive equilibrium point. Our generalization requires consideration of an extended form of diagonal dominance, which we call 'uniform diagonal dominance'. This property is used to construct suitable global Lyapunov functions (Theorems 2, 3). We consider in detail explicit conditions under which uniform diagonal dominance holds (Propositions 3 and 5) and unpack the implications for global stability (Theorems 4 and 5). In particular, these conditions are applied to quadratic systems (Section 6).

The explicit conditions for an $n$-species system derived in Proposition 5 are specified by a set-function $r:\{1,2, \ldots, n\} \rightarrow\{0,1,2, \ldots, n\}$. Each such specification determines a class of ecosystem models, and for each system in this class, an associated $n \times n$ matrix $\hat{F}$. The system is globally stable provided $\hat{F}$ is an $M$-matrix; i.e. the Hawkins-Simon conditions (17) are satisfied. The examples of quadratic systems we consider in Section 6 are defined by two simple choices of a set-function $r$ : two-species systems with $r(1)=r(2)=0$ (Example 4), and $n$-species generalized L-V systems with $r(i)=i$ (Example 5), though for the latter we detail the constraints arising from more general set-functions in Appendix A. In particular, the set of species $i$ for which $r(i)=0$ defines (with suitably modified parameters) a semi-neutral subsystem of the generalized L-V system. Thus, when $r$ is the identity function, the generalized L-V system has no such semi-neutral subsystems. For species in such a subsystem, competition is purely exploitative, via the substrate. However, species in this subsystem may have direct interactive effects on species outside it.

In addition to the positive exogenous recruitment rates, $a_{i}^{0}$, other key parameters that feature in our analyses are the net species death (or emigration) rates $\rho_{i}$, and the speciessubstrate interaction coefficients, $\lambda_{i}=2 \gamma_{i}^{i 0}$. We consider two possible interpretations for the latter:
a. If $\lambda_{i}>0$, it can be interpreted as the utilization rate of substrate by established representatives of species $i$.
b. If $\lambda_{i}<0$, it can be interpreted as a density-dependent inhibition of recruitment and/or substrate-utilization by established species $i$.

For example, in case a, if the substrate is space over which sessile organisms grow, then $\lambda_{i}$ is just the lateral growth rate of species $i$. In case b , residents could inhibit each other's growth, or could render establishment of new recruits more difficult through resident advantage in gaining necessary resources. These interpretations have implications for the examples we consider in Section 6. Thus, for both Examples 4 and 5, in interpretation a ( $\lambda_{i}>0$ ), the explicit conditions imply that the ecosystem must be 'essentially recruitment limited', in the sense that growth rate - death rate < recruitment rate. However, in interpretation $b$, this condition is automatically satisfied, and so does not constrain the system.

These interpretations also have consequences for how the explicit conditions constrain the direct species-to-species interaction coefficients, $\gamma_{i}^{j k}$ (the effect on the growth rate of species $i$ due to direct interactions between species $j$ and species $k$ ). In particular, for the generalized L-V systems considered in Example 5, the coefficients $\gamma_{i}^{i j}$ cannot be negative under interpretation a, so that these systems are essentially cooperative. However, under interpretation b , there are no such limitations on the sign of these coefficients. Of course, mixed interpretations are possible, with $\lambda_{i}=\lambda_{i}^{a}-\lambda_{i}^{b}$, where $\lambda_{i}^{a}$ is a substrate utilization rate and $\lambda_{i}^{b}$ is a (positive) density-dependent inhibition rate. Which of these effects dominates, determines the sign of $\lambda_{i}$.

There is still much work to be done in understanding the systems considered in this paper. In particular, it will be instructive to map out in detail the ecological implications of the various possible explicit conditions arising from Proposition 5. Further, stochastic effects, particularly as they affect exogenous recruitment, are clearly fundamental, though our stability results imply that, once established, many multi-species communities will be extremely resilient in the face of disturbances. However, the main message of this paper is that there is a large and rich class of very robust (i.e. globally asymptotically stable) resource-bounded model ecosystems, based on exploitation competition of an underlying limiting resource, which should find application in modelling a variety of real-world domains.
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## Appendix A

## A. 1 Semi-neutral systems

Consider a semi-neutral system of the form (13) described in Section 3.2. Here we prove the assertion that $L(x)=\frac{1}{2} g(x) \cdot Q(x) g(x)$, with $Q(x)=\operatorname{diag}\left\{d_{1}\left(x_{1}\right), \ldots, d_{n}\left(x_{n}\right)\right\}$ and $d_{i}\left(x_{i}\right)=1 /\left(a_{i}^{0}+\lambda_{i} x_{i}\right)$ given by (14), defines a global Lyapunov function for the system (13). From (13) and (14):

$$
\frac{\partial \dot{x}_{i}}{\partial x_{j}}=-\left(a_{i}^{0}+\lambda_{i} x_{i}\right)-\delta_{i j}\left(\rho_{i}-\lambda_{i} x_{0}+2 \kappa_{i} x_{i}\right)=-\frac{1}{d_{i}\left(x_{i}\right)}-\delta_{i j} c_{i}(x),
$$

where $c_{i}(x)=\rho_{i}-\lambda_{i} x_{0}+2 \kappa_{i} x_{i}$. Note that $c_{i}(x)>0$, since we are assuming that $\rho_{i}>\lambda_{i}$ and $\kappa_{i} \geq 0$. It follows that

$$
-Q(x) D g(x)=E+\operatorname{diag}\left\{d_{1}\left(x_{1}\right) c_{1}(x), \ldots, d_{n}\left(x_{n}\right) c_{n}(x)\right\},
$$

where $E$ is the constant matrix all of whose entries are 1 . Clearly, the diagonal matrix is positive definite. Also, for any $u \in \mathbf{R}^{n}$, we have $E u=(e \cdot u) e$, where $e \in \mathbf{R}^{n}$ is the vector all of whose entries are 1 . Thus $u \cdot E u=(e \cdot u)^{2} \geq 0$. It follows that $Q(x) D g(x)$ is negative definite for each $x \in \Delta$, and hence that the eigenvalues of $\operatorname{Dg}(x)$ all have negative real parts. The Index Theorem (Section 3.1) then guarantees the existence of a unique equilibrium $\bar{x} \in \operatorname{int} \Delta$.

Now consider $\dot{Q}(x)=\operatorname{diag}\left\{\dot{d}_{1}\left(x_{1}\right), \ldots, \dot{d}_{n}\left(x_{n}\right)\right\}$. We have:

$$
\dot{d}_{i}\left(x_{i}\right)=-\frac{\lambda_{i} \dot{x}_{i}}{\left(a_{i}^{0}+\lambda_{i} x_{i}\right)^{2}}=-d_{i}(x) \frac{\lambda_{i} \dot{x}_{i}}{a_{i}^{0}+\lambda_{i} x_{i}},
$$

and from (13):

$$
\begin{aligned}
\frac{\lambda_{i} \dot{x}_{i}}{a_{i}^{0}+\lambda_{i} x_{i}} & =\lambda_{i} x_{0}-\left(\frac{\lambda_{i} x_{i}}{a_{i}^{0}+\lambda_{i} x_{i}}\right)\left(\rho_{i}+\kappa_{i} x_{i}\right) \\
& =\lambda_{i} x_{0}-\left(1-\frac{a_{i}^{0}}{a_{i}^{0}+\lambda_{i} x_{i}}\right)\left(\rho_{i}+\kappa_{i} x_{i}\right) \\
& =\left(\frac{a_{i}^{0}}{a_{i}^{0}+\lambda_{i} x_{i}}\right)\left(\rho_{i}+\kappa_{i} x_{i}\right)+\kappa_{i} x_{i}-\left(\rho_{i}-\lambda_{i} x_{0}+2 \kappa_{i} x_{i}\right) \\
& =d_{i}\left(x_{i}\right) a_{i}^{0}\left(\rho_{i}+\kappa_{i} x_{i}\right)+\kappa_{i} x_{i}-c_{i}(x) .
\end{aligned}
$$

Thus:

$$
\dot{d}_{i}\left(x_{i}\right)=d_{i}\left(x_{i}\right) c_{i}(x)-d_{i}\left(x_{i}\right) h_{i}(x),
$$

where $h_{i}(x)=\kappa_{i} x_{i}+d_{i}\left(x_{i}\right) a_{i}^{0}\left(\rho_{i}+\kappa_{i} x_{i}\right)$, which is clearly positive. Hence:

$$
\begin{aligned}
\dot{Q}(x)= & \operatorname{diag}\left\{d_{1}\left(x_{1}\right) c_{1}(x), \ldots, d_{n}\left(x_{n}\right) c_{n}(x)\right\} \\
& -\operatorname{diag}\left\{d_{1}\left(x_{1}\right) h_{1}(x), \ldots, d_{n}\left(x_{n}\right) h_{n}(x)\right\} .
\end{aligned}
$$

We now obtain:

$$
\begin{aligned}
-\dot{L}(x)= & g(x) \cdot\left[-Q(x) D g(x)-\frac{1}{2} \dot{Q}(x)\right] g(x) \\
= & g(x) \cdot\left[E+\operatorname{diag}\left\{d_{1}\left(x_{1}\right) c_{1}(x), \ldots, d_{n}\left(x_{n}\right) c_{n}(x)\right\}\right. \\
& -\frac{1}{2} \operatorname{diag}\left\{d_{1}\left(x_{1}\right) c_{1}(x), \ldots, d_{n}\left(x_{n}\right) c_{n}(x)\right\} \\
& \left.+\frac{1}{2} \operatorname{diag}\left\{d_{1}\left(x_{1}\right) h_{1}(x), \ldots, d_{n}\left(x_{n}\right) h_{n}(x)\right\}\right] g(x) \\
= & g(x) \cdot\left[E+\frac{1}{2} \operatorname{diag}\left\{d_{1}\left(x_{1}\right) c_{1}(x), \ldots, d_{n}\left(x_{n}\right) c_{n}(x)\right\}\right. \\
& \left.+\frac{1}{2} \operatorname{diag}\left\{d_{1}\left(x_{1}\right) h_{1}(x), \ldots, d_{n}\left(x_{n}\right) h_{n}(x)\right\}\right] g(x) .
\end{aligned}
$$

Clearly the diagonal matrices in this expression are positive definite. Also, as noted above, $u \cdot E u=(e \cdot u)^{2} \geq 0$. It follows that $\dot{L}(x)<0$ for all $x \neq \bar{x}$, and hence that $L(x)$ is a global Lyapunov function for this system.

In fact, using the formulae (15), we can derive the unique equilibrium for semi-neutral systems explicitly. Thus, adding the formulae (15) for $1 \leq i \leq n$ and using (5) gives the relation $H\left(\bar{x}_{0}\right)=1$, where

$$
H\left(x_{0}\right)=x_{0}+\sum_{i=1}^{n} \frac{1}{2 \kappa_{i}}\left\{-\left(\rho_{i}-\lambda_{i} x_{0}\right)+\sqrt{\left(\rho_{i}-\lambda_{i} x_{0}\right)^{2}+4 \kappa_{i} a_{i}^{0} x_{0}}\right\} .
$$

Clearly $H(0)=0$ and $H(1)>1$. Further, it is easily shown that $H\left(x_{0}\right)$ is a monotonically increasing function of $x_{0}$, and hence that there is a unique $\bar{x}_{0} \in(0,1)$ satisfying $H\left(\bar{x}_{0}\right)=1$. This provides an elementary proof of the uniqueness of equilibrium for semineutral systems.

## A. 2 Proof of Theorem 2

We adapt an argument originally due to Araki and Kondo (1972). Let $c$ and $d$ be positive vectors such that $\hat{\Omega} d>0$ and $\hat{\Omega}^{T} c>0$ (for brevity, the argument $x$ is temporarily suppressed). Let $C=\operatorname{diag}\left\{c_{1}, \ldots, c_{n}\right\}, D=\operatorname{diag}\left\{d_{1}, \ldots, d_{n}\right\}$ and $Q=C D^{-1}=$ $\operatorname{diag}\left\{q_{1}, \ldots, q_{n}\right\}$, where $q_{i}=c_{i} / d_{i}$. Note that $Q d=c$. Thus, $\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right) d=Q \hat{\Omega} d+$ $\hat{\Omega}^{T} c>0$, since $Q$ is a positive diagonal matrix and hence $Q x>0$ for any positive vector $x$.

Now let $\Pi=Q \Omega+\Omega^{T} Q$. Then $\pi_{i j}=q_{i} \omega_{i j}+q_{j} \omega_{j i}$. Thus, $\hat{\pi}_{i i}=\left|\pi_{i i}\right|=2 q_{i}\left|\omega_{i i}\right|=$ $\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right)_{i i}$, and for $j \neq i, \hat{\pi}_{i j}=-\left|\pi_{i j}\right| \geq-q_{i}\left|\omega_{i j}\right|-q_{j}\left|\omega_{j i}\right|=q_{i} \hat{\omega}_{i j}+q_{j} \hat{\omega}_{j i}=$ $\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right)_{i j}$. It follows that

$$
(\hat{\Pi} d)_{i}=\sum_{j} \hat{\pi}_{i j} d_{j} \geq \sum_{j}\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right)_{i j} d_{j}=\left[\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right) d\right]_{i}>0,
$$

for each $i$, since $\left(Q \hat{\Omega}+\hat{\Omega}^{T} Q\right) d>0$. Reinstating the argument $x$, this shows that $\hat{\Pi}(x) d>0$ for all $x \in \Delta$ and hence that $\Pi(x)$ has a uniformly row-dominant diagonal. Since $\Pi(x)$ is symmetric and has positive diagonal entries, it is positive definite by Proposition 1. That is, $Q \Omega(x)$ is positive definite for all $x \in \Delta$. The result now follows from Theorem 1.

## A. 3 Proof of Theorem 3

By Assumption 2, $\Omega(x)$ has positive diagonal entries. Thus, if $\Omega(x)$ has a uniformly dominant diagonal (either row or column), then, by Proposition 1, the eigenvalues of $\Omega(x)$ all have positive real parts. Since $D g(x)=-\Omega(x)$, the eigenvalues of $D g(x)$ all have negative real parts, and hence that sign det $D g(x)=(-1)^{n}$ for all $x \in \Delta$. By the Index Theorem (Section 3.1), this implies that $\dot{x}=g(x)$ has exactly one equilibrium $\bar{x} \in$ int $\Delta$.

Let $v \in \mathbf{R}^{n}$ be a fixed vector, and suppose $x \in \Delta$ with $x \neq \bar{x}$. Since $\Delta$ is convex, $\theta x+(1-\theta) \bar{x} \in \Delta$ for $0 \leq \theta \leq 1$. Define a scalar function $\varphi_{v}:[0,1] \rightarrow \mathbf{R}$ by $\varphi_{v}(\theta)=$ $v \cdot g(\theta x+(1-\theta) \bar{x})$. Then

$$
\varphi_{v}^{\prime}(\theta)=v \cdot D g(\theta x+(1-\theta) \bar{x})(x-\bar{x})
$$

By the Mean Value Theorem, there is a $\theta \in(0,1)$ such that $\varphi_{v}(1)-\varphi_{v}(0)=\varphi_{v}^{\prime}(\theta)$. That is,

$$
\begin{equation*}
v \cdot(g(x)-g(\bar{x}))=v \cdot D g(\theta x+(1-\theta) \bar{x})(x-\bar{x}) . \tag{A.1}
\end{equation*}
$$

Now define a function

$$
\begin{equation*}
L_{v}(x)=v \cdot(x-\bar{x}) . \tag{A.2}
\end{equation*}
$$

Then, since $\dot{x}=g(x)$, it follows from (A.1) that

$$
\begin{equation*}
\dot{L}_{v}(x)=v \cdot g(x)=v \cdot(g(x)-g(\bar{x}))=v \cdot D g(\tilde{x})(x-\bar{x}), \tag{A.3}
\end{equation*}
$$

where $\tilde{x}=\theta x+(1-\theta) \bar{x}$.
We consider two cases.

Case 1: First suppose that $\Omega=-D g$ has a uniformly column-dominant diagonal. Take $v$ to be the vector defined by $v_{i}=d_{i} \operatorname{sign}\left(x_{i}-\bar{x}_{i}\right)$. Then from (A.2), $L_{v}(x)=$ $\sum_{i=1}^{n} d_{i}\left|x_{i}-\bar{x}_{i}\right|$. Clearly, $L_{v}(x) \geq 0$ with equality if and only if $x=\bar{x}$. Also, from (A.3):

$$
\begin{aligned}
\dot{L}_{v}(x) & =-v \cdot \Omega(\tilde{x})(x-\bar{x})=-\sum_{i, j} v_{i} \omega_{i j}(\tilde{x})\left(x_{j}-\bar{x}_{j}\right) \\
& =-\sum_{i, j} d_{i} \operatorname{sign}\left(x_{i}-\bar{x}_{i}\right) \omega_{i j}(\tilde{x})\left(x_{j}-\bar{x}_{j}\right) \\
& \left.=-\sum_{i, j} d_{j} \operatorname{sign}\left(x_{j}-\bar{x}_{j}\right) \omega_{j i}(\tilde{x})\left(x_{i}-\bar{x}_{i}\right) \quad \text { (interchanging } i \text { and } j\right) \\
& =-\sum_{i=1}^{n}\left(x_{i}-\bar{x}_{i}\right)\left\{d_{i} \omega_{i i}(\tilde{x}) \operatorname{sign}\left(x_{i}-\bar{x}_{i}\right)+\sum_{j \neq i} d_{j} \omega_{j i}(\tilde{x}) \operatorname{sign}\left(x_{j}-\bar{x}_{j}\right)\right\} \\
& =-\sum_{i=1}^{n}\left|\left(x_{i}-\bar{x}_{i}\right)\right|\left\{d_{i} \omega_{i i}(\tilde{x})+\operatorname{sign}\left(x_{i}-\bar{x}_{i}\right) \sum_{j \neq i} d_{j} \omega_{j i}(\tilde{x}) \operatorname{sign}\left(x_{j}-\bar{x}_{j}\right)\right\} \\
& \leq-\sum_{i=1}^{n}\left|\left(x_{i}-\bar{x}_{i}\right)\right| d_{i} \omega_{i i}(\tilde{x})+\sum_{i=1}^{n}\left|\left(x_{i}-\bar{x}_{i}\right)\right| \sum_{j \neq i} d_{j}\left|\omega_{j i}(\tilde{x})\right| \\
& =-\sum_{i=1}^{n}\left|\left(x_{i}-\bar{x}_{i}\right)\right|\left\{d_{i} \omega_{i i}(\tilde{x})-\sum_{j \neq i} d_{j}\left|\omega_{j i}(\tilde{x})\right|\right\}<0,
\end{aligned}
$$

for $x \neq \bar{x}$, since $\Omega$ has a uniformly column-dominant diagonal. This shows that $L_{v}(x)$ is a global Lyapunov function on $\Delta$, and hence that $\bar{x}$ is globally asymptotically stable.

Case 2: Now suppose that $\Omega=-D g$ has a uniformly row-dominant diagonal. Let $i^{*}$ be an index for which

$$
\max _{i}\left\{\frac{\left|x_{i}-\bar{x}_{i}\right|}{d_{i}}\right\}=\frac{\left|x_{i^{*}}-\bar{x}_{i^{*}}\right|}{d_{i^{*}}},
$$

and in (A.2) take $v_{i}=0$ for $i \neq i^{*}$ and $v_{i^{*}}=\operatorname{sign}\left(x_{i^{*}}-\bar{x}_{i^{*}}\right) / d_{i^{*}}$. Then,

$$
L_{v}(x)=\frac{\left|x_{i^{*}}-\bar{x}_{i^{*}}\right|}{d_{i^{*}}}
$$

Clearly, $L_{v}(x) \geq 0$ with equality if and only if $x=\bar{x}$. Also, from (A.3):

$$
\begin{aligned}
\dot{L}_{v}(x) & =-\frac{1}{d_{i^{*}}} \sum_{j} \operatorname{sign}\left(x_{i^{*}}-\bar{x}_{i^{*}}\right) \omega_{i^{*} j}(\tilde{x})\left(x_{j}-\bar{x}_{j}\right) \\
& =-\frac{1}{d_{i^{*}}}\left\{\left|x_{i^{*}}-\bar{x}_{i^{*}}\right| \omega_{i^{*} i^{*}}(\tilde{x})+\operatorname{sign}\left(x_{i^{*}}-\bar{x}_{i^{*}}\right) \sum_{j \neq i^{*}} \omega_{i^{*} j}(\tilde{x})\left(x_{j}-\bar{x}_{j}\right)\right\} \\
& \leq-\frac{1}{d_{i^{*}}}\left\{L_{v}(x) d_{i^{*}} \omega_{i^{*} i^{*}}(\tilde{x})-\sum_{j \neq i^{*}} d_{j}\left|\omega_{i^{*} j}(\tilde{x})\right| \frac{\left|x_{j}-\bar{x}_{j}\right|}{d_{j}}\right\} \\
& \leq-\frac{1}{d_{i^{*}}} L_{v}(x)\left\{d_{i^{*}} \omega_{i^{*} i^{*}}(\tilde{x})-\sum_{j \neq i^{*}} d_{j}\left|\omega_{i^{*} j}(\tilde{x})\right|\right\}<0
\end{aligned}
$$

for $x \neq \bar{x}$, since $\Omega$ has a uniformly row-dominant diagonal. This shows that $L_{v}(x)$ is a global Lyapunov function on $\Delta$, and hence that $\bar{x}$ is globally asymptotically stable.

## A. 4 Generalized L-V systems

Consider a function $r:\{1, \ldots, n\} \rightarrow\{0,1, \ldots, n\}$ defining explicit conditions for a generalized L-V system of the form (34), as discussed in Section 6.

First consider indices $i$ for which $r(i)=0$. If such an $i$ exists, then the corresponding explicit conditions are (25). For $s=j \neq i$, (25b) and (36d) imply that $\Gamma_{j}^{j i}=\gamma_{j}^{j i}-$ $\frac{1}{2} \lambda_{j} \leq 0$. That is, $2 \gamma_{j}^{j i} \leq \lambda_{j}$. On the other hand, if $\Gamma_{j}^{j i} \neq 0$, then (25c) and (36b) with $s=i \neq j$ imply that $\operatorname{sign} \Gamma_{j}^{i j}=-\operatorname{sign} A_{j}^{i}=+1$, and hence $2 \gamma_{j}^{j i}>\lambda_{j}$. This is a contradiction. The only other possibility is $\Gamma_{j}^{j i}=0$ for all $i \neq j$. That is, $2 \gamma_{j}^{j i}=\lambda_{j}$.

If $i$ is an index for which $r(i)=0$, then substituting $\gamma_{i}^{i j}=\frac{1}{2} \lambda_{i}$ for $j \neq i$ and using $\sum_{j \neq i} x_{j}=1-x_{0}-x_{i}$, shows that Eq. (34) reduces to the form:

$$
\dot{x}_{i}=a_{i}^{0} x_{0}-\left(\rho_{i}-\frac{1}{2} \lambda_{i}\right) x_{i}+\frac{1}{2} \lambda_{i} x_{0} x_{i}-\left(\frac{1}{2} \lambda_{i}-\gamma_{i}^{i i}\right) x_{i}^{2},
$$

where $\rho_{i}=-a_{i}^{i}$ and $\lambda_{i}=2 \gamma_{i}^{i 0}$. This has the form of a semi-neutral system (13):

$$
\begin{equation*}
\dot{x}_{i}=a_{i}^{0} x_{0}-\tilde{\rho}_{i} x_{i}+\tilde{\lambda}_{i} x_{0} x_{i}-\tilde{\kappa}_{i} x_{i}^{2} \tag{A.4}
\end{equation*}
$$

where $\tilde{\rho}_{i}=\rho_{i}-\frac{1}{2} \lambda_{i}, \tilde{\lambda}_{i}=\frac{1}{2} \lambda_{i}$ and $\tilde{\kappa}_{i}=\frac{1}{2} \lambda_{i}-\gamma_{i}^{i i}$. Note that (35) implies that $\rho_{i}>\gamma_{i}^{i j}=$ $\frac{1}{2} \lambda_{i}$ for any $j \neq i$, and hence $\tilde{\rho}_{i}>0$. Also, (25b) implies that $\Gamma_{i}^{i i} \leq 0$, and hence, from (36c), $\lambda_{i}-\gamma_{i}^{i i} \geq 0$. This gives $\tilde{\lambda}_{i}+\tilde{\kappa}_{i} \geq 0$. Note also that (25a) and (36a) imply that $\lambda_{i}-\rho_{i}<a_{i}^{0}$, and hence that $\tilde{\lambda}_{i}-\tilde{\rho}_{i}<a_{i}^{0}$. That is, the derived system (A.4) is essentially recruitment limited in the sense of (32).

We have shown that the set of indices $i$ for which $r(i)=0$ and the explicit conditions (25) hold, determines a semi-neutral subsystem of the generalized L-V system.

Now consider indices $i$ for which $r(i) \neq 0$. The relevant explicit conditions are (26). We describe these conditions as they apply to generalized L-V systems below.

Condition (26a): $\Gamma_{i}^{i r(i)} \geq 0$.

$$
\begin{align*}
& \text { If } r(i)=i,(36 \mathrm{c}) \quad \Rightarrow \quad \gamma_{i}^{i i} \geq \lambda_{i} .  \tag{A.5}\\
& \text { If } r(i) \neq i,(36 \mathrm{~d}) \quad \Rightarrow \quad \gamma_{i}^{i r(i)} \geq \frac{1}{2} \lambda_{i} . \tag{A.6}
\end{align*}
$$

Condition (26b): $A_{i}^{i}+2 \Gamma_{i}^{i r(i)}<0$.

$$
\begin{align*}
& \text { If } r(i)=i,(36 \mathrm{a}),(36 \mathrm{c}) \quad \Rightarrow \quad 2 \gamma_{i}^{i i}<\lambda_{i}+\rho_{i}+a_{i}^{0} .  \tag{A.7}\\
& \text { If } r(i) \neq i,(36 \mathrm{a}),(36 \mathrm{~d}) \quad \Rightarrow \quad 2 \gamma_{i}^{i r(i)}<\rho_{i}+a_{i}^{0} . \tag{A.8}
\end{align*}
$$

Condition (26c): $\Gamma_{i}^{i s} \leq \Gamma_{i}^{i r(i)}$ for $1 \leq s \leq n$.
If $s=r(i)$, the condition holds trivially.
If $s=i \neq r(i)$, then the condition is $\Gamma_{i}^{i i} \leq \Gamma_{i}^{i r(i)}$. This reduces to $\gamma_{i}^{i i}-\lambda_{i} \leq \gamma_{i}^{i r(i)}-$ $\frac{1}{2} \lambda_{i}$, which gives:

$$
\begin{equation*}
2\left(\gamma_{i}^{i i}-\gamma_{i}^{i r(i)}\right) \leq \lambda_{i}, \quad r(i) \neq i \tag{A.9}
\end{equation*}
$$

If $s=j \neq i, r(i)$, the condition is $\Gamma_{i}^{i j} \leq \Gamma_{i}^{i r(i)}$. That is, $\gamma_{i}^{i j}-\frac{1}{2} \lambda_{i} \leq \gamma_{i}^{i i}-\lambda_{i}$ if $r(i)=i$, and $\gamma_{i}^{i j}-\frac{1}{2} \lambda_{i} \leq \gamma_{i}^{i r(i)}-\frac{1}{2} \lambda_{i}$ if $r(i) \neq i$. Thus:

$$
\begin{align*}
& \lambda_{i} \leq 2\left(\gamma_{i}^{i i}-\gamma_{i}^{i j}\right), \quad r(i)=i \neq j,  \tag{A.10}\\
& \gamma_{i}^{i j} \leq \gamma_{i}^{i r(i)}, \quad r(i) \neq i \neq j \neq r(i) . \tag{A.11}
\end{align*}
$$

Condition (26e): $\left|A_{j}^{i}+2 \Gamma_{j}^{i s}\right| \leq\left|A_{j}^{i}+2 \Gamma_{j}^{i r(i)}\right|$ for $j \neq i, s \geq 1$.
If $j \neq i, r(i)$ this reduces to $\left|A_{j}^{i}+2 \Gamma_{j}^{i s}\right| \leq\left|A_{j}^{i}\right|$ by (36e). If $s \neq j$ then $\Gamma_{j}^{i s}=0$ again by (36e), and the condition holds trivially. If $s=j$, the condition is: $\mid-a_{j}^{0}+$ $2 \gamma_{j}^{i j}-\lambda_{j} \mid \leq a_{j}^{0}$. This holds if and only if:

$$
\begin{equation*}
\lambda_{j} \leq 2 \gamma_{j}^{i j} \leq \lambda_{j}+2 a_{j}^{0}, \quad j \neq i, r(i) . \tag{A.12}
\end{equation*}
$$

If $j=r(i) \neq i$, then (26e) reduces to $\left|A_{r(i)}^{i}+2 \Gamma_{r(i)}^{i s}\right| \leq\left|A_{r(i)}^{i}+2 \Gamma_{r(i)}^{i r(i)}\right|$. If $s=r(i)$, this holds trivially. If $s \neq r(i)$, the condition reduces to $\left|A_{r(i)}^{i}\right| \leq\left|A_{r(i)}^{i}+2 \Gamma_{r(i)}^{i r(i)}\right|$ by (36e). That is, $a_{r(i)}^{0} \leq\left|-a_{r(i)}^{0}+2 \gamma_{r(i)}^{i r(i)}-\lambda_{r(i)}\right|$, which gives

Either: $\quad 2 \gamma_{r(i)}^{r(i) i} \leq \lambda_{r(i)}$,
Or: $\quad 2 \gamma_{r(i)}^{r(i) i} \geq \lambda_{r(i)}+2 a_{r(i)}^{0}$.

Condition (26d): If $\Gamma_{j}^{i r(i)}$ and $A_{j}^{i}$ have opposite signs for $j \neq i$, then $\left|A_{j}^{i}\right| \leq\left|\Gamma_{j}^{i r(i)}\right|$.
Sign $A_{j}^{i}=-1$ by (36b), and so this condition is non-empty only if $\Gamma_{j}^{i r(i)}>0$.
If $j \neq i, r(i)$, then $\Gamma_{j}^{i r(i)}=0$ and the condition is empty.
If $j=r(i) \neq i$, then either $2 \Gamma_{j}^{i r(i)}=2 \Gamma_{j}^{i j}=2 \gamma_{j}^{i j}-\lambda_{j} \leq 0$ if (A.13) holds, in which case the condition is empty, or $2 \Gamma_{j}^{i r(i)}=2 \Gamma_{j}^{i j}=2 \gamma_{j}^{i j}-\lambda_{j} \geq 2 a_{j}^{0}>0$ if (A.14) holds, in which case the condition holds trivially since $\left|A_{j}^{i}\right|=a_{j}^{0}$.

Hence condition (26d) always holds for generalized L-V systems.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncommercial License which permits any noncommercial use, distribution, and reproduction in any medium, provided the original author(s) and source are credited.
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[^1]:    ${ }^{1}$ This condition can be weakened in most of what follows. For $\varepsilon>0$, let $U_{\varepsilon}=\{x \in \Delta: d(x, \partial \Delta)<\varepsilon\}$ be the open $\varepsilon$-neighbourhood of $\partial \Delta$ in $\Delta$. Assume there is an $\varepsilon_{0}>0$, such that, for each $0<\varepsilon<\varepsilon_{0}$, there is a convex open set $M_{\varepsilon}$ in $\Delta$ with closure $\bar{M}_{\varepsilon} \subset$ int $\Delta$ and boundary a smooth closed manifold, $\partial M_{\varepsilon} \subset U_{\varepsilon}$, with $g$ inward pointing on $\partial M_{\mathcal{E}}$. This implies that any arbitrarily small, non-zero representation of species $i$ will grow; i.e. once established, species $i$ cannot die out. This is similar to the permanence condition discussed by Hofbauer and Sigmund (1998, Section 12.2). However, for the sake of simplicity we shall not consider this more general situation explicitly in this paper.

[^2]:    ${ }^{2}$ Condition (25b) implies that $\Gamma_{1}{ }^{11}, \Gamma_{1}^{12} \leq 0$. If $\Gamma_{1}^{12} \neq 0$, then $\Gamma_{1}^{21}=\Gamma_{1}^{12}<0$ and (25c) with $i=s=1$ and $j=2$ implies that $\operatorname{sign} A_{1}^{2}=-\operatorname{sign} \Gamma_{1}^{21}=+1$. Hence, either $\Gamma_{1}^{22}=0$, or (25c) with $i=1$ and $j=s=2$ implies that $\operatorname{sign} \Gamma_{1}^{22}=-\operatorname{sign} A_{1}^{2}=-1$. That is, $\Gamma_{1}^{22} \leq 0$.

[^3]:    ${ }^{3}$ In Appendix A we show that condition (26d) always holds for generalized L-V systems.

