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When people move around in their environment, spatial updating, which is an automatic cognitive process, is essential to ensuring 
people can keep track of their relations between them and the surrounding objects, and to “recalculating” the relative position and 
orientation of those objects with regard to the current position of the persons. Despite the facilitating effect of spatial updating to 
people’s mental representation in most circumstances as demonstrated in most of the existing literature, the effect sometimes can 
be adversarial. For instance, some research suggested that even though people were asked to ignore their locomotion, it is difficult 
to suppress updating of the spatial representation during movement. The current two studies were conducted to systematically 
investigate the dual effects of spatial updating in both real and virtual environments. We used a typical spatial updating paradigm 
to explore the effects of scene familiarity (familiar vs. novel) and person’s locomotion (stationary vs. moving) on change detec-
tion accuracy (target object moved or not). The results indicated a facilitating effect of spatial updating in the novel scene condi-
tion, but an adversarial effect in the familiar scene condition—the dual effects, in both real and virtual environments. 
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When people move around in their environment, the change 
of their position and orientation will lead to a change of 
spatial relations between themselves and the objects in the 
environment. In order to recognize and act on the objects 
from the new position or orientation, people need to keep 
track of their relationship with the surrounding objects. This 
cognitive process is known as spatial updating [1–4]. For 
example, when a person turns right, the cap originally 
placed in front of him or her now appears to his/her left. In 
order to remember and reach the cap later, he or she needs 
to keep track of the position of the cap when he or she 
moves. Spatial updating enables the person to calculate the 
location and orientation of the cap during his/her move-
ments. 

Indeed, spatial updating plays an important role for us to 
experience a stable visual world during movements. If all 
the objects around us can be seen directly, this process may 
not be so important. However, once some objects are out of 
sight, the process of spatial updating becomes critical to 
ensuring that people can remember the position and orienta-
tion of those objects.   

In the field of spatial cognition, it is important to study 
the spatial updating of scene recognition across views for 
the following reasons. First, we rarely perceive objects by 
themselves alone; instead we perceive objects together with 
their surrounding contexts. Hence，the online spatial updating 
is required to represent the environment we live in [5]. Se-
cond, people appear to be more sensitive to perceive changes 
to the layout than changes to individual object or object fea-
tures [6]. Third, people’s movements and spatial updating 
often are associated with the representation and recognition 
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of the configuration or layout of objects in daily life [7].  
Previous studies have shown that spatial updating in long- 

term memory is automatic and effortless, often referred as 
“automatic spatial updating” [8–10]. The spatial updating 
occurs automatically during our physical motion without 
requiring attention. For example, when people, who were 
blindfolded or in darkness, were asked to point to the pre-
viously well-learned targets relative to their new position 
after moving, their response latencies and/or accuracy rates 
were either not affected or only slightly affected by their 
prior locomotion [2,11–13].  

Moreover, some research studies have indicated that spa-
tial updating is reflex-like, hard-to-suppress, and largely be-
yond the conscious control of cognitive processes. It is dif-
ficult to ignore the updating of our egocentric spatial repre-
sentation during movement. This phenomenon is called ob-
ligatory spatial updating, a subset of automatic updating [14]. 
For instance, compared with the updating condition, re-
sponse latencies increased and/or accuracy rates declined 
when participants were required to ignore the previous lo-
comotion and imagine they were still standing in the initial 
position, and then to point or walk to the target. Their per-
formance was better in the updating condition than in the 
ignore condition. This indicated that spatial updating is hard 
to suppress when people move to new locations and orienta-
tions [8,9,15]. The results support the notion that updating 
can occur involuntarily and that it is hard to ignore. 

In addition, studies have shown that locomotion plays an 
important role in automatic spatial updating. In everyday 
life we can perform spatial updating by using external cues 
such as visual surroundings and optic flow, or internal cues 
such as changes in vestibular and proprioceptive infor-
mation during physical movement. Some research provided 
evidence that the response latencies and accuracy rates were 
quite similar only using vestibular and proprioceptive cues 
when participants were blindfolded in the updating condition. 
On the contrary, spatial updating could be severely inter-
fered with if vestibular and proprioceptive cues were im-
paired [13,15,16]. Thus, vestibular and proprioceptive in-
formation cues were considered necessary and sufficient for 
automatic spatial updating and/or obligatory spatial updating. 

In addition to the aforementioned studies which showed 
that the spatial updating of a well-learned scene is automatic 
and hard-to-suppress, several studies also suggested that the 
spatial updating of a briefly viewed scene can also be auto-
matic. 

Simons and Wang [17,18] reported that scene recogni-
tion of a briefly learned layout was view independent or 
unaffected after people walked around the layout. They 
used the typical spatial updating paradigm to compare both 
the influence of observers’ locomotion and the rotation of 
layouts on the performance of scene recognition. They had 
participants briefly view an array of five objects on a desk-
top for 3 s in a dark environment and then detect the posi-
tion change of one object after 7 s. Participants were tested 

either from the learning perspective or from a new perspec-
tive. The results showed that visual detection of an object’s 
position change at a novel view was less impaired when the 
novel view was caused by the observer’s locomotion than 
when the novel view was caused by the table rotation. And 
this phenomenon could be observed even when participants 
used a handle fixed on the table to actively control the lay-
out rotation. They argued that observers update the scene 
representation automatically during their movement. This 
updating mechanism which is independent of the visual 
information can be available only through vestibular infor-
mation and proprioceptive information, and the process 
barely occupies cognitive resources and generates errors.  

However, the studies of Simons and Wang [17,18] did 
not entirely rule out the possibility that object locations may 
also be represented according to the visual cues in the envi-
ronment. Although participants were blindfolded or closed 
their eyes in the dark, this method cannot ensure that the 
visual cues or visual adaptation were completely ruled out. 
For instance, participants may obtain visual information 
occasionally or use background information because of their 
dark adaptation. Some evidence has proven that recognition 
accuracy can be increased when provided with an external 
or internal landmark or a cue in the dark environment 
[19–22]. In particular, Burgess et al. [23] used the typical 
spatial updating paradigm to examine whether the location 
representation of objects is affected by the environmental 
cues outside of the layout. They found that the recognition 
performance was better when the scene and the external cue 
rotated together compared to the condition when the scene 
rotated individually. Thus, people can represent the objects 
relative to external landmarks and this kind of cue may con-
tribute to the scene change detection over brief learning and 
short distance. Moreover, Simons and Wang’s studies 
[17,18] have not indicated whether spatial updating could 
be ignored or not. The design of their experiment was not 
targeted at exploring systematically the dual effects of spa-
tial updating.  

Even though most of the above mentioned studies were 
conducted in real environments, spatial updating in virtual 
environments is also interesting for a number of reasons. 
First, the advanced virtual reality (VR) technology can gen-
erate high-fidelity visual environments that allow research-
ers to replicate and validate their experiments which were 
conducted in real environments. Second, VR can generate a 
variety of novel environments or stimuli (e.g. a fire scene) 
that are difficult or too risky to produce in the real environ-
ment. Lastly, VR can be used to design experiments with 
full control of the environment, eliminating the influence of 
other irrelevant factors [24–27]. For instance, in the real 
environment, visual clues and non-visual cues provided by 
our locomotion are difficult to separate. However, virtual 
reality technology provides a suitable method for exploring 
the effects of one or several combined factors separately.  

By using of the circular screen combined with the im-
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mersive virtual environment technology, Lehmann, et al. 
[28] explored the influence of spatial updating on scene 
recognition tasks in an environment with strong and con-
tinuous cues. They used a screen to show the external cues 
and used the same experiment procedure as of Simons and 
Wang [17]. In the testing phase, participants pointed out the 
object where its position was changed on the table. Every 
participant completed four different testing conditions; they 
were two viewing position (unchanged or changed) com-
bined with the retinal projection (same or different). The 
rotation magnitude of table and passive locomotion magni-
tude were both 50°. The results showed a view dependency 
effect when participants were at the unchanged position, 
which meant the change detection performance was im-
paired if the layout was rotated. On the contrary, the change 
detection performance at a changed view was not signifi-
cantly impaired when the novel view was caused by the 
locomotion of the observer, so the moving of participants 
reduced the cost of mental rotations. This result replicated 
the findings of Simons and Wang [17]. However, their 
study did not remove external cues completely to explore 
the hypothesis that the spatial updating was only caused by 
the locomotion, and it did not investigate the dual effect of 
spatial updating, especially the interference effect in the 
virtual reality environment.   

The main goals of our study are to examine the following 
questions: (1) whether spatial updating has dual effects, espe-
cially the interference effect on spatial reasoning after briefly 
learning a previous-viewed scene (Experiment 1); (2) whether 
the dual effect of spatial updating also occurs in the virtual 
reality environment when the external environmental cues 
were excluded (Experiment 2); and (3) whether VR tech-
nology has good validity in researching spatial updating of 
scene recognition. We applied the typical spatial updating 
paradigm as in Simons and Wang’s study [17], but with a 
refined experimental design in order to address our research 
questions above. We hypothesized that locomotion-induced 
spatial updating facilitates scene recognition if participants 
perform better at the novel scene condition, but an interfer-
ence effect of locomotion at the familiar scene condition (Ex-
periment 1). We also hypothesized the similar result patterns 
will occurred in the virtual environment (Experiment 2). 

1  Experiment 1 

The main purpose of this experiment was to examine whether 
spatial updating has dual effects, especially the interference 
effect on spatial reasoning after a brief learning of a previ-
ously-viewed scene.  

1.1  Method 

(i) Participants.  Thirty-two university students at a major 
Chinese university (16 males and 16 females, with normal 

visual acuity) were recruited to participate in the study and 
received monetary compensation. 

(ii) Materials.  The experiment was carried out in a 
room (6 m long, 6 m wide, 2.5 m high) with all walls cov-
ered with black curtains. A circular table covered by a grey 
mat (69 cm above the floor, 80 cm in diameter) and two 
chairs (seated 42 cm high) were placed in the center of the 
room, with 5 objects (around 5 cm in size) placed on the 
table. The five objects were randomly placed in five of nine 
locations and formed an irregular layout on the table. The 
distance between any two adjacent locations were from 19 
to 30 cm. The distance from the chairs to the center of the 
table was 90 cm. The angle between the two chairs was 49°. 
Participants were asked to wear a blindfold and a wireless 
earphone. The lights were kept off during the whole exper-
iment, and the experimenter only used a flashlight when 
arraying the objects. Throughout the experiment, partici-
pants could only see the positions of the five objects. We 
used the earphone to present white noise and instructions. 

The experimenter created 40 irregular layouts of object 
locations. In each location, one of the five already occupied 
positions was randomly selected to be the position of the 
moved target object. The target object was moved to one of 
the remaining four positions. The new position of the target 
object was usually closest to the original position and had 
the same distance to the middle of the table so that the cues 
of distance were excluded. 

(iii) Design.  The independent variables were scene fa-
miliarity (familiar scene vs. novel scene) and person’s lo-
comotion (person stationary vs. person moving). Person’s 
locomotion was manipulated within participants and scene 
familiarity was manipulated between participants. The lo-
comotion angle of participants and the rotation angle of the 
table were both 49° (Figure 1). The dependent variable was 
the percentage of the correct judgments of the locomotion 
position of the target object.  

(iv) Procedure.  With the assist of the experimenter, the 
blindfolded participants entered the room and sat in the 
viewing chair. Each trial consisted of three stages: Practic-
ing, learning, and testing, as shown in Figure 2.  

In the practicing phase, blindfolded participants practiced 
for about 15 min until they could stand up or sit down from 
a chair and walk to the other chair and had 10 extra trials  
(5 for the person moving condition) as practice to be famil-
iar with the procedure. In the learning phrase, the experi-
menter pressed a key to start the experimental program, and 
then participants heard the instruction through an earphone. 
Participants should remove the blindfold and learn a layout 
of five objects. After 3 s, participants were instructed to 
wear the blindfold and walk to the new position or keep still 
at the learning location. After 10 s participants learned the 
layout, they should remove the blindfold and judge which 
object was moved as accurately as possible. After the judg-
ment, the experimenter pressed a key to end the trial and the 
verbal instruction guide participant to wear the blindfold and  
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Figure 1  Experiment design in real environment. 

 

Figure 2  Sequence of presenting stimuli in a trial in real environment. 

go back to the learning position and sit on the chair for the 
next trial. Each participant completed 40 trials.  

1.2  Results 

Accuracy rate of judgments as a function of scene familiar-
ity and person’s locomotion is shown in Figure 3. We ana-
lyzed data by use of mixed analyses of variance (ANOVAS); 
person locomotion was within participants and scene famil-
iarity was between participants. 

The main effect of scene familiarity was significant, F (1, 
30)=20.56, P<0.01. The main effect of person locomotion 
was not significant, F (1,30)=2.94, P>0.05. The interaction 
between person locomotion and scene familiarity was sig-
nificant, F (1,30)=38.54, P<0.01. Participants facing the 
familiar scene condition were more accurate than partici-
pants facing the novel scene condition, and there were no 
accuracy differences between participants in the person sta-
tionary condition and in the person locomotion condition. 
However, participants facing the novel scene were more 
accurate in the person locomotion condition than in the  

 

Figure 3  Accuracy as a function of scene familiarity and person locomo-
tion in Experiment 1. 

person stationary condition, and participants facing the fa-
miliar scene were also more accurate in the person station-
ary condition than in the person locomotion condition. 

The primary purpose of Experiment 1 was to exam whether 
spatial updating has a dual effect, especially the interference 
effect on spatial reasoning after briefly learning a previous- 
viewed scene. The result indicated the facilitating effect of 
spatial updating occurred because participants’ performance 
was better in the person locomotion condition than in the 
person stationary condition in the novel test view. At the 
same time, the interference of spatial updating also appeared 
since participants in the familiar test view were more accu-
rate in the person stationary condition than those in the per-
son locomotion condition. So the results are consistent with 
our hypotheses about the dual effect of spatial updating in a 
real environment. 

2  Experiment 2 

The main purpose of this experiment was to investigate 
whether the dual effect of spatial updating occurs in the virtual 
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reality environment without the external environmental cues. 

2.1  Method 

(i) Participants.  Thirty-two university students at a major 
Chinese university (16 males and 16 females, with normal 
visual acuity) were recruited to participate in the study and 
received monetary compensation. 

(ii) Materials.  The virtual reality system (Figure 4) in-
clude a head-mounted display (HMD), used in conjunction 
with a rendering computer and a head tracking system. The 
head tracker determines the position and orientation of the 
user and the information is sent to the computer. The rendering 
computer generates and outputs three-dimensional visual 
and auditory imagery back to the user’s HMD according to 
the position and orientation of the user’s head. The HMD 
consists of earphone and video displays. This kind of virtual 
reality system is the most widely-used virtual technology in 
psychology study [24,26]. In our study all the three-dimen-     
sional virtual scenes were created by use of the 3-D MAX 
software and presented through the portable head- mounted 
display (HMD, I-O Display Systems, Inc. California). The 
IS-900 moving tracking system (InterSense, Inc., Massachu-
setts) could determine participants’ head position in real 
environment. Virtual reality input devices were placed in a 
room (6 m long, 6 m wide, 2.5 m high). The HMD present-
ed identical images to both eyes. The resolution is 800×600 
pixels and the field of view (FOV) is 31° diagonally for 
each eye. The virtual scenes were programmed with an ATI 
Radeon ×300 graphics accelerator; updating the graphics 
and display at 100 Hz. Whenever participants looked at the 
center of the unseen table through the HMD, participants 
could see the virtual scenes (or a red arrow before the scene 
was presented) from the centre of the FOV. The distance 
from the learning position or the testing position to the cen-
ter of the unseen table was 1.9 m.  

All the walls of the experiment room were covered with 
black curtains. In the virtual environment participants saw 
the layouts which were composed of 5 virtual objects on the 
unseen table (80 cm in diameter, 20 cm above the floor). 
The objects were generated by the 3-D MAX software and 
placed on five of nine locations in an irregular array similar 
to Experiment 1. The distance between any two adjacent 
locations were from 19 to 30 cm. The experiments were 
conducted in a dark environment, so participants could see  

 

Figure 4  The virtual reality system. 

only five objects and their locations. 
Just as in Experiment 1, the program created 40 irregular 

layouts of object locations. In each location, one of the five 
already occupied positions was randomly selected to be the 
position of the moved target object. The target object was 
moved to one of the remaining four positions. The new po-
sition of the target object was usually closest to the original 
position and had the same distance to the middle of the un-
seen table so that the cues of distance were excluded. 

(iii) Design.  The independent variables were scene fa-
miliarity (familiar scene vs. novel scene) and person’s lo-
comotion (person stationary vs. person moving). Person’s 
locomotion was manipulated within participants and scene 
familiarity was manipulated between participants. The lo-
comotion angle of participants and the rotation angle of the 
scene were both 49° (Figure 5). The dependent variable was 
the percentage of the correct judgments of the locomotion 
position of the target object.  

(iv) Procedure.  With the assist of the experimenter, the 
blindfolded participants entered the room and stood in the 
learning position facing the virtual table scene. Each trial 
consisted of three stages: Practicing, learning and testing, as 
shown in Figure 6. In the practicing phase, participants 
wearing the blindfold and the helmet walked along the 
marked radian assisted by the experimenter and practiced 
for about 15 min until they could walk properly along the 
marked radian. Then the experimenter helped participants 
remove the blindfold, and went behind the black curtains, 
opened the tracker and started the program. Participants had 
10 extra trials (5 for person moving condition) as practice to 
be familiar with the procedure. 

In the learning and testing phrase, the participant first 
stood in the learning position and looked at the scene 
through the HMD. In the center of the visual field, a red 
vertical arrow was presented to indicate the position of the 
forthcoming layout. The experimenter presses a key to start 
each trial, and then participants were told to pay attention to 
the position of the red arrow vocally through the earphone 
of the HMD.  

Then the red arrow disappeared and the instruction re-
minded the participants through the earphone that they should 
try to remember the locations of the objects they were going 
to see. Then participants learned a layout. After 3 s, the layout 
disappeared. Then participants were instructed to walk to the 
new position or keep still at the learning location. After 10 s 
a test scene was presented and participants were instructed to 
judge which object was moved as accurately as possible. 
After the judgment, the experimenter pressed a key to end 
the trial and the verbal instruction guided participants to go 
back to the learning position for the next trial. Each partici-
pant completed 40 trials. 

2.2  Results 

As in Experiment 1, accuracy rate of judgments was a  
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Figure 5  Experiment design in virtual environment. 

 

Figure 6  Sequence of presenting stimuli in a trial in virtual environment. 

function of scene familiarity and person’s locomotion (Figure 
7). We analyzed data by use of mixed analyses of variance 
(ANOVAS); person locomotion was within participants and 
scene familiarity was between participants.  

The main effect of scene familiarity was significant, F (1, 
30)=23.21, P<0.01. The main effect of person locomotion 
was not significant, F (1,30)=1.21, P>0.05. The interaction 
between person locomotion and scene familiarity was sig-
nificant, F (1,1)=17.94, P<0.01. Participants facing the fa-
miliar scene condition were more accurate than participants 
facing the novel scene condition, and there were no accuracy 
differences between participants in the person stationary 
condition and in the person locomotion condition. However, 
participants facing the novel scene were more accurate in 
the person locomotion condition than in the person station-
ary condition, and participants facing familiar scene were 
also more accurate in the person stationary condition than in 
the person locomotion condition. 

The primary purpose of Experiment 2 was to explore 
whether the dual effect of spatial updating occurs in the vir-
tual reality environment without the external environmental  

 

Figure 7  Accuracy as a function of scene familiarity and person locomo-
tion in Experiment 2. 

cues after briefly learning a previously-viewed scene. The 
result also indicated that the facilitative effect of spatial 
updating occurred because participants in the novel test 
view were more accurate in the person locomotion condi-
tion than in the person stationary condition. At the same 
time, the interference of spatial updating also appeared 
since participants in the familiar test view were more accu-
rate in the person stationary condition than those in the per-
son locomotion condition. So the results are consistent with 
our assumptions about the dual effect of spatial updating in 
a virtual reality environment. 

In addition, we used an independent sample T-test to in-
vestigate the relationship between the performances in the 
real environment and in the virtual environment. There was 
a significant difference in the result between the two envi-
ronments, T (62)=1.99, P=0.05, that is to say, participants in 
the real environment were more accurate than those in the 
virtual environment on the whole. Nevertheless, accuracy 
rates have the same reaction model in two environments, 
because the correlation coefficient of accuracy rates pattern 
between real and virtual environments was significant, R= 
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0.98, P<0.01. The result accorded with our expectations.  

3  Discussion 

The primary goals of these two studies were to investigate 
(1) whether spatial updating has dual effects, especially the 
interference effect on spatial reasoning after briefly learning 
a previously-viewed scene (Experiment 1), (2) whether the 
dual effect also occurs in the virtual environment when the 
external environmental cues were completely excluded 
(Experiment 2), and (3) whether VR technology we em-
ployed in the study has good validity in conducting research 
on spatial updating of scene recognition (Experiments 1   
& 2).  

We used the classic spatial updating experimental para-
digm as Simons and Wang’s study [17], but improved the 
experimental design to systematically examine the dual ef-
fects of spatial updating. The results showed in the novel 
test view condition, participants’ performance was better in 
the locomotion condition than in the stationary condition in 
both real and virtual environments—a facilitating effect of 
spatial updating as shown by many spatial updating studies. 
However, during the familiar test view condition, partici-
pants’ performance was worse in the locomotion condition 
than in the stationary one also in both real and virtual envi-
ronments—an adversarial effect of spatial updating. Even 
though, the performance in the real environment was more 
accurate as compared to the performance in the virtual en-
vironment, the results patterns in both environments are 
consistent. These results supported our initial hypothesis 
regarding the dual effects of spatial updating, and also indi-
cated that the VR technology used in our study has good 
validity.  

Although past research has demonstrated that spatial up-
dating in long-term memory is automatic and effortless 
[8–10,13,15], our studies results contribute to the literature 
with the following aspects. First, we provided additional 
evidence that spatial updating for a briefly previous-viewed 
scene is also automatic, and cannot be ignored. Second, we 
improved the experimental design and the classic paradigm 
of spatial updating in scene recognition. Third, we con-
firmed the dual effects of spatial updating also happens in 
virtual environments, even though the previous VR study by 
Lehmann et al. [28] failed to address this question.  

The dual effects of spatial updating can be explained by 
the allocentric updating model [29–31]. According to this 
model, after studying a layout in a brief time, participants 
were likely to represent the spatial relationship between 
objects and their’ own position and orientation with respect 
to the intrinsic reference frame of the scene layout. Alt-
hough the participants in the novel test view received the 
same retinal projection of scenes, their recognition accuracy 
in the locomotion condition was much higher than those in 
the stationary condition. This indicated spatial updating 

facilitated the scene recognition. In the stationary condition, 
participants adjusted the relationship between their own 
bodies and the intrinsic reference frame of the scene by use 
of mental rotation, and this process requires computation 
and inference; whereas the participants in the locomotion 
condition automatically updated the spatial relationship 
between their bodies and the intrinsic reference frame ac-
cording to the associated vestibular and proprioceptive in-
formation provided via the movement. This may account for 
the facilitating effect of spatial updating. Likewise, though 
participants in the familiar test view also received the same 
retinal projection of scenes, their recognition accuracy in 
the locomotion condition was much worse than in the sta-
tionary condition, indicating that spatial updating during 
locomotion interfered with the accuracy of recognition. 
Most likely, participants automatically updated their posi-
tion and orientation with respect to the intrinsic reference 
frame of the scene layout during their locomotion, and this 
process could not be ignored. So the expected scene repre-
sentation was inconsistent with the scene they actually saw, 
which led to the decrease of recognition accuracy rates.  

In addition to the dual effects of spatial updating, both 
experiments’ results also showed that the viewpoint de-
pendency effect on the scene recognition task in both real 
and virtual environments. No mater participants walked to 
the new viewing position or remained stationary at the 
learning position, their performance in the familiar scene 
test view was more accurate than that in the novel scene test 
view. Therefore, spatial updating during locomotion does 
not eliminate viewpoint-dependent visual scene processing. 
These findings are inconsistent with the findings of Simons 
and Wang [17], where they found that recognition perfor-
mance at a novel view was much impaired when the novel 
view was being caused by the passive table rotation, and yet 
detection performance at a novel view was hardly impaired 
when the novel view was caused by the locomotion of the 
observer. We think this inconsistent findings may caused by 
different experiment designs used between their studies and 
ours. In order to test the view dependent effect, we should 
compare the condition in which participants and table were 
relatively still and the condition in which the participant 
remained stationary while the table was rotated, or vice 
versa. Also, as to examine whether the dual effect occurs, 
we ought to compare the performances in person locomo-
tion condition with person stationary condition for the novel 
test view, and also compare the performances in person lo-
comotion condition with person stationary condition for the 
familiar test view. The refined experimental design allowed 
us to clearly examine the view dependent effect and also the 
dual effects of spatial updating. 

In our study, there was a very significant correlation of 
the behavior performance between the two environments. 
The consistent result patterns in both real and virtual envi-
ronments also indicate that the spatial updating ability could 
be transferred to a new situation in a short time. In addition, 
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the correlation coefficient between the two environments is 
comparable with other studies [32,33], and even better than 
some studies [34,35]. This demonstrates that VR technology 
has good validity in the research on spatial updating of sce-
ne recognition. However, the performance in the real envi-
ronment was higher than those in the virtual environment on 
the whole. The possible reasons are as follows. First, we 
were unable to rule out completely the visual cues or visual 
adaptation that participants could obtain in the real envi-
ronment. Second, although the VR technology we used cre-
ates high fidelity 3-D graphics, it also suffered from tech-
nology limitations, such as imperfections in the rendering 
models, limitations of the visual display (low spatial resolu-
tion, small field of view), slow graphics update rate, and 
lags between head tracking and visual display, etc. All these 
factors could potentially contribute to the overall declines of 
accuracy rates in the virtual environments.  

Despite the limitations of VR technology, our study re-
sults showed its good validity. For future research, we will 
consider to use VR to investigate the following questions. 
First, whether the dual effects of spatial updating on the 
visual scene can be affected by the angular distance of the 
locomotion. Also can we replicate spatial updating research 
in much large environment, such as the room size layout, 
instead of a desk size layout? Or can we explore the physi-
ological mechanism on the dual effects of spatial updating 
using VR technology? 

In summary, the present two studies demonstrate that 
spatial updating during locomotion facilitates visual scene 
recognition in novel views, but interferes with visual scene 
recognition in familiar views. The results support the notion 
of dual effects that updating can occur automatically only as 
a result of bodily locomotion and it is hard to ignore this 
effect. Moreover, spatial updating, a long-term evolutionary 
ability, can be transferred to a new situation after a brief 
scene study. Lastly, VR technology can be a method with 
good validity in researching spatial updating of scene recog-
nition. 
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