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Abstract
In this study, we present a fusion model for emotion recognition based on visual 
data. The proposed model uses video information as its input and generates emo-
tion labels for each video sample. Based on the video data, we first choose the most 
significant face regions with the use of a face detection and selection step. Subse-
quently, we employ three CNN-based architectures to extract the high-level features 
of the face image sequence. Furthermore, we adjusted one additional module for 
each CNN-based architecture to capture the sequential information of the entire 
video dataset. The combination of the three CNN-based models in a late-fusion-
based approach yields a competitive result when compared to the baseline approach 
while using two public datasets: AFEW 2016 and SAVEE.

Keywords Emotion recognition in the wild · Convolutional neural network · Long–
short term memory network · Fusion model
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1 Introduction

Emotions have an essential influence not only on the interactions among human 
beings but also on the human–computer interactions. Because that the emotional 
state of a person may affect his/her concentration, task solving, and decision-
making skills, the vision of affective computing is to enable systems to recognize 
human emotions and influence them to enhance productivity and effectiveness 
when working with computers [1]. Thus, an automatic emotion recognition model 
contains several attentions and a variety of applications. The computer vision and 
psychological research have been combined in several applications such as moni-
toring the conditions of the driver (e.g.,, state of fatigue) and monitoring signs 
of attention to enhance driver’s safety [2], detection of depression in individuals, 
and diagnosis of developmental disorders of children by monitoring their facial 
expressions and gaze during social interactions [3]. Emotion recognition from 
video data has also been revolutionizing marketing strategies pertaining to the 
quantification of advertisement preferences by automatically gathering the human 
expressions information exposed from specific contexts [4]. Moreover, capturing 
the emotions automatically can help blind people to understand facial expres-
sions, help robots to interact smartly with people for better service. Emotion rec-
ognition in conversation also can be used to extract a huge amount of opinions 
between participants from massive conversational data in social networks. The 
task of emotion recognition is particularly difficult for two reasons: (1) a large 
database containing training images does not currently exist; and (2) the defini-
tion of emotional expressions varies in different people, and thus a unified defini-
tion cannot be provided. However, numerous studies were conducted in the last 
two decades to gradually overcome the challenges in automatic emotion recogni-
tion [5–7].

Emotions can be recognized based on a variety of approaches, such as facial 
expressions, speech, and body gestures. Generally, facial information is considered 
as the most common characteristic for recognizing emotion as it does not dem-
onstrate significant challenges such as recording sound in a noisy environment or 
analyzing body gestures while dealing with problems of occlusion. However, facial 
expression recognition is still a challenging concern owing to the variety of head 
poses and background settings. The challenge in facial expression recognition is to 
effectively locate and understand facial regions-of-interest. In the past few years, 
these tasks were performed by traditional computer vision methods, such as land-
mark detection and object modeling. However, it was assumed that emotion recog-
nition was performed in a controlled environment such as indoor conditions with 
frontal view of the face. This implies that the face and the background were not 
complicated for identification. Analyzing facial expression in the wild requires the 
system to handle various aspects of an unconstrained scenario such as dynamic illu-
mination, occlusion, and head poses. Thus, facial expression recognition in the wild 
remains as a challenging problem and has been attracting increasing attention.

In this study, we present an ensemble of deep neural network-based mod-
els for emotion recognition in the wild using visual data. The proposed fusion 
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model focuses on the analyses of facial information to estimate seven emotional 
categories, which are anger, disgust, fear, happiness, sadness, surprise, and neu-
tral state. Three face representations were developed based on the convolutional 
neural network (CNN) [8]. The first model uses a multilevel CNN (MLCNN) to 
extract facial features from each video frame and 3DCNN [9] for analyzing tem-
poral information. The second model is a combination of the VGG–FACE [10] 
and the long short-term memory (LSTM) modules [11]. The third model fine-
tuned the Xception network [12] and encoded the features statistically. The fusion 
of three models was investigated using four fusion methods such as features 
fusion, average scoring, max voting, and weight fusion to identify the best com-
bination. The major contribution of this study is the construction and training of 
deep neural networks that perform well in emotion recognition tasks using visual 
data in both unconstrained scenario, where the data are captured in the wild, and 
constrained scenario, for the data captured in a controlled environment such as 
indoor conditions.

The paper is organized as follows. In Sect. 2, the recent state-of-the-art methods 
are reviewed. The proposed method is presented in Sect. 3. In Sect. 4, the perfor-
mance of the proposed method on public datasets is evaluated. Section 5 outlines the 
conclusion and future improvement.

2  Related works

Most applications for emotion recognition examine sequences of images of facial 
expressions. There were several approaches to resolve this problem, including the 
use of pyramidal histograms of gradients (PHOG) [13], action-unit-aware facial fea-
tures [5], and boosted LBP descriptors [14]. These handcrafted features were then 
used to train various classifiers. Examples include spatial classifications using sup-
port vector machines (SVMs) and temporal classifications using dynamic Bayesian 
networks [15]. Kaya et al. [16] combined several traditional features and employed 
least-squares-based learners. Traditional computer vision approaches with hand-
crafted features yielded satisfactory results while analyzing data acquired in con-
trolled environments, where the eyes, nose, and mouth were identified in an image 
using simple measurements. However, emotions expressed in the wild are sensitive 
to various aspects of an unconstrained scenario, such as head poses and dynamic 
illumination, which are extremely complicated to analyse using handcrafted fea-
tures. Recently, deep neural networks were considered to solve this problem in an 
unconstrained sampling scenario.

The initial framework of deep learning, CNN, was developed by LeCun in the 
1990s for handwritten digit recognition [8]. CNN utilizes a sequence of convolu-
tion layers to automatically extract features from a single image. The classification 
result is produced by fully connected (FC) layers and Softmax classifier. The whole 
network is trained for updating the parameters by the back-propagation algorithm. In 
2012, Krizhevsky et al. proposed Alexnet, which extends CNN to a deeper structure 
for the task of 1000-class image classification problem using ImageNet data [17]. It 
significantly outperformed the runner-up and led to a breakthrough in the ImageNet 
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Challenge. Adding more layers with many stacks of convolution potentially improve 
the performance of classification problem. Simonyan et al. proposed VGGNet and 
carried out an analysis of how CNN’s depth improves classification accuracy [18]. 
Szegedy et al. introduced the Inception module, which includes 1 × 1, 3 × 3, and 5 × 5 
filters in the same layer [19]. Inception’s architecture can analyse images with mul-
tiple convolution filters parallelly and outperformed the other models in ImageNet 
Challenge 2014. Francois proposed Xception with the use of depth-wise separable 
convolution instead of normal convolution [12]. The depth-wise separable convo-
lution not only deals with the spatial dimensions but also with the depth dimen-
sion as well. Even though the invention of the Inception module led to significant 
improvements, it was noticed that small filter sizes such as 3 × 3 performed well for 
most image classification problems. Therefore, recent work focuses on improving 
performance by adding layers to the network. However, by increasing the number of 
layers, information is more difficult to flow, which is known as degradation problem 
or gradient vanishing. ResNet, the winner model of ImageNet Challenge 2015, out-
performed previous ensemble models by using the Identity mapping [20]. This con-
nection copies the learned shallower layer directly to the later.

Tang introduced a CNN that jointly learned with a linear SVM for facial expres-
sion recognition [21]. With the use of a simple CNN and SVM, instead of a Softmax 
classifier, this model outperformed the others and won the first place in the FER 
2013 challenge [22]. Inspired by the success of GoogLeNet, Mollahosseini et  al. 
proposed an architecture that contained four inception modules [23]. However, this 
did not result in a better performance in the FER 2013 challenge. In 2016, Zhou 
et  al. proposed a multiscale CNN [24]. It consisted of three other networks with 
different input sizes. In addition, they used late-fusion to obtain the final classifica-
tion results. By combining multiple CNNs and modifying the loss function, Yu et al. 
obtained a higher accuracy compared to previous approaches [25].

Emotion recognition in the wild (EmotiW) is the leading competition for facial 
expression recognition from videos. This grand challenge was initiated in 2013 
and provided a benchmark for evaluating methods using”in the wild” data [26]. 
The participants are encouraged to surpass the baseline result, which is computed 
by LBP–TOP descriptor [9] and the SVR classification [26]. A major issue in this 
competition was the lack of training data. To address this issue, most competitors 
used transfer learning to take advantage of the available deep neural networks and 
proposed multimodal learning models considering the data types [7, 27]. In 2016, 
Fan et al. proposed a hybrid network that combines LSTM, 3DCNN, and an audio 
module based on SVM, and they won the challenge [27].

In this study, we use only visual data for the task of emotion recognition. We pro-
pose an ensemble of three deep neural networks for analyzing the sequential facial 
expressions. The first network, called MLCNN, is inspired by ResNet [20] with the 
use of a mapping from shallow layers to deeper layers. The second network utilizes 
VGG-FACE [10], which is trained by VGGNet for face data. The third network is 
fine-tuned from Xception [12]. Each of the three CNN-based models can capture the 
emotional features of the human face from a single video frame. A sequential model 
is adjusted to each CNN-based model separately to generate the feature of the whole 
video. The final emotion label of the video is decided by combining three models in 
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the fusion step. The proposed system is evaluated with both unconstrained scenario, 
where the data are captured in the wild, and constrained scenario, where the data are 
captured with indoor conditions.

3  Proposed method

Our system is the fusion of three different CNN-based face representations. The first 
face model utilized a MLCNN for extracting high-level features of face images. The 
temporal information was captured by a 3DCNN structure. The second face model 
consisted of VGG–FACE [10] and LSTM modules [11]. The third model fine-tuned 
the exit flow of Xception [12] and utilized a statistic encoding module for represent-
ing the sequential information of the videos. We also conducted our own dataset, 
called the Chonnam Emotion Videos (CEV) data, for training. The pipeline of the 
proposed system is shown in Fig. 1.

3.1  Face detection and selection

Although the entire set of video frames, including faces and background, can be fed 
into a deep CNN for feature extraction, face detection is considered to be an essen-
tial preprocessing step to achieve facial expression recognition. This step excludes the 
unnecessary background information and forces the CNNs to focus on only the human 
face region, which is known to contain the most crucial emotion expressions of the 
video frames. A face selection also is required in case two or more of the human faces 
can appear in one video frame, make it challenging to analyse the primary expressions. 
Our system is built based on the assumption that each video contains only one emotion 
expression from one human character. Hence, our face detection system consists of two 

Fig. 1  Proposed system



10778 L.-N. Do et al.

1 3

components: (1) a face detector for locating all the faces in each video frame using the 
tiny face detector [28], and (2) our proposed clustering method for selecting the major 
set of faces as a video may include other face regions without any significant expres-
sions. We assumed that Fi =

{(
xi,g, yi,g,wi,g, hi,g

)
∈ ℕ

4
}
 was a set containing face 

information of the  ith frame in a video, where g , xi,g , yi,g , wi,g , and hi,g , define the face 
clusters, face center coordinates, and face sizes, respectively. Initially, the set Fi must be 
empty, and g was equal to zero as no face groups were detected. If fj =

(
xj, yj,wj, hj

)
 

is a detected face region in the jth frame, then from (1), we can measure the difference 
between this region and the latest detected object from each face cluster. This metric is 
defined by the changes in the location of the face and size,

To reduce the sensitivity during clustering, we compared this measurement with a 
threshold t ; subsequently, we assigned the group index gj for fj based on the following 
formula,

where g�

= argmin
g

{
dj(g)

}
 . In our experiment, t was equal to 50. To select the most 

significant faces, we assumed G to be a set of face group indices. After calculating gj 
for each detected face region, gj will be added to G , that is, G = G ∪

{
gj
}
 . Given a 

set of faces in a video dataset 
(
g, xk, yk,wk, hk

)
, g ∈ G , we determined the face clus-

ter 
−
g that was detected more often than the others in this video for further 

processing,

3.2  Multilevel CNN

The backbone of the MLCNN is a deep plain CNN with 18 weighted layers organized 
into five blocks (Fig. 2). Each block contains 2, 3, or 4 convolutional layers, followed 

(1)dj(g) =
1

2
‖�xj − xj−1,g, yj − yj−1,g

�‖
2
+

1

2

����wj − wj−1,g
��� +

���hj − hj−1,g
���
�

(2)gj =

{
g� if dj(g

�

) < t

max {g} + 1 otherwise
,

(3)
−
g= mode{G}

Fig. 2  Multilevel CNN
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by max-pooling. The input of the network is a 48 × 48 face image, and the output of the 
bottleneck layer contains 512 1 × 1 filters, i.e., the fully connected layer contains only a 
seven-way Softmax classifier. It is to be noted that the bottleneck layer is the layer just 
before the final output layer of the network. Because we did not use any fully connected 
layers before the Softmax classifier, it is reasonable to analyse the contribution of the 
filter to the final classification. The network connection in our architecture is the vector 
concatenation operator defined as,

where 
(
x1
1
, x1

2
,…

)T and 
(
x2
1
, x2

2
,…

)T are feature vectors from different network lev-
els. When the input is an output of the convolutional layers, it needs to be vectorized 
before this operator is applied. After extracting features from each face image using 
MLCNN, we used a fully connected layer with 256 units to reduce their dimensions 
before feeding them into the 3DCNN. Subsequently, all these vectors were reshaped 
into a 16 × 16 array. A temporal model for video-based facial expression recogni-
tion containing four convolutional layers, two pooling layers, and a Softmax clas-
sifier was used to predict the emotion based on 32 randomly selected frames. The 
MLCNN was trained using the FER 2013 dataset [22], while the AFEW dataset [26] 
was used to train the 3DCNN.

3.3  VGG–FACE and LSTM

We used the pre-trained VGG–FACE [10] model for feature extraction. As shown 
in Fig.  3, the output of the final pooling layer of VGG–FACE was converted 
into sequences by turning each video into a 60-frame sequence. The sequential infor-
mation can be captured by the traditional recurrent neural network (RNNs) following:

(4)
(
x1
1
, x1

2
,…

)T
⊕

(
x2
1
, x2

2
,…

)T
=
(
x1
1
, x1

2
,… , x2

1
, x2

2
,…

)T

(5)ht = tanh
(
Whhht−1 +Wxhxt

)

Fig. 3  Combined VGG–FACE and LSTM model
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where xt is the input tensor at time step or frame t, ht is the hidden state, and yt is the 
output at time t. However, for a long-term dynamic data like a 60-frames emotion 
video, the traditional RNNs is not efficient by vanishing and exploding the gradients 
through many layers. LSTM [11] proposed a solution by learning the confidence of 
hidden states: when to ignore the previous hidden states and when to update the hid-
den states given the new information, as shown in Eq. (6).

where ct is the memory cell, i is the input gate, o is output gate, f is forget gate, g 
is input modulation gate, � is the sigmoid function of x. This cell structure enables 
LSTM to decode a complex temporal dynamic sequence data.

We used a convolution layer with a kernel size of 3 × 3, and a single, 512-wide 
LSTM layer, followed by two 512 dense layers (FC layers), with some dropout in 
between for training the VGG–FACE features with AFEW and CEV data. Videos that 
contained more than 60 frames were downsampled based on the random selection of a 
continuous sequence, which was composed of 60 frames. Videos which were shorter 
than 60 frames were repeatedly padded with the first frame into the beginning part of 
the sequence to form a new sequence with 60 frames. To avoid overfitting and to bal-
ance the training data among classes, we augmented the original samples by horizon-
tal flipping, rotating at small angles, and Gaussian noise adjustment. The network is 
trained by Adam optimizer with the initial learning rate � is 1e-7. Adam is robust and 
well-suited to sparse gradients by step size annealing as follow [29]:

yt = Whyht

⎛
⎜⎜⎜⎜⎜⎝

i

f

o

g

⎞
⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎝

�

�

�

tanh

⎞
⎟⎟⎟⎟⎟⎠

W

�
ht−1
xt

�

(6)Ct = f ⊙ Ct−1 + i⊙ g

ht = o⊙ tan h
(
ct
)

mt = �1mt−1 +
(
1 − �1

)
gt

vt = �2vt−1 +
(
1 − �2

)
.g2

t

(7)mbt =
mt

1 − � t
1

vbt =
vt

1 − � t
2
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where � is the update parameter, mt is the first momentum, vt is the second momen-
tum, mbt is the bias-corrected of the first momentum, vbt is the bias-corrected of the 
second momentum, �1 is 0.9, �2 is 0.999, and � is 1e-7.

3.4  Xception and statistic encoder

The Xception’s architecture is a replacement of the Inception module based on the use 
of depth-wise separable convolution layers [12]. We fine-tuned the exit flow of Xcep-
tion with the use of a subset of AFEW and CEV data. We adjusted the fully connected 
layers to Xception, and then computed the 512–D features for each video frame. Using 
the set of feature vectors from each video, we converted it into a single feature vector 
that represented the entire video sequence with the use of a statistical encoder. The set 
of the 512–D features was encoded based on the computation and concatenation of the 
mean, variance, minimum, and maximum of the feature dimensions, thus resulting in 
a 2048–D feature vector. We normalized this feature and used it for classification. The 
other settings for this model are similar to the VGG-FACE model in Sect. 3.3.

3.5  Fusion models

We used four fusion methods to investigate the best combination of the three mod-
els. The first method was fusion at the feature level. The feature vectors from the 
three models were extracted and normalized using L2 normalization. They were 
concatenated to one feature vector for classification with the use of the MLP. The 
second method estimated the average of the scores from the three models. The third 
method considered voting of the maximum scores from the three models. The fourth 
method assigned a proper weight to each model according to their performance. The 
final score vector can then be formulated as follows,

where S1 , S2 , and S3 are the scores of Multilevel CNN, VGG-FACE + LSTM, and 
Xception + Statistic Encoder, respectively. Based on the performance of individual 
model shown in Table 2, the weight values are selected so that the ratios between 
w1 , w2 , w3 are corresponding to the ratio of accuracy between the three models. The 
comparison between this strategy and the equal-weight strategy in Table  3 shows 
that assigning the weight value to each model according to their performance is an 
appropriate way to fuse the three CNN-based models.

4  Experimental results

The proposed model was evaluated using two visual emotion databases of the 
constrained and unconstrained scenario. The first database contains the videos of 
the AFEW 2016 data [26] from the Emotion Recognition in the Wild (EmotiW) 

�t = �t−1 − �mbt∕(
√
vbt + �)

(8)S = w1S
1 + w2S

2 + w3S
3
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challenge [16]. These videos, extracted from Hollywood movies, can be consid-
ered as data in the unconstrained scenario, which expresses emotion in the wild. 
The second database is the visual part of the Surrey audio-visual expressed emotion 
(SAVEE) database [30]. This data are captured with indoor conditions, where the 
camera is set up to focus on the human frontal face. SAVEE data can be consid-
ered as data in the constrained scenario. The baseline results of the AFEW 2016 and 
SAVEE data were surpassed by the proposed model.

4.1  Data description

In the AFEW 2016 dataset, the training and validation data consisted of short video 
clips (1–3  s) that were extracted from classic movies, while the testing data also 
included certain reality TV shows in addition to the movie clips. This data are more 
realistic and contain more challenges when compared to videos of facial actions that 
are deliberately produced and captured indoors. There were 773 training samples, 
383 validation samples, and 653 testing samples in total. Each of the training and 
validation video clips was assigned to one label from a list of seven emotional states 
(anger, disgust, fear, happiness, sadness, surprise, and neutral). In contrast, the test 
video clip labels were not provided. Therefore, in this study, we used the validation 
set of AFEW 2016 for evaluating the proposed models.

We also utilized our CEV data for training. The CEV data contained more than 
1200 short clips with seven emotional conditions similar to the AFEW data. Fig-
ures 4 and 5 illustrate samples of the AFEW and CEV datasets, respectively. The 
distribution of the AFEW training and validation data is shown in Table 1.

The SAVEE database contained entries recorded from four male subjects (identi-
fied as KL, JE, JK, DC) at the University of Surrey with ages in the range from 27 
to 31 years. These data contained seven emotional categories similar to the AFEW 
data, namely anger, disgust, fear, happiness, sadness, surprise, and neutral. A total 
of 480 three-second videos were recorded. Each subject was associated with 120 

Fig. 4  AFEW data samples

Fig. 5  CEV data samples
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videos: 30 videos demonstrated neutral emotional states, and the remaining videos 
presented each of the remaining six emotion categories (15 videos for each state). 
Most of the data captured the frontal view of the human face with indoor conditions, 
as shown in Fig. 6. We evaluated the proposed model with SAVEE data using both 
subject-dependent and subject-independent strategies.

4.2  Evaluation of AFEW 2016 data

We used the AFEW data allocated for training and CEV data for training our mod-
els. Four types of data augmentation techniques, namely horizontal flips, rotation 
left, rotation right, and Gaussian noise, were applied to prevent overfitting during 
training. More than ten thousand videos were used in the training session. The vali-
dation part of the AFEW data with 383 samples was used for the evaluation of the 
proposed models. Table  2 lists the recognition accuracies of every single model 
versus the baseline method. The baseline performance provided for the EmotiW 
challenge was based on the computation of the LBP–TOP descriptor [9] and the 
SVR classification [26]. The MLCNN combined with 3DCNN was the best single 
model that improved the accuracy by more than 10% when compared to the base-
line results. Both the Xception–statistic encoder (STAT) model and the combined 
VGG–FACE and LSTM model yielded marginally higher accuracies when com-
pared to the baseline results.

Table 3 lists the performance of the four fusion methods that was applied to 
the three proposed single models. The weight fusion achieved the best perfor-
mance with an accuracy of 54.83%. The equal-weight fusion, where the same 
weight value is assigned to all three models, has lower accuracy comparing to 
the weight fusion shown in Sect. 3.5, where a proper weight is assigned to each 
model according to their individual performances. As the fact that MLCNN, 

Table 1  AFEW data distribution

Angry Disgust Fear Happy Sad Surprise Neutral Total

Training 133 74 81 150 117 74 144 773
Validation 64 40 46 63 61 46 63 383

Fig. 6  SAVEE data samples
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VGG-FACE, and Xception have different structures which are inspired by differ-
ent types of network, they can capture different facial representations which can 
be used for the analysis of emotion expressions. An improvement of 5% accuracy 
shown in Table 2 and 3 indicated that the combination of different facial repre-
sentations can boost the performance of emotion recognition in the wild.

Table 4 shows that the proposed deep learning framework with weight fusion 
is comparable with the 1st and 2nd winner of the Emotiw2016 Challenge [7, 27]. 
Their performances for validation data are about 52%, while our proposed model 
is 54.83%. The 1st and 2nd winner of Emotiw2016 also used audio data to com-
bine with deep learning models from video data, while our proposed framework 
uses only video data. However, the utilization of CEV data makes our training 
data larger, therefore, the diversity of the emotional information that CNN mod-
els can learn is increassed.

Table 5 lists the recognition accuracy of each emotion class using the weight 
fusion model. The proposed system performed well while determining the emo-
tional states of angriness, happiness, sadness, and neutral emotion. However, the 
performances while determining surprise and disgust were significantly infe-
rior. This result is highly affected by the unbalancing data distribution shown in 
Table 1. The video samples for angriness, happiness, and neutral appear the most 
in the training data, while a small number of videos for disgust, fear, and surprise 
is presented. Moreover, as shown in Fig. 7, emotions such as angriness and hap-
piness are strongly expressed by human faces. In contrast, emotions such as fear 

Table 2  Recognition accuracy 
of separated models

Model Accuracy

Baseline [26] 38.81%
MLCNN and 3DCNN 49%
VGG–FACE and LSTM 40.46%
Xception and STAT 39.68%

Table 3  Performance of fusion 
models

Fusion model Accuracy

Feature fusion 51.69%
Average 53%
Maximum voting 53.26%
Weight fusion 54.83%
Equal-weight fusion 51.69%

Table 4  Proposed fusion model 
performance

Model Accuracy

Emotiw 2016 winner [27] 51.96%
Emotiw 2016 2nd winner [7] 51.96%
Proposed fusion model 54.83%
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and surprise are ambiguous, make it hard to be distinguished even by human’s 
cognitive.

4.3  Evaluation of SAVEE data

4.3.1  Subject‑dependent evaluation

In this evaluation, the data from each subject were divided into training (80%) and 
testing (20%). We only applied horizontal flips for augmenting the training data. The 
testing data were evaluated with the Xception–STAT and the combined VGG–FACE 
and LSTM models. Table 6 lists the comparison of the performances of every single 
model with the baseline result [30]. The proposed models outperformed the baseline 
result by improving the accuracy by approximately 7%. All the subjects have more 
than 90% accuracy. Table 7 presents the performance of the four fusion methods. 

Table 5  Model performance 
based on the emotional category

Emotional class Accuracy

Angriness 75.51%
Disgust 17.5%
Fear 30%
Happiness 69.44%
Neutral 53.88%
Sadness 51.25%
Surprise 14.28%

Fig. 7  Examples of emotions expressed "in the wild": a Angry, b Happy, c Fear, d Surprise
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The maximum voting method achieved the best performance in this situation. How-
ever, weight fusion still has one of the best performances with an improvement of 
more than 6% accuracy for all subjects.

4.3.2  Subject‑independent evaluation

In this evaluation, we performed the leave-one-subject-out procedure, and the results 
were averaged based on the four tests. We applied the horizontal flips, rotation left, 
and rotation right, for the augmentation of the training data. Table  8 lists a com-
parison of the performances of every single model with the baseline result [30]. The 
accuracy was significantly improved by approximately 20%. Table 9 lists the per-
formance of the four fusion methods. The maximum voting and weight fusion still 
achieve the best accuracy for this study. The accuracy of each emotional category 
is shown in Table  10. The emotions that are strongly expressed by human faces, 
such as anger and happiness, also achieved the highest accuracy, which is similar to 
the performance of AFEW data. However, emotions such as disgust and surprise, 
with the constrained conditions of SAVEE data, perform well compared to the cor-
responding category in AFEW data.

4.4  Discussions

CNN with a deep network structure containing a stack of convolutional lay-
ers, achieved outstanding results in many popular visual classification problems 

Table 6  Subject-dependent for 
single models

Model KL JE JK DC

Baseline [30] 89% 89.8% 88.6% 84.7%
VGG–FACE and LSTM 93.3% 93.3% 94.1% 91.67%
Xception and STAT 95% 93.3% 95.83% 93.3%

Table 7  Subject-dependent for 
fusion models

Model KL JE JK DC

Baseline [30] 89% 89.8% 88.6% 84.7%
Feature fusion 95% 93.3% 94.1% 93.3%
Average 95% 95% 95.83% 96.67%
Maximum voting 100% 97.5% 97.5% 98.3%
Weight fusion 97.5% 95% 97.5% 95%

Table 8  Subject-independent for 
single models

Model Accuracy

Baseline [30] 65%
VGG-FACE + LSTM 84.37%
Xception + STAT 82.29%
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[17–20]. By extending the depth of the network with more blocks of convolution, 
the high-level features can be captured with better information for category dis-
crimination. However, CNN learns via a stochastic training process, which leads 
to a high variance of outcomes. A solution to reduce the variance of CNN is the 
ensemble approach, which is motivated by training multiple models instead of a 
single model and combining the predictions from these models. Ensemble learn-
ing was proved to not only reduce the variance of predictions but also can achieve 
better performance than any single model [31].

In this paper, we proposed three different CNN-based networks to extract the 
high-level features of facial expressions. The predictions of emotional categories 
were decided by the ensemble of the three networks. The competitive evaluation 
results of the proposed system on unconstrained scenario data such as AFEW 
2016 suggest that the ensemble of different CNN-based architectures, with the 
support of a sequential model, has the potential to improve the performance of 
facial expressions recognition in the wild. The utilization of CEV data also makes 
our training data larger; therefore, the diversity of the emotional information that 
CNN models can learn is expanded. However, the middle level of accuracies from 
AFEW 2016 data shows that it still has many rooms for improvement, especially 
the mission of extending and balancing training data to cover various expressions 
of “ambiguous” emotions such as surprise, disgust, and fear. Even though the pro-
posed system mainly focuses on the unconstrained scenario data, it still achieved 
good performance in a controlled environment such as SAVEE data. Hence, the 
proposed system has the potential to be enhanced for real scenarios applications 
with the purpose of recognizing facial expressions such as human–robot interac-
tions, drivers monitoring, etc.

Table 9  Subject-independent for 
fusion models

Model Accuracy

Feature fusion 85.83%
Average 85.83%
Maximum voting 86.45%
Weight fusion 86.45%

Table 10  Subject-independent 
performance of each emotional 
category

Emotional class Accuracy

Anger 91.67%
Disgust 83.33%
Fear 83.33%
Happiness 91.67%
Neutral 87.5%
Sadness 83.33%
Surprise 83.33%
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5  Conclusions

In this study, we presented an ensemble of deep neural network models for recog-
nizing emotions from visual data. The proposed models focused on the analysis of 
the face regions extracted from the video sequence. Three face representations were 
developed based on CNN. The first model used a multilevel CNN to extract facial 
features from each video frame and the 3DCNN to analyse the sequential informa-
tion. The second model was a combination of the VGG–FACE and LSTM modules. 
The third model fine-tuned the Xception network and encoded the features statisti-
cally. We investigated four fusion strategies to combine these three models, which 
were the features fusion, average scoring, maximum voting, and weight fusion strat-
egies. The weight fusion strategy exhibited the best performance in most cases. The 
proposed ensemble system achieved a competitive result by outperforming the base-
line result obtained using two public datasets for emotion recognition. In future, we 
will conduct a multimodal test with different types of input information, including 
speech or text, to overcome the limitation of unimodal information.
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