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Abstract. The article deals with infinitary modal logic. We first discuss the difficulties

related to the development of a satisfactory proof theory and then we show how to overcome

these problems by introducing a labelled sequent calculus which is sound and complete

with respect to Kripke semantics. We establish the structural properties of the system,

namely admissibility of the structural rules and of the cut rule. Finally, we show how to

embed common knowledge in the infinitary calculus and we discuss first-order extensions

of infinitary modal logic.
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1. Introduction

Infinitary modal logic is modal logic extended with countable conjunctions
and disjunctions. Infinitary languages are particularly relevant in the modal
setting, because various interesting fixpoint modal operators, e.g. common
knowledge [9], can be defined by means of infinitary modal logic.

An axiomatization of infinitary modal logic which is sound and complete
with respect to Kripke semantics augmented with natural—so to say—truth
conditions for infinitary conjunctions and disjunctions has been provided in
[19]. However, an axiomatic presentation is not suitable to reason on the
structure of the derivations due to the lack of analyticity of the system. On
the contrary, sequent calculi and their generalizations are often preferred in
order to obtain analytic proof systems for non-classical logics which allow
for backward reasoning.

It is well known that the standard sequent calculus for classical proposi-
tional logic LK with the addition of the rule:

Γ ⇒ A
K�Γ ⇒ �A

yields an axiomatization of the minimal normal modal propositional logic K
[16]. Moreover, the calculus is cut free, in the sense that there is a syntactic
procedure for cut elimination.
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The extension of the basic system LK with infinitary countable con-
junctions and disjunctions is obtained by adding the following rules for the
infinitary conjunction:

A, Γ ⇒ Δ
L

∧
, for some A ∈ Θ∧

Θ, Γ ⇒ Δ
... Γ ⇒ Δ, A ...

R
∧

, for every A ∈ Θ
Γ ⇒ Δ,

∧
Θ

the rules for the infinitary disjunction connective are dual. A derivation is
now defined as a well-founded rooted tree and rules are allowed to have
countably many premises (for an overview on the history of infinitary logic
the reader is referred to [22]). Such infinitary system that we shall denote
by LKω enjoys a syntactic cut-elimination procedure arguing by transfinite
induction [8].

The system LK�
ω , which is obtained by LKω by adding the rule K for

the modal operator, enjoys cut-elimination (with minor differences in the
strategy), but it is not complete with respect to Kripke semantics. In par-
ticular, the sequent ⇒ ∧

�Γ → �
∧

Γ—an infinitary version of the Barcan
formula—is indeed valid, but is not derivable due to the context restriction
imposed on the rule for the modal operator. In fact, as observed by Minari
in [11], such system proves complete with respect to a suitable generaliza-
tion of Kripkean semantics. Minari establishes some other negative results
concerning the proof theory for infinitary modal logic.

In particular, he considers some alternative sequent calculi obtained by
considering sequents built from infinite (multi)sets of formulas, rather than
finite (multi)sets. The system thus obtained allows to regain soundness and
completeness with respect to Kripke semantics, but it provably does not
admit cut-elimination.

A cut-free sequent calculus was introduced by Tanaka in [25]. His system
is called TLMω and consists of finite trees of (prefixed) sequents (possibly)
countably infinite. However, Tanaka does not present a syntactic proof of
cut elimination, but a semantic proof of completeness, which entails closure
under cut. Furthermore, a purely syntactic proof of cut-elimination does
not seem to be easily obtainable due to the presence of sequents with
infinite multisets of formulas which hinder the application of standard cut-
elimination strategies.

In the present paper we solve the problem of finding a syntactic cut-
elimination procedure for infinitary modal logic [11]. In order to obtain the
desired result we generalize the structure of the calculus. In particular, we
introduce a labelled sequent [13] calculus for infinitary modal logic based
on Kripke semantics. The use of a G3-style labelled sequent calculus allows
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to regain the structural properties which are lost with more standard for-
malisms. Furthermore, the sequents are still built from finite multisets of
formulas and this enables a structural analysis of the system. We establish
the usual proof theoretic results of admissibility of weakening, contraction
and cut as well as invertibility of every rule with preservation of height by
means of (transfinite) induction.

We believe that a syntactic proof of cut-elimination for infinitary modal
logic can be indeed regarded as a desideratum for at least three different
reasons. First, a syntactic proof of cut-elimination is more informative as
it enables to extract some bounds out of the procedure of removal of the
cuts (which are not obtained via semantic methods). Second, it is a stronger
result with respect to closure under cut, because there are various systems
for which we have a semantic proof of completeness which entails closure
under cut, but not a syntactic proof thereof. Third, a syntactic proof of cut-
elimination is more informative both from a conceptual and a computational
point of view. From a conceptual point of view, cut-elimination expresses a
syntactic property of the system and therefore it is natural to ask whether it
can be established by using syntactic methods. From a technical perspective,
a syntactic proof of cut-elimination gives an effective procedure to transform
a derivation containing cuts into a cut-free one and thus allows for the
possibility of coding the derivations and the proof transformation (as in
[21]).

Another interesting aspect to be remarked is that the formulation of a
sequent calculus for infinitary modal logic admitting a syntactic proof of
cut-elimination seems to essentially require the adoption of a generalization
of the standard sequent calculus and a careful formulation of the rules of the
system. In particular, the key to obtain a syntactic proof of cut-elimination
is to work with finite sequents and to opt for an invertible formulation of the
rule for the modal operator which requires a generalization of the structure
of the sequents.

Furthermore, labelled sequent calculi allow for a uniform and modular
presentation of every modal logic based on Kripke frames whose conditions
are expressible in first-order geometric logic. As a consequence, we obtain
as a payoff cut-free labelled sequent calculi for every infinitary modal logic
characterized by Kripke frames with a first-order geometric condition. In
this paper we focus on infinitary modal logics which have an axiomatic
Hilbert style presentation, but lack an analytic sequent calculus with a cut-
elimination procedure. Thus soundness and completeness are established for
every labelled sequent system corresponding to an infinitary modal logic L



1352 M. Tesi

which is sound and complete with respect to a class of frames characterized
by geometric conditions.

We exploit the calculi to show that the logic of common knowledge can be
embedded in infinitary modal logic by exploiting the infinitary interpretation
of the fixpoint operator for common knowledge [9]. The result is not new
(the proof theory of common knowledge has been investigated in [10,27]),
but we present a direct proof which explicitly shows all the steps required for
the embedding. Our proof is obtained by purely syntactic means, by showing
the cut-free derivations of the axioms of the logic of common knowledge in
the labelled sequent calculus G3Kω.

Finally, we discuss the extension of the present approach to first-order
infinitary modal logics. As proved by Tanaka in [24], every first-order infini-
tary modal logic characterized by a class of Kripke frames with a universal
frame condition and constant domains allows for a Hilbert-style axiomatiza-
tion. We introduce labelled sequent calculi for every logic L with a Hilbert
style axiomatization and characterized by a class of frames with a geometric
frame condition. The calculi enjoy a syntactic cut-elimination proof which
is carried out along the lines of the one for infinitary propositional modal
logic.

The structure of the paper is as follows. In Section 2 we introduce the la-
belled sequent calculus G3Kω and we analyze the differences with respect to
the unlabelled sequent calculus. Section 3 deals with the structural analysis
of G3Kω and we present a syntactic proof of cut-elimination. Section 4. is
devoted to show the embedding of common knowledge into infinitary modal
logic. In Section 5 we offer a brief overview of the first-order extensions of
the system to first-order infinitary modal logics. Finally, in Section 6 we
conclude the paper by sketching some themes which may be object of future
research.

2. Labelled Sequent Calculus for Infinitary Modal Logic

We introduce the language of the infinitary propositional modal logic in
which we admit countable conjunctions and disjunctions. The language con-
tains a denumerable set of propositional atoms p0, p1, . . . which we denote
by AT, the connectives ¬, � and →, the infinitary connectives

∧
and

∨
and

the parentheses. Complex formulas are built up from propositional atoms
using the finitary and the infinitary connectives. In particular, given a (pos-
sibly countably infinite) multiset of formulas Φ, the formulas

∧
Φ and

∨
Φ

denote the (infinitary) conjunction and disjunction of the elements in Φ. We



On the Proof Theory of Infinitary Modal Logic 1353

denote by FOR�
ω the set of formulas of infinitary modal logic. We now recall

the definition of Kripkean semantics [1] extended with truth conditions for
countable conjunctions and disjunctions [19].

Definition 2.1. A Kripke frame F is an ordered pair 〈W,R〉, where W is
a non-empty set and R is a binary relation on W . A Kripke model is an
ordered pair M = 〈F , v〉, where F is a Kripke frame and v is a function
from AT to P(W ). Given a world x ∈ W and a formula A ∈ FOR�

ω , the
satisfiability relation x �M A, A is true at the world x in the model M, is
inductively defined:

• x �M p iff x ∈ v(p)

• x �M ¬B iff x �M B

• x �M B → C iff x �M B or x �M C

• x �M
∧

Φ iff x �M B for every B ∈ Φ

• x �M
∨

Φ iff x �M B for some B ∈ Φ

• x �M �B iff y �M B for every y ∈ W s.t. xRy

A formula A ∈ FOR�
ω is true in a model M, in symbols �M A, iff x �M A

for every x in the model M. A formula A ∈ FOR�
ω is valid in a frame F iff

�M A for every model M based on F . A formula A ∈ FOR�
ω is valid in a

class of frames C if and only if it is valid in every frame in the class.

We will often drop the subscript M when no confusion arises. Now we
introduce some notational conventions which will be useful in the following.
The modular extensions are defined as usual by imposing further conditions
on the accessibility relations, see [1]. We will focus on the minimal infinitary
modal logic Kω which is characterized by the class of all Kripke frames.

Notational conventions
The letters p, q, r . . ., A,B,C . . . and Γ, Δ, Σ . . . are metavariables for atomic
formulas, formulas and multisets of formulas, respectively. We write A ∧ B
instead of

∧{A,B} and the same dually holds for A ∨ B and ♦ abridges
¬�¬. Finally, �Γ indicates the multiset [�A |A ∈ Γ].

A complete and sound axiomatization for the modal logic Kω was pre-
sented in [19], see Figure 1 (C is the axiomatic calculus for classical propo-
sitional logic).

The modular extensions are defined by adding the corresponding axiom
schemata, for instance Tω = Kω + �A → A.

We now introduce the labelled sequent calculus G3Kω in Figure 2. The
freshness condition on the rule R� indicates that y does not occur in the
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Figure 1. The axiomatic calculus Kω

Figure 2. The labelled sequent calculus G3Kω



On the Proof Theory of Infinitary Modal Logic 1355

conclusion of the rule. Labelled systems are a wide class of calculi which ex-
plicitly internalize semantic features by enriching the syntax of the calculus,
for an overview see [7,13,29].

The language of G3Kω contains a denumerable set of labels x0, x1, . . .,
the sequent arrow symbol ⇒, a relational symbol R, the symbol :. A labelled
formula is an object x : A, where x is a label and A is a formula in FOR�

ω , a
relational atom is an object of the form xRy. A labelled sequent is an object
Γ ⇒ Δ, where Γ and Δ are finite multisets of relational atoms and labelled
formulas and of labelled formulas, respectively.

Definition 2.2. A derivation D in G3Kω is a (possibly infinitely branch-
ing) well-founded tree of sequents locally correct with respect to the rules,
i.e.:

• The leaves in D are initial sequents;

• Every sequent that occupies a node that is not a leaf is the conclusion of
an application of a rule in G3Kω that has as (possibly infinite) premise(s)
the sequent(s) that occupies its parent(s) node(s).

• The root is the conclusion

Notice that our calculus G3Kω deals with finite sequents and it is an
extension of the labelled sequent calculus for the minimal normal modal
logic G3K [14]. The rules for the infinitary conjunctions and disjunctions
are inspired by the rules for the quantifiers in classical first order logic and
follow the design proposed in [15,23]. In particular, the repetition of the
principal formula in the premise of the rules L

∧
and R

∨
enables us to avoid

the use of sequents with (possibly) countably infinite formulas. However, as
we will see, contrarily to the unlabelled systems, this restriction does not
impair the completeness of the calculus.

2.1. Extensions of G3Kω

The formulation of a suitable labelled sequent calculus for a base logic can
be extended with relational rules in order to obtain a sound and complete
system for wide families of logics.

A relational rule is a rule whose principal formulas are exclusively rela-
tional atoms. They directly stem from the frame conditions of the corre-
sponding Kripke frame applying the method of conversion of axioms into
rules. In particular, the methodology can be employed to convert geometric
axioms into relational rules [12].
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Definition 2.3. A geometric formula is a formula in the language of first-
order classical logic of the shape A → B, where A and B do not contain ∀
and →.

Every geometric formula can be shown to equivalent to a formula of the
shape [18]:

∀x(P1 ∧ . . . ∧ Pm → ∃y1Q1 ∨ . . . ∨ ∃ynQn)

where Pi and Qn are atomic formulas and finite conjunctions of atomic
formulas, respectively. Every geometric formula can be converted into an
n-ary rule of the form:

Q11[x1/y1], ..., Q1k1 [x1/y1], P , Γ ⇒ Δ ... Qn1[xn/yn], ..., Qnkm [xn/yn], P , Γ ⇒ Δ
Geom

P, Γ ⇒ Δ

where P corresponds to P1, . . . , Pm and [xi/yi] is the replacement of the
label xi with a fresh label yi which does not occur in the conclusion of the
rule.

Let us consider the case of the frame condition of strong directedness, i.e.

∀x∀y∀z(xRy ∧ xRz → yRz ∨ zRy)

This formula is converted into the binary rule:

xRy, xRz, yRz, Γ ⇒ Δ xRy, xRz, zRy, Γ ⇒ Δ
Lin

xRy, xRz,Γ ⇒ Δ

The addition of this rule to the base calculus G3Kω along with the rules
for transitivity and reflexivity yields a calculus for the infinitary extension
of S4.3 with the infinitary Barcan formula.

We give an example of a derivation in G3S4.3 which is the system
obtained from G3Kω by adding the rules corresponding to transitivity,
∀xyz(xRy∧yRz → xRz), reflexivity ∀x(xRx) and strong directedness, Lin:
xRy, xRz, yRz, z : p, y : �p, z : �q ⇒ y : q, z : p

L�
xRy, xRz, yRz, y : �p, z : �q ⇒ y : q, z : p

xRy, xRz, zRy, y : q, y : �p, z : �q ⇒ y : q, z : p
L�

xRy, xRz, zRy, y : �p, z : �q ⇒ y : q, z : p
Lin

xRy, xRz, y : �p, z : �q ⇒ y : q, z : p
R→

xRy, xRz, y : �p ⇒ y : q, z : �q → p
R→

xRy, xRz ⇒ y : �p → q, z : �q → p
R�

xRy ⇒ y : �p → q, x : �(�q → p)
R�⇒ x : �(�p → q), x : �(�q → p)
R∨⇒ x : �(�p → q) ∨ �(�q → p)

To obtain the modular extensions of the sequent calculus G3Kω we sim-
ply add the rules corresponding to the conditions on the accessibility rela-
tion.

We write G3K∗
ω to refer to the sequent calculus G3Kω extended with

a set of relational rules ∗ obtained from geometric frame conditions. We
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Figure 3. The sequent calculus TKω

observe that universal frame conditions form a proper subset of geometric
frame conditions.

2.2. Comparing Labelled and Unlabelled Calculi

In this section we draw a comparison between our labelled sequent calculus
and the sequent calculus TKω in Figure 3 in which sequents are built up
from finite sets of formulas. The system TKω is the two-sided version of
the calculus discussed in the paper by Minari and is a variant of the system
LK�

ω that we described in the introduction. The system G3Kω shares some
features with the system TKω as the rules for the infinitary connectives
are exactly the same (modulo the labelling). We observe that TKω is not
complete with respect to the semantics given in Definition 2.1, because the
infinitary Barcan formula is valid, but it is not provable.

We first show that the Barcan formula is derivable in G3Kω.

Lemma 2.1. The sequent ⇒ x :
∧

�Θ → �
∧

Θ is provable in G3Kω.

Proof. We construct the following derivation.

...

xRy, x :
∧

�Θ, x : �A, y : A ⇒ y : A
L�

xRy, x :
∧

�Θ, x : �A ⇒ y : A
L

∧

xRy, x :
∧

�Θ ⇒ y : A ...
R

∧

xRy, x :
∧

�Θ ⇒ y :
∧

Θ
R�

x :
∧

�Θ ⇒ x : �
∧

Θ
R →⇒ x :

∧
�Θ → �

∧
Θ
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We now show the underivability of an instance of the Barcan formula in
the system TKω. Let us suppose Φ = AT.

Lemma 2.2. The sequent ⇒ ¬ ∧
�Φ,�

∧
Φ is not derivable in TKω.

Proof. Suppose towards a contradiction that there is a derivation of ⇒
¬ ∧

�Φ,�
∧

Φ. Hence it will have the following form:
...∧

�Φ ⇒ �
∧

Φ
R¬⇒ ¬∧

�Φ,�
∧

Φ

Due to the formulation of the rules, in order to obtain a derivation we need
to apply the rule �. Hence we have the following situation:

...
p1, ..., pn ⇒ ∧

Φ
�∧

�Φ,�p1, ...,�pn ⇒ �
∧

Φ
... π∧

�Φ ⇒ �
∧

Φ
R¬⇒ ¬ ∧

�Φ,�
∧

Φ

where π contains only applications of the rule L
∧

. The topmost sequent
displayed in the above derivation is clearly not derivable.

The underivabiliry of the Barcan formula depends on the context re-
striction imposed on the rule � which removes the formula

∧
�Φ from the

antecedent. Such restriction cannot be avoided, because otherwise the rule
would turn out to be unsound (for example the formula p → �p would be-
come provable). It is worth observing that the finite version of the schema∧

�Φ → �
∧

Φ, i.e. �A ∧ �B → �(A ∧ B), is indeed derivable, because we
can adopt the multiplicative version of the rule L∧, that is:

A,B,Γ ⇒ Δ
A ∧ B,Γ ⇒ Δ

On the contrary, the multiplicative version of the rule L
∧

is not avalaible
unless we admit multisets (or sets) of countably infinite formulas.

We could believe that the difference between the systems G3Kω and
TKω lies in the treatment of the infinitary rules. However, on the basis of
the above considerations, we have shown that the problem actually arises due
to the different formulations of the modal rules. Labelled calculi enjoy good
structural properties and the rules themselves satisfy various desiderata,
both from a conceptual and practical perspective. In particular, the two
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rules for the modal operator � are symmetric and they are both invertible
as we will show in the following sections.

In standard sequent calculi the rule � removes from the antecedent and
the succedent every unboxed formula, whereas in labelled calculi the rule
L� can be applied to analyze a labelled formula x : �A whenever we have
a relational atom xRy in the antecedent. In a sense it could be argued
that the relational atom keeps track of the previous application of R�, thus
interpreting the formula y : A as a boxed formula.

3. Structural Analysis of G3K∗
ω

The calculus G3K∗
ω has good structural properties, in what follows we show

the admissibility of substitution of labels, weakening, contraction and of the
cut rule. Since we are working with an infinitary proof system we have to
modify accordingly the standard definition of height of a derivation as well as
the definition of degree of a formula. We essentially follow the presentation
given in [2,23].

Definition 3.1. OT is a constructive system of ordinal terms with an as-
sociated well-ordering < such that it is decidable whether α < β, β < α or
α = β for every α, β ∈ OT. There are functions ϕ and # (the natural sum)
such that:

• ϕ0(α) = ωα and ϕγ(α) for γ > 0 be the αth + 1 fixpoint of ϕβ for every
β < γ.

• For every ordinal term α, β and γ, the natural sum, α#β, has the following
properties:

– α#β = β#α
– α#(β#γ) = (α#β)#γ
– If α < β, then γ#α < γ#β .

There are various constructive systems of ordinal terms with the properties
described above. In particular, we refer the reader to [20,23] for further de-
tails. The proofs which follow are carried by standard or double induction
on the well-ordering relation < on the elements of OT. We start by assign-
ing to formulas and to derivations ordinal terms in order to measure their
complexity and height, respectively.

Definition 3.2. For every formula A the relation A � α, i.e. A is of degree
� α is thus defined:

• p � α for every p ∈ AT and α ordinal.
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• ∧
Φ � α,

∨
Φ � α if for each B ∈ Φ, there is an ordinal β such that

B � β and β < α.

• B → C � α if there are β, β′ such that B � β, C � β′ and β, β′ < α.

• �B � α if there is β such that B � β and β < α.

A labelled formula x : A is of degree � α if and only if A � α.

Definition 3.3. A derivation D in G3K∗
ω is of cut rank � γ if for every

principal formula x : A in every application of the cut rule in D, A � δ for
some δ < γ.

Definition 3.4. For every derivation D, the relation D � α, i.e. D is of
height � α (where α is an ordinal), is inductively defined. If D is an instance
of Ax, then D � α for every α, i.e. D is of height 0. If D is obtained from an
application of a rule, then D � α if every subderivation D′ of every premise
and every β s.t. D′ � β, β < α.

Notational convention We write Γ α⇒
γ

Δ to indicate that the labelled sequent

Γ ⇒ Δ has a derivation of height � α and cut rank � γ.
We say that a rule is height (rank) preserving admissible if given a proof

of each of the premises, there is a proof of its conclusion with at most the
same height (rank).

Lemma 3.1. (Tautology) For every finite multiset of labelled formulas Γ, Δ,
for every formula x : A, the sequent Γ, x : A ⇒ Δ, x : A is derivable in
G3K∗

ω.

Proof. The proof is by induction on the complexity of the formula A. We
limit ourselves to consider the case of A ≡ ∧

Θ.

...

...IH

Γ,
∧

Θ, x : A ⇒ Δ, x : A
L

∧

Γ, x :
∧

Θ ⇒ Δ, x : A ...
R

∧

Γ, x :
∧

Θ ⇒ Δ, x :
∧

Θ

The substitution of labels is defined as usual and is height preserving
admissible.

Definition 3.5. Given labels x, y the operation [x/y] is thus defined:

• z : A[x/y]:=z : A if x 
≡ z

• z : A[x/y]:=y : A if x ≡ z
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• zRw[x/y]:=zRw if z 
≡ x,w 
≡ x

• zRw[x/y]:=yRw if z ≡ x,w 
≡ x

• zRw[x/y]:=zRy if z 
≡ x,w ≡ x

• zRw[x/y]:=yRy if z ≡ x,w ≡ x

Lemma 3.2. (Substitution) Let x, y labels be given. If �G3K∗
ω

Γ α⇒
γ

Δ, then

�G3K∗
ω

Γ[x/y] α⇒
γ

Δ[x/y].

Proof. The proof is by induction on the height of the derivations. In the
case of a rule with countably many premises we apply the induction hypoth-
esis to each premise and then we apply the rule again.

The rule of weakening is height-preserving and rank-preserving admissible
as well.

Lemma 3.3. (Weakening) For every Γ, Γ′, Δ, Δ′ finite multisets of labelled
formulas, the rule:

Γ α⇒
γ

Δ
Weak

Γ′, Γ α⇒
γ

Δ, Δ′

is admissible in G3K∗
ω.

Proof. We proceed by induction on the height of derivations possibly ap-
plying the substitution lemma in order to avoid clashes with the eigenvari-
ables in case the last rule applied is R� or a relational rule with a freshness
condition.

The calculus G3K∗
ω enjoys height-preserving invertibility of every rule,

differently from the unlabelled modal calculi. In particular, the relational
rules are height-preserving admissible by height-preserving admissibility of
weakening. As regards the other rules we discuss them in the following
lemma.

Lemma 3.4. (Inversion) The following statements hold:

1. If �G3K∗
ω

x :
∧

Θ, Γ α⇒
γ

Δ, then �G3K∗
ω

x :
∧

Θ, x : A, Γ α⇒
γ

Δ.

2. If �G3K∗
ω

Γ α⇒
γ

Δ, x :
∧

Θ, then �G3K∗
ω

Γ α⇒
γ

Δ, x : A for every A in Θ.

3. If �G3K∗
ω

x :
∨

Θ, Γ α⇒
γ

Δ, then �G3K∗
ω

x : A, Γ α⇒
γ

Δ for every A in Θ.
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4. If �G3K∗
ω

Γ α⇒
γ

Δ, x :
∨

Θ, then �G3K∗
ω

Γ α⇒
γ

Δ, x :
∨

Θ, x : A

5. If �G3K∗
ω

x : A → B,Γ α⇒
γ

Δ, then �G3K∗
ω

Γ α⇒
γ

Δ, x : A and �G3K∗
ω

x :

B,Γ α⇒
γ

Δ

6. If �G3K∗
ω

Γ α⇒
γ

Δ, x : A → B, then �G3K∗
ω

x : A, Γ α⇒
γ

Δ, x : B

7. If �G3K∗
ω

xRy, x : �A, Γ α⇒
γ

Δ, then �G3K∗
ω

xRy, x : �A, y : A, Γ α⇒
γ

Δ

8. If �G3K∗
ω

Γ α⇒
γ

Δ, x : �A, then �G3K∗
ω

xRy, Γ α⇒
γ

Δ, y : A, for any y

which does not occur in Γ ⇒ Δ, x : �A.

Proof. We limit ourselves to discuss the items 2. and 8., the other cases
are similar. As regards item 2. we reason by transfinite induction on the
height of derivations. If α = 0, then Γ ⇒ Δ, x :

∧
Φ is an initial sequent

and for every A ∈ Φ Γ ⇒ Δ, x : A is an initial sequent as well. If α > 0 and
x :

∧
Φ is principal we take the premises. If α > 0 and the last inference

rule is L →, R →, L�, R�, L
∧

or R
∨

we apply the induction hypothesis to
each premise and we apply again the rule. If α > 0 and the last rule applied
is L

∨
, R

∨
we proceed as follows (we deal with L

∨
):

... y : B,Γ α′
⇒
γ

Δ, x :
∧

Θ ...
L

∨

y :
∨

Ψ, Γ α⇒
γ

Δ, x :
∧

Θ

For every A in Θ by induction hypothesis we obtain a derivation of y :

B,Γ α′
⇒
γ

Δ, x : A for every B ∈ Ψ and then we conclude by L
∨

.

With respect to item 8. we argue again by transfinite induction on the
height of the derivation. If α = 0, then Γ α⇒

γ
Δ, x : �A is an initial sequent

and so is xRy, Γ α⇒
γ

Δ, y : A. If m > 0 and x : �A is principal, we take the

premise. Otherwise we distinguish cases according to the last rule applied.
If the last rule applied is R� we can assume (by height-preserving substitu-
tion) that the eigenvariable of the rule is different from y, so we apply the
induction hypothesis to the premise and we apply the rule again. In every
other case we apply the induction hypothesis to the premises and then we
apply again the rule. For example if the last rule applied is L

∨
, we have:

... z : B,Γ α′
⇒
γ

Δ, x : �A ...
L

∨

z :
∨

Ψ, Γ α⇒
γ

Δ, x : �A
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We transform the derivation into:

...

z : B,Γ α′
⇒
γ

Δ, x : �A

IH

xRy, z : B,Γ α′
⇒
γ

Δ, y : A ...
L

∨

xRy, z :
∨

Ψ, Γ α⇒
γ

Δ, y : A

We now show that the rules of contraction are height-preserving admis-
sible.

Lemma 3.5. (Contraction) The rules:

x : A, x : A, Γ α⇒
γ

Δ
LC

x : A, Γ α⇒
γ

Δ

Γ α⇒
γ

Δ, x : A, x : A

RC

Γ α⇒
γ

Δ, x : A

xRy, xRy,Γ α⇒
γ

Δ
LCRel

xRy, Γ α⇒
γ

Δ

are height-preserving admissible in G3K∗
ω.

Proof. The proof is by simultaneous transfinite induction on the height of
derivations, we deal with the LC rule. If α = 0 then it is an initial sequent
and so is x : A, Γ ⇒ Δ. If α > 0 and x : A is not principal we apply the
induction hypothesis to the (possibly countably infinite) premise(s) and we
apply again the rule.

If α > 0 and x : A is principal we distinguish cases according to the last
rule applied. Cases L →, L� are standard. The case of L

∧
is trivial due to

the repetition of the principal formula in the premise. We deal with the case
of L

∨
.

... x : A, x :
∨

Φ, Γ α′
⇒
γ

Δ ...
L

∨

x :
∨

Φ, x :
∨

Φ, Γ α⇒
γ

Δ

We apply height-preserving invertibility of L
∨

to every premise and we

obtain the derivation of the following sequents: x : A, x : A, Γ α′
⇒
γ

Δ. To each

of them we apply the induction hypothesis and we conclude the proof by an
application of L

∨
.

We now prove the central syntactic result of the work, namely the reduc-
tion lemma.
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Definition 3.6. A derivation in G3K∗
ω is distinct whenever the eigenvari-

ables occur only in the subderivation above the rule which introduce them.
It is straightforward to prove that every derivation in G3K∗

ω can be
transformed in a distinct derivation preserving the height and the rank.
Given two premises of a cut on x : A, we show how to construct a derivation
in which the cut is replaced by cuts on smaller formulas at the cost of an
increase of the length of the derivation.
Lemma 3.6. (Reduction lemma) Given derivations D′, D′′ of

Γ α⇒
γ

Δ, x : A and x : A, Γ
β⇒
γ

Δ

with A � γ, respectively, there is a derivation D of Γ, Γ′ α#β⇒
γ

Δ, Δ′ in

G3K∗
ω.

Proof. We proceed by transfinite induction on the natural sum of the
height of derivations α#β. We distinguish five cases:

1. (Ax, ?), the left premise is an initial sequent or a zeroary relational rule.

2. (?, Ax), the right premise is an initial sequent or a zeroary relational rule.

3. (Pr, Pr), the cut formula is principal in both premises.

4. (¬Pr, ?), the cut formula is not principal in the left premise.

5. (?,¬Pr), the cut formula is not principal in the right premise.

For each case we discuss we first show the derivation obtained via a cut,
which would increase the cut rank of the derivation and then we give the
reduction strategy. Cases 1. and 2. are straightforward.

We deal with case 3. We deal with the case in which the modal operator
� is principal in both premises:

xRz, xRy,Γ α′
⇒
γ

Δ, y : A

R�
xRz,Γ α⇒

γ
Δ, x : �A

xRz, z : A, x : �A, Γ
β′
⇒
γ

Δ
L�

xRz, x : �A, Γ
β⇒
γ

Δ
Cut

xRz,Γ ⇒ Δ
We construct the following derivation:

xRz, xRy, Γ
α′⇒
γ

Δ, y : A

Sub[y/z]

xRz, xRz, Γ
α′⇒
γ

Δ, z : A

Ctr

xRz, Γ
α′⇒
γ

Δ, z : A

Γ
α⇒
γ

Δ, x : �A

Weak

xRz, z : A, Γ
α′
⇒
γ

Δ, z : �A xRz, z : A, x : �A, Γ
β′
⇒
γ

Δ

IH

xRz, z : A, Γ
α#β′
⇒
γ

Δ

Cut
xRz, Γ

α#β⇒
γ

Δ
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We consider the case in which the principal formula is x :
∧

Φ. If we
applied cut we would have:

... Γ α′
⇒
γ

Δ, x : B ...
R

∧

Γ α⇒
γ

Δ, x :
∧

Φ

x :
∧

Φ, x : A, Γ
β′
⇒
γ

Δ
L

∧

x :
∧

Φ, Γ
β⇒
γ

Δ
Cut

Γ ⇒ Δ

We observe that since A is in Φ, then the sequent Γ
β′
⇒
γ

Δ, x : A has to be

among the premises of the left premise. Hence we construct the following
derivation:

Γ α′
⇒
γ

Δ, x : A

Γ α⇒
γ

Δ, x :
∧

Φ
Weak

x : A, Γ α⇒
γ

Δ, x :
∧

Φ x :
∧

Φ, x : A, Γ
β′
⇒
γ

Δ
IH

x : A, Γ
α#β′
⇒
γ

Δ
Cut

Γ
α#β⇒

γ
Δ

Since we have α′, α#β′ < α#β, the desired conclusion follows.
Cases 4 and 5 are symmetric. We deal exclusively with 4. We have to

distinguish subcases according to the last rule applied.

4.1. The cut formula is not principal and it has been obtained by a rule
with finitely many premises (including relational rules). The strategy
essentially consists of permuting the cut upwards, applying the induc-
tion hypothesis and then the rule again. We consider as an example
the case of the rule L→:

y : C, Γ
α′⇒
γ

Δ, x : A Γ
α′′⇒
γ

Δ, y : B, x : A

L →
y : B → C, Γ

α⇒
γ

Δ, x : A y : B → C, x : A, Γ
β⇒
γ

Δ

Cut
y : B → C, Γ ⇒ Δ

We construct the following derivation:

Γ
α′′
⇒
γ

Δ, y : B, x : A

x : A, Γ
β⇒
γ

Δ

Weak

x : A, Γ
β⇒
γ

Δ, y : B

IH

Γ
α′′#β⇒

γ
Δ, y : B

y : C, Γ
α′
⇒
γ

Δ, x : A

x : A, Γ
β⇒
γ

Δ

Weak

x : A, y : C, Γ
β⇒
γ

Δ

IH

y : C, Γ
α′#β⇒

γ
Δ

L →
y : B → C, Γ

α#β⇒
γ

Δ
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4.2 The cut formula is not principal and the last rule applied is either R
∧

or L
∨

, we deal with the latter case.

... y : B,Γ α′
⇒
γ

Δ, x : A ...
L

∨

y :
∨

Φ, Γ α⇒
γ

Δ, x : A x : A, y :
∨

Φ, Γ
β⇒
γ

Δ
Cut

y :
∨

Φ, Γ ⇒ Δ

For every B in Φ we construct the following derivation:

...

y : B,Γ α′
⇒
γ

Δ, x : A

x : A, Γ
β⇒
γ

Δ
Weak

x : A, y : B,Γ
β⇒
γ

Δ
IH

y : B,Γ
α′#β⇒

γ
Δ ...

L
∨

y :
∨

Φ, Γ
α#β⇒

γ
Δ

This concludes the proof.

We write ϕn to denote the application of the function ϕ n-times.

Theorem 3.7. (Cut elimination) Given a derivation in G3K∗
ω of Γ α⇒

γ+ωδ
Δ,

there is a derivation of Γ
ϕδ(α)⇒

γ
Δ.

Proof. We argue by double transfinite induction with main induction hy-
pothesis on δ and secondary induction hypothesis on α, making use of the
reduction lemma, see [23]. In particular, if α = 0, then the derivation is
already cut-free. If α > 0 we distinguish cases according to the last rule ap-
plied. If the last rule is any rule different from the cut rule, then we simply
apply the secondary induction hypothesis and then we apply the rule again.
If the last rule applied is the cut rule, we have:

Γ α′
⇒

γ+ωδ
Δ, x : A x : A, Γ α′′

⇒
γ+ωδ

Δ
Cut

Γ α⇒
γ+ωδ

Δ

First, we apply the induction hypothesis to the two premises and we get:

Γ
ϕδ(α′)⇒

γ
Δ, x : A and x : A, Γ

ϕδ(α′′)⇒
γ

Δ.
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In this case we distinguish two further subcases. If δ = 0, then γ+ωδ = γ+1
and the degree of A is � γ. Thus we apply the reduction lemma to obtain
the desired conclusion.

If δ > 0, let us fix β = max(α′, α′′). Since the degree of A is < γ + ωδ,
there are η < δ and y such that A < γ + ωη · y. Therefore we apply a cut
and we obtain a proof of

Γ
ϕδ(β)+1⇒
γ+ωη·y Δ

We are now in the position to apply the primary induction hypothesis y-
times. This yields a derivation D of

Γ,
ϕy

η(ϕδ(β)+1)⇒
γ

Δ

However, ϕy
η(ϕδ(β) + 1) < ϕδ(α) and thus we have obtained the desired

conclusion.

As a corollary we obtain the cut-elimination theorem.

Corollary. Given a derivation in G3K∗
ω of Γ α⇒

ω·n Δ, there is a derivation

of Γ
ϕn

1 (α)⇒
0

Δ.

3.1. Applications of Cut Elimination

We sketch some immediate consequences of the theorem of cut-elimination.
First, we can show that the rule of modus ponens can be simulated in the
system which yields a completeness result. In the present section we assume
that our system G3K∗ is cut-free.

Lemma 3.8. The rule:

⇒ x : A → B ⇒ x : A
MP⇒ x : B

is admissible in G3K∗
ω.

Proof. Straightforward by the invertibility of the rule R →, weakening and
an application of cut.

In order to prove the completeness with respect to the standard Kripke
semantics we proceed indirectly by showing the embedding of the axioma-
tization Kω presented above.

Lemma 3.9. The infinitary Barcan formula and converse Barcan formula
are derivable in G3K∗

ω.
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Proof. The direction from left to right was already proved in Lemma 2.1.
We prove the converse Barcan formula, namely ⇒ x : �

∧
Θ → ∧

�Θ:

...

xRy, x : �
∧

Φ, y :
∧

Φ, y : B ⇒ y : B
L

∧

xRy, x : �
∧

Φ, y :
∧

Φ ⇒ y : B
L�

xRy, x : �
∧

Φ ⇒ y : B
R�

x : �
∧

Φ ⇒ x : �B ...
R

∧

x : �
∧

Φ ⇒ x :
∧

�Φ
R →⇒ x : �

∧
Φ → ∧

�Φ

Notice that this sequent (modulo the labelling) was already derivable in
TKω because in this case it is possible to apply the rule K. This yields the
following result:

Lemma 3.10. For every formula A: if �Kω
A, then �G3Kω

⇒ x : A.

Proof. Immediate by induction on the height of derivations in Kω: the
axioms are derivable and the rules are admissible.

We are now going to prove the soundness and completeness of the systems
G3K∗. Before proving soundness we will give a definition of truth conditions
for labelled sequents.

Definition 3.7. Let M = 〈W,R,N, v〉 be a model. An interpretation is
a mapping || || from the set of labels to W . A labelled sequent is valid in
M with respect to an interpretation || || if for every labelled formula x : A
and for every relational atom yRz in Γ, whenever ||x || � A and || y ||R|| z ||,
then for some u : B in Δ, ||u || � B.

A labelled sequent Γ ⇒ Δ is valid in a model M if it is valid under every
interpretation. A sequent is valid in a class of frames with properties ∗ if for
every frame F with properties ∗ and for every model M based on F, Γ ⇒ Δ
is valid in M.

Let Lω be a Hilbert-style presentation of an infinitary modal logic which is
sound and complete with respect to a class of geometric frames, we denote
by G3KLω the system obtained by adding to G3Kω the relational rules
corresponding to the frame conditions.

Theorem 3.11. (Soundness and completeness) For every infinitary modal
logic L characterized by a class of geometric frames and every formula A:

�G3KLω
⇒ x : A iff � A.
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Proof. From left to right we proceed by induction on the height of deriva-
tions. From right to left we assume that � A, hence �Kω

A and by the
embedding of Lω into G3KL∗

ω we conclude that �G3KL∗
ω
⇒ x : A.

The above theorem holds in particular for Tω, S4ω, S5ω, Dω and also
other systems. A more direct completeness proof which is independent of a
specific axiomatization can be obtained by defining a suitable modification
of the standard reduction tree for labelled systems as in [14]. The method of
reduction trees establishes the completeness of the system with respect to
the corresponding class of frames regardless of the existence of the existence
of an axiomatic calculus.

Remark. A standard application of the cut-elimination theorem for intu-
itionistic logic is a proof of the disjunction property. In particular, given a
proof of � A ∨ B in the intuitionistic calculus, then � A or � B. In the con-
text of modal logic a similar property—called modal primality—holds for
some modal systems. The existence of a cut-free sequent calculus enables
us to obtain a simple proof of this result (for a model-theoretic proof the
reader is referred to [4]). Notice that this cannot be achieved working with
the standard Gentzen formalism, as there are no cut-free sequent calculi for
infinitary modal logic with the axiom

∧
�Φ ⇒ �

∧
Φ.

Theorem 3.12. The logics Kω, KDω, K4ω, KTω, K4Dω, S4ω enjoy the
modal disjunction property.

Proof. We work in the corresponding labelled sequent calculus G3K∗
ω. We

have a proof of �⇒ x : �A ∨ �B. By applying invertibility of the rules R∨
and R� we get a derivation of the sequent:

xRy, xRz ⇒ y : A, z : B

By inspection of the rules of the calculi we can see that the only rules which
can be applied to xRy and xRz are Ref and Trs (in the systems in which
Trs is present). These applications are redundant, so we can remove xRy
and xRz, thus we have a derivation of ⇒ y : A, z : B.

Hence, since the two labels y and z are not connected by any relational
atom and by the subterm property the only labels occurring in the derivation
are either y, z or eigenvariables, we get that ⇒ y : A or ⇒ z : B is derivable
which yields the desired conclusion.

Corollary. The denecessitation rule:

⇒ x : �A
Den⇒ x : A
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is admissible in the logics Kω, KDω, K4ω, KTω, K4Dω, S4ω.

Proof. The proof is trivial for every logic which is an extension of KTω.
In fact:

⇒ x : �A
Weak⇒ x : �A, x : A x : �A ⇒ x : A

Cut⇒ x : A

For Kω, KDω, K4Dω and K4ω we proceed as follows. Suppose ⇒ x : �A
is derivable. By height-preserving admissibility of weakening we get ⇒ x :
�A, x : �A, thus by the modal disjunction property ⇒ x : A.

Remark. We would like to briefly explain the reason why we chose to work
with finite sequents instead of infinite ones. Had we opted for the following
multiplicative version of the left rule for the infinitary conjunction:

x : Φ, Γ ⇒ Δ
L

∧

x :
∧

Φ, Γ ⇒ Δ

we would not have been able to prove syntactic cut-elimination with the
methodology here presented. To witness this, consider the crucial case in
which the cut-formula is principal in both the premises of the cut:

... Γ ⇒ Δ, x : ϕ ...
R

∧

Γ ⇒ x :
∧

Φ, Δ
x : Φ, Γ ⇒ Δ

L
∧

x :
∧

Φ, Γ ⇒ Δ
Cut

Γ ⇒ Δ
Clearly, every formula x : ϕ has a lower degree with respect to x :

∧
Φ.

However, in order to eliminate the cut we would need to replace it with
infinitely many other cuts. However, this reduction is problematic, insofar
as we are dealing with infinitary branching derivation in which every branch
is of finite length.

4. Embedding of Common Knowledge into G3Kω

We extend our previous considerations to a multi-agent setting. In particu-
lar, the multimodal propositional infinitary language contains—in addition
to the base language of infinitary modal logic—a non-empty set of agents
AG denoted by the letters a, b, c, ..., a modal operator �a for every agent a.
The set of well formed formulas is defined accordingly as usual.

Since we will be concerned with the embedding of the logic of com-
mon knowledge into infinitary modal logic, we recall the definition of the
corresponding language. The language of common knowledge extends the
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Figure 4. The axiomatic calculus KCω

language of finitary (i.e. not containing infinitary conjunctions and disjunc-
tions) multimodal propositional logic by adding a unary modal operator C.
In order to present the axiomatization of common knowledge [5,9,10], we
first recall some preliminary definitions.

Definition 4.1. Given a formula A, EnA for n � 1 (everybody knows A)
is inductively defined: EA:=�a1A ∧ ... ∧ �an

A where AG = {a1, ..., an} and
En+1A:=EEnA.

In infinitary modal logic CA (common knowledge that A) is defined as∧ω
n=1 E

nA. The axiomatization of the logic of common knowledge is pre-
sented in Figure 4. We now show that G3Kω proves the infinitary trans-
lation of every axiom of the calculus. This, together with the theorem of
cut elimination, yields an embedding of the logic of common knowledge into
G3Kω.

As remarked by a referee, the result is immediately entailed by the Kripke
completeness of the systems. However, we believe that a purely syntactic
proof is interesting as it shows the precise steps required in order to con-
struct the proofs of the translation of the axioms. Furthermore, we believe
that the proofs are not always straightforward, as they require the use of
inductive arguments. Moreover, by a purely syntactic approach one can also
extract some bounds on the height of the derivations of the translated proofs
(although it is not among our present purposes).

If we chose to work with the system G3S5ω, i.e. the labelled sequent
calculi for the infinitary modal logic S5 obtained by adding to G3Kω the
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relational rules corresponding to transitivity, reflevity and symmetry of the
accessibility relation, (which is usually preferred as a basis for common
knowledge, see [5]), the following results would still hold modulo some slight
changes in the axiomatization of the system of common knowledge.

Lemma 4.1. The following statements hold:

1. �G3Kω
⇒ x : CA → EA ∧ ECA

2. �G3Kω
⇒ x : EA ∧ C(A → EA) → CA

3. �G3Kω
⇒ x : C(A → B) → (CA → CB)

4. If �G3Kω
⇒ x : A, then �G3Kω

⇒ x : CA

Proof. In order to prove 1. we construct the following derivation:

x : CA, x : EA ⇒ x : EA
L

∧

x : CA ⇒ x : EA

...

...

xRay, x : CA, x : Em+1, x : �aE
m, y : EmA ⇒ y : EmA

L�
xRay, x : CA, x : Em+1, x : �aE

m ⇒ y : EmA
L

∧

xRay, x : CA, x : Em+1 ⇒ y : EmA
L

∧

xRay, x : CA ⇒ y : EmA ...
R

∧

xRay, x : CA ⇒ y : CA
R�

x : CA ⇒ x : �aCA ...
R

∧

x : CA ⇒ x : ECA
R

∧

x : CA ⇒ x : EA ∧ ECA
R →⇒ x : CA → EA ∧ ECA

The topmost sequents are provable.
In order to prove 2. we reason by transfinite induction. We claim that

for every n � 1 the sequent x : EA ∧ En(A → EA) ⇒ x : EnA is derivable
in G3Kω. If n = 1, the proof is immediate. If n = k + 1, then by induction
hypothesis we have that the sequent x : EA ∧ Ek(A → EA) ⇒ x : EkA is
derivable. Hence we construct the following derivation:

...

.

.

. IH

xRay, x : EA, x : Ek+1(A → EA), x : �aE
k(A → EA), y : Ek(A → EA) ⇒ y : EkA

L�
xRay, x : EA, x : Ek+1(A → EA), x : �aEk(A → EA) ⇒ y : EkA

L
∧

xRay, x : EA, x : Ek+1(A → EA) ⇒ y : EkA
L

∧

xRay, x : EA ∧ Ek+1(A → EA) ⇒ y : EkA
R�

x : EA ∧ Ek+1(A → EA) ⇒ x : �aE
kA ...

R
∧

x : EA ∧ Ek+1(A → EA) ⇒ x : Ek+1A

Hence we construct the following derivation:

...

x : EA, x : C(A → EA), x : En(A → EA) ⇒ x : EnA
L

∧

x : EA, x : C(A → EA) ⇒ x : EnA ...
R

∧

x : EA, x : C(A → EA) ⇒ x : CA
L

∧

x : EA ∧ C(A → EA) ⇒ x : CA
R →⇒ x : EA ∧ C(A → EA) → CA
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where the topmost sequent is derivable due to the previous considerations.
To prove 3. we prove by induction that for every n � 1 the sequent

x : En(A → B), x : EnA ⇒ x : EnB is derivable in G3Kω. If n = 1, then we
proceed as follows:

...

xRay, x : E(A → B), x : EA, x : �a(A → B), x : �aA ⇒ y : B...
L

∧

xRay, x : E(A → B), x : EA, x : �aA ⇒ y : B
L

∧

xRay, x : E(A → B), x : EA ⇒ y : B
R�

x : E(A → B), x : EA ⇒ x : �aB ...
R

∧

x : E(A → B), x : EA ⇒ x : EB

Notice that the topmost sequent is clearly derivable. If n = k+1, then by
induction hypothesis we have that the sequent x : Ek(A → B), x : EkA ⇒
x : EkB is derivable in G3Kω.

...

.

.

. IH

xRay, x : Ek+1(A → B), x : �aE
k(A → B), x : Ek+1A, x : �aEkA, y : EkA ⇒ y : EkB

L�
xRay, x : Ek+1(A → B), x : �aE

k(A → B), x : Ek+1A, x : �aE
kA ⇒ y : EkB

L
∧

xRay, x : Ek+1(A → B), x : �aE
k(A → B), x : Ek+1A ⇒ y : EkB

L
∧

xRay, x : Ek+1(A → B), x : Ek+1A ⇒ y : EkB
R�

x : Ek+1(A → B), x : Ek+1A ⇒ x : �aE
kB ...

R
∧

x : Ek+1(A → B), x : Ek+1A ⇒ x : Ek+1B

Then we construct the following derivation:

...

x : C(A → B), x : En(A → B), x : EnA ⇒ x : EnB
L

∧

x : C(A → B), x : CA, x : EnA ⇒ x : EnB
L

∧

x : C(A → B), x : CA ⇒ x : EnB ...
R

∧

x : C(A → B), x : CA ⇒ x : CB
R →

x : C(A → B) ⇒ x : CA → CB
R →⇒ x : C(A → B) → (CA → CB)

the topmost sequent is derivable due to the above argument.
To prove 4. we show that if �G3Kω

⇒ x : A, then �G3Kω
⇒ x : EnA

for every n � 1. We argue by induction on n. If n = 1, then for every
a ∈ AG we apply admissibility of the rule of necessitation and thus we obtain
�G3Kω

⇒ x : �aA, hence we apply R
∧

and we conclude �G3Kω
⇒ x : EA. If

n = k+1, then by induction hypothesis we have �G3Kω
⇒ x : EkA. Therefore

we apply the admissibility of the necessitation rule and we apply R
∧

as
before and thus we obtain �G3Kω

⇒ x : Ek+1A. Hence given �G3Kω
⇒ x : A

we construct a proof of ⇒ x : EnA for every n � 1 and we apply R
∧

, thus
we obtain ⇒ x : CA.
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Theorem 4.2. (Embedding of common knowledge) If �KC A, then �G3Kω⇒
x : Afix, where Afix is the translation of A in the language of infinitary
modal logic.

Proof. By induction on the height of derivation in the axiomatic calculus
KC. The axioms are derivable by Lemma 4.1. The rule of modus ponens is
admissible by the cut-elimination theorem.

The embedding theorem suggests how to extract an infinitary labelled
sequent calculus for the logic of common knowledge. In particular, it is
enough to remove the rules for the infinitary conjunctions and disjunctions
and adding the infinitary rule for the common knowledge operator which nat-
urally stems from its infinitary interpretation. The resulting system—let us
denote it by G3KC—enjoys good structural properties and cut-elimination
and the proofs follow the pattern detailed for the system G3K∗

ω, thus we
omit the details. We observe that there are various sequent systems which
are sound and complete with respect to commmon knowledge, see [2,26].

5. First-order Infinitary Modal Logic

In this section we briefly discuss the extension of the present framework
to the context of first-order modal logic. Thus we consider a first-order
language with variables and constants and which contains the modal op-
erator, the usual connectives, infinitary conjunctions and disjunctions and
also existential and universal quantifiers. We will work with constant do-
main first-order infinitary modal logics. We recall the natural generalization
of Kripke-style semantics for first-order infinitary modal logic (see also [24]
and [6]).

Definition 5.1. A Kripke frame for infinitary modal first-order logic is a
quadruple 〈W,R,D, v〉, where:

• 〈W,R〉 is a Kripke frame.

• D is a non-empty set.

• v is a mapping from W such that:

– vw(c) ∈ D for every w ∈ W and for every constant c of the language
and vw′(c) = vw(c) for every world w′.

– vw(P ) ⊆ D for every world w and every predicate P .

An assignment σ is a function from the set of variables to D. The function
fvw,σ : TER → D is thus defined for every valuation v and assignment σ:
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Figure 5. The quantifier rules for constant domains

fvw,σ(t) = σ(t) if t is a variable, fvw,σ(t) = vw′(t), if t is a constant.

The truth conditions are inductively defined (we omit the ones for proposi-
tional and infinitary connectives which are identical):

• w �σ P (t1, ..., tn) if and only if P (fvw,σ(t1), ..., fvw,σ(tn)) ∈ vw(P ).

• w �σ ∀xA if and only if w �σ′ A for every σ′ such that σ′(y) = σ(y) for
every variable y 
≡ x.

• w �σ ∃xA if and only if w �σ′ A for some σ′ such that σ′(y) = σ(y) for
every variable y 
≡ x.

This presentation of the semantics assumes that the domain set D is
constant. A labelled sequent calculus for infinitary first-order modal logic
immediately stems from the truth conditions of the quantifiers. The only
difference with respect to the formulation of G3K∗ is that sequents are
objects of the form Γ ⇒ Δ, where Γ and Δ are finite multisets of relational
atoms and first-order infinitary modal labelled formula.

Hence we add to the calculus G3K∗ the rules in Figure 5 and we refer
to the calculus thus obtained as G3Kω

fo∗.
The notions of degree of a formulas and of height of a derivation are com-

plemented with obvious additions to deal with the quantifiers. Substitution
[x/t] of a term t in place of a variable x is defined as usual. The structural
lemmata established in Section 3 hold also for the systems G3Kω

fo∗: we
limit ourselves to stating the Lemma.

Lemma 5.1. The rules of substitution of labels and of terms, weakening and
contraction are height and rank preserving admissible in G3Kω

fo∗. Every
rule is height and rank preserving invertible in G3Kω

fo∗.

The cut-elimination then follows according to the usual procedure.

Theorem 5.2. Given derivations D′, D′′ of
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Γ α⇒
γ

Δ, x : A and x : A, Γ
β⇒
γ

Δ

with A � γ, respectively, there is a derivation D of Γ
α#β⇒

γ
Δ in G3Kfo∗

ω .

Proof. The proof is by induction on α#β. The only new cases to detail
are those involving the quantifiers. The cases involving quantifiers follow
the standard pattern as in first-order classical (infinitary) logic modulo the
labelling.

Γ α′
⇒
γ

Δ, w : ∃xA,w : A[x/t]
R∃

Γ α⇒
γ

Δ, w : ∃xA

w : A[x/a], Γ
β′
⇒
γ

Δ
L∃, a fresh

w : ∃xA,Γ
β⇒
γ

Δ
Cut

Γ ⇒ Δ

We proceed as follows:

Γ
α′
⇒
γ

Δ, w : ∃xA, w : A[x/t]

w : ∃xA, Γ
β⇒
γ

Δ

Weak
w : ∃xA, Γ

β⇒
γ

Δ, w : A[x/t]

IH

Γ
α′#β⇒

γ
Δ, w : A[x/t]

w : A[x/a], Γ
β′
⇒
γ

Δ

Sub[a/t]

w : A[x/t], Γ
β′
⇒
γ

Δ

Cut
Γ ⇒ Δ

We are now in the position to state and prove the soundness and com-
pleteness theorem for our calculi. It is known that every first-order infinitary
modal logic characterized by a class of frames with universal frame condi-
tions is Kripke complete if we add the infinitary Barcan formula

∧
�Φ →

�
∧

Φ and the quantified Barcan formula ∀x�A → �∀xA [24]. Therefore
let L be a Hilbert-style presentation of an infinitary first-order modal logic
which is sound and complete with respect to a class of universal frames, we
denote by G3KLfo

ω the system obtained by adding to G3K∗
ω the relational

rules corresponding to the frame conditions.

Theorem 5.3. For every infinitary universal first-order modal logic L: if
L � A, then G3KLω

fo �⇒ x : A.

Proof. By induction on the height of the derivation in L. We first show that
all the axioms are provable. For example the Barcan formula ∀x�A → �∀xA
is provable as:
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wRo, o : A[x/a], w : �A[x/a], w : ∀x�A ⇒ o : A[x/a]
L�

wRo,w : �A[x/a], w : ∀x�A ⇒ o : A[x/a]
L∀

wRo,w : ∀x�A ⇒ o : A[x/a]
R∀

wRo,w : ∀x�A ⇒ o : ∀xA
R�

w : ∀x�A ⇒ �∀xA
R→⇒ w : ∀x�A → �∀xA

The rules of necessitation, modus ponens and for infinitary conjunction are
trivially seen to be admissible.

Theorem 5.4. For every first-order infinitary modal logic L characterized
by a class of universal frames, the corresponding calculus G3Lfo∗

ω are sound
and complete.

Proof. Soundness is proved by induction on the height of the derivation.
Completeness follows from the embedding of the corresponding axiomatic
calculus.

The class of logics L which G3Lfo∗
ω is sound and complete includes the

first-order extensions of the logics Tω, K4ω, S4ω and S5ω and S4.3ω.

Remark. This proof of completeness relies on the completeness of the rela-
tive axiomatic calculus. However, the methodology of labelled sequent calculi
allows for a more direct approach to completeness. In particular, for every
class of frames characterized by a geometric frame condition, the calculus
G3Kfo∗

ω can be shown to be sound and complete by a Tait-Schütte-Takeuti
style technique, which consists in constructing a reduction tree applying the
rules of the calculus to a sequent. The construction yields either a derivation
or an infinite branch out of which a countermodel is extracted. Therefore
the calculi are complete with respect to the corresponding class of geometric
frames regardless of the existence of a Hilbert-style axiomatization.

6. Concluding Remarks and Related Works

We have introduced a labelled sequent calculus for infinitary modal logic.
The calculus enjoys good structural properties, such as height preserving
admissibility of the rules of weakening, contraction and admissibility of cut.
Our system is complete with respect to the standard kripkean semantics for
infinitary modal logic, contrarily to the standard unlabelled calculus. Fur-
thermore, the system can be modularly extended so as to cover all infinitary
modal logics characterized by first-order frame conditions.

As regards other possible approaches to the proof theory of infinitary
modal logic, we believe that nested sequent calculi [2] could be employed in
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order to obtain a cut-free system. For example, in [3] an infinitary nested
sequent has been exploited in order to obtain a cut-elimination theorem
for the logic of common knowledge. A similar approach was pursued by
Tanaka in [26], in which some sequent systems (with sequents built from
sets) for predicate common knowledge have been introduced and studied
from a semantic viewpoint.

There are also works which focussed on the semantics of the system TKω.
An adequate semantics which generalizes Kripke semantics by allowing a set
of accessibility relations has been proposed by Minari in [11]. Also neighbor-
hood semantics [17]—which has recently been employed in order to obtain
a soundness and completeness result with respect to infinitary intuitionistic
logic [28]—has proved to be an adequate semantic [27].

Another aspect worth investigating are first-order infinitary modal logics
with varying domains. First, it would be interesting to see whether it is
possible to obtain an axiomatization of these logics. Second, the proof theory
of these systems could be investigated.

Finally, we think that a proof theory based on sequent calculi with infinite
multisets of formulas is worth investigating. In the case of unlabelled sequent
calculi the adoption of infinite multisets allowed to regain completeness on
pain of losing cut-elimination. We leave the problem of finding a syntactic
proof of cut-elimination (or a counterexample to cut-elimination) for labelled
sequent calculi with sequents with infinite multisets of formulas as a theme
of future research.
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