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Abstract Extensive calculations of potential energy sur-

faces for parallel-displaced configurations of pyrrole–pyr-

role systems have been carried out by the use of a

dispersion-corrected density functional. System geometries

associated with the energy minima have been found. The

minimum interaction energy has been calculated as

-5.38 kcal/mol. However, bonding boundaries appeared to

be relatively broad, and stacking interactions can be

binding even for ring centroid distances larger than 6 Å.

Though the contribution of the correlation energy to

intermolecular interaction in pyrrole dimers appeared to be

relatively small (around 1.6 smaller than it is in a benzene–

benzene system), this system’s minimum interaction

energy is lower than those calculated for benzene–benzene,

benzene–pyridine and even pyridine–pyridine configura-

tions. The calculation of the charges and energy decom-

position analysis revealed that the specific charge

distribution in a pyrrole molecule and its relatively high

polarization are the significant source of the intermolecular

interaction in pyrrole dimer systems.

Keywords Stacking interactions � Pyrrole � Ab initio

calculations � Intermolecular interactions � Density

functional theory

Introduction

Non-covalent interactions (NCI) are inarguably of a great

importance in chemical, catalytic and especially in bio-

logical systems. They play a key role in supramolecular

chemistry which is defined as ‘‘chemistry beyond the

molecule’’ and are without doubt the dominant type of

interaction in maintaining the three-dimensional structure

of large systems such as proteins, nucleic acids and other

large molecules [1–8]. In these systems, NCI involving

aromatic rings can be distinguished and those are for

instance: p-stacking, cation/p, anion–p, C–H/p and N–H/p
interactions [9–14]. The understanding of their nature

together with their interplaying and dependencies between

different types of NCI (for instance p-stacking vs N–H/p)

is critical for harnessing their full potential in chemistry,

especially when the precise control of the strength and

geometry of intermolecular interactions is concerned, e.g.

in the material improving processes and drug design

strategy. The quantification of the intermolecular interac-

tions in the aromatic ring systems is also extremely sig-

nificant in understanding the structures of molecular

assemblies [15, 16].

Among NCI involving aromatic ring systems, the ones

containing heteroaromatic rings have recently received

greater attention [17–22]. Such rings are building blocks

for anchoring substituents in defined positions and are a

crucial component in most known drug molecules. It is not

surprising that because of their distinctive electronic

properties they are involved in various interaction patterns

including for instance p-stacking and hydrogen bonds.

However, compared with benzene–benzene ring systems in

case of which a wide range of computational and experi-

mental methods have been applied [23–27], the studies of

the intermolecular interactions of aromatic heterocyclic
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ring systems are far less numerous. It is particularly

observed for five-membered rings. Though some attention

has been paid to thiophene [17, 28, 29] and, especially

recently, to several other compounds (e.g. furan and oxa-

zole) [17], this topic is still poorly explored. This may seem

to be unexpected since many heteroatomic ring-based

compounds, especially containing an N-heterocyclic ring,

are ubiquitous in a large number of biochemical processes.

Additionally, the study of NCI in these systems may dis-

close new aspects related to the origin of such interactions

(e.g. associated with the interplay of two significant fac-

tors: electrostatic effects and London dispersion). N-hete-

rocyclic aromatic rings have more p-electrons in their ring

frameworks than only carbon-based ones (e.g. benzene).

When five-membered aromatic N-heterocycles are con-

sidered, their ring frameworks are even richer in p-elec-

trons since the p-electrons are distributed over lesser

number of ring atoms (e.g. pyridine vs pyrrole). Taking all

the above into account, as the main focus of this study, the

extensive analysis (the interaction energies of approxi-

mately 8000 systems have been calculated) of potential

energy surfaces (PES) of model pyrrole–pyrrole dimers

was chosen. The pyrrole molecule as the study object was

selected due to its specific electronic properties and the

presence of a pyrrole ring in a variety of biological systems

[30, 31]. A pyrrole molecule (unlike pyridine one) pos-

sesses its nitrogen atom connected to a hydrogen atom and

relative to benzene with six p-electrons in its carbon

framework, it possesses six p-electrons distributed over

five atoms. Hence, as a heteroatomic planar and electron-

rich ring, it is a useful recognition element in many bio-

logical contexts in which it may be engaged in creation of

different sorts of NCI such as hydrogen bonds and p-

stacking [32, 33]. Pyrrole-containing molecules include

commonly naturally produced compounds such as chloro-

phyll, chlorins, vitamin B12 and porphyrinogens [34–36].

A pyrrole ring is also a part of tryptamines including

serotonin, melatonin and many other biologically important

substances [37–40]. For that reason, apart from broadening

our knowledge of the stacking interaction phenomenon

itself, this extensive study of the intermolecular interaction

in model pyrrole systems may be relevant in electronic

properties of pyrrole-unit-based drugs. Furthermore, due to

pyrrole’s electronic properties enabling stacking interac-

tions and formation of p-ligands for metal coordination

[41, 42], pyrrole molecules may be useful building blocks

for nanoscale supramolecular structures [43]. To summa-

rize, the present study will definitely shed more light on

stacking interactions (especially enabling to understand the

nature of the forces governing their strength) and may help

to understand acceptor and donor abilities of five-mem-

bered heterocycles. It might also appear to be significant in

revealing the structure–stability relationships that govern

supramolecular system formation, opening the door to the

rational design of pyrrole-based ligands.

The study of NCI is a challenging task for both com-

putational and experimental approaches [44]. In case of

aromatic ring systems, the NCI have been extensively

studied by means of crystal structure analysis and spec-

troscopic measurements [15]. Although these studies

provide a variety of useful information, compared with

computational methods, the experimental techniques suf-

fer from lack of direct information about a particular

interaction [45]. The most difficult task calculating the

NCI interaction energies is associated with the appropriate

description of dispersion forces. A method that in most

cases accurately predicts the energy of such type of

interactions is coupled cluster with single, double and

perturbative triple excitation contributions known as

CCSD(T) [45, 46]. This method, however, currently

cannot be used routinely due to its large computational

cost making the calculation feasible only for small, single

molecular systems. More advanced methods such as

CCSDTQ (coupled cluster with single, double, triple and

quadruple excitations) are used very rarely and are

applicable only for very small systems such as a water

dimer [47]. An alternative to those wave function theory

(WFT) methods are density functional theory (DFT)

methods whose cost, compared with WFT methods in

general, is relatively low. Moreover, over the recent

10 years, there has been an enormous improvement in

DFT approaches to the energy calculation of non-cova-

lently bonded systems [48, 49]. The use of DFT tech-

niques with dispersion corrections often appeared to

surpass MP2 (second-order Møller–Plesset perturbation

theory [50]) with the use of a triple-zeta correlation-con-

sistent basis set. Newly developed DFT methods such as

B97-D3 (with D3 version of Grimme’s dispersion with

Becke–Johnson damping) [51] have performed even better

giving in many cases the energy values close to those

obtained from CCSD(T) [52].

Taking into account many systems of which the inter-

action energies were to be calculated, the DFT method has

been selected. In order to select a suitable DFT functional

for the performed study, a reference method was needed.

Although a reference energy surface was created on the

basis of the interaction energies of 49 systems,

CCSD(T) calculations with the use of complete basis set

(CBS) extrapolation were employed.

Experimental

Pyrrole–pyrrole model systems were constructed as shown

in the Fig. 1. In each of them, the pyrrole rings were par-

allel to each other. PES scans were done as a function of
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four geometrical parameters: the aromatic ring centre dis-

tance (d), the twist angle (a) between the monomers, the

angle between the line connecting the aromatic ring centres

and the normal line to the aromatic ring in which the

connecting centre line starts (b) and the angle determining

the rotation of one monomer around the other (c). All

calculations were performed using Gaussian 09, Revision

D.01 [53]. The starting monomer was a pyrrole molecule

with geometry optimised at MP2/aug-cc-pVDZ level. The

dimer energies were corrected for basis set superposition

error by the use of the counterpoise method [54]. Interac-

tion energies were calculated by subtracting the energy of

the two monomers:

EInteraction ¼ EDimer � EMonomer A � EMonomer B

In order to identify an appropriate DFT functional for

the PES study, the PES scan of the selected pyrrole–pyrrole

model systems (Fig. 2) was performed at the CCSD(T)/

CBS level of theory using aug-cc-pVDZ and aug-cc-pVTZ

basis sets [55] to obtain the MP2/CBS limit energy through

the extrapolation scheme as described by Helgaker et al.

[56]:

ECBS ¼
X3E Xð Þ � Y3E Yð Þ

X3 � Y3

where X = 2 and Y = 3, for the aug-cc-pVDZ ? aug-cc-

pVTZ extrapolation that was used in this work. E(X) and

E(Y) are the MP2 energy values calculated with the use of

aug-cc-pVDZ and aug-cc-pVTZ basis sets, respectively,

for E(X) and E(Y). As it was shown earlier, the difference

between CCSD(T) and MP2 energy has negligible (until a

too small basis set is used) basis set dependence [57].

Hence, in order to obtain CCSD(T)/CBS energy, the dif-

ference between CCSD(T)/aug-cc-pVDZ and MP2/aug-cc-

pVDZ was added to the extrapolated MP2/CBS energy.

The pyrrole–pyrrole system energies were calculated as a

function of a and b angles. The distance d was set as 3.5 Å

as it is generally accepted for p���p bonding interactions.

The angle a was varied from 0� to 180� with 30� incre-

ments and b was varied from 0� to 60� with 10� increments

(for selected d, considering higher b angles was not nec-

essary as higher b angles for that d cause small interatomic

distances between the monomers and consequently lead to

monomers overlapping). For a = 0� the directions of the

vectors created between the atoms forming the N–H bonds

(the vector beginnings are the positions of the N atoms) are

the same. These calculations were then repeated with the

selected density functionals based on the literature data

[49, 52, 58, 59]. Two of them were dispersion-corrected

DFT functionals comprising B97-D3 and xB97XD [60].

Both B97-D3 and xB97XD have been shown to describe

the intermolecular interactions in the systems involving the

interactions between the aromatic molecules [17, 61].

Apart from these, the popular empirical exchange–corre-

lation density functionals developed by Zhao and Truhlar

(M05-2X and M06-2X) [59] have also been selected since

they have been shown to describe non-covalent interactions

in many systems (also these consisting of aromatic mole-

cules) [58, 59]. For each method, the calculations were

performed using both double- and triple-zeta Dunning’s

augmented, correlation-consistent basis sets (aug-cc-pVDZ

and aug-cc-pVTZ, respectively, aDZ and aTZ hereafter)

[55].

On the basis of the obtained data (single point calcula-

tions for each system), the contour plots representing

energy as a function of a and b (Fig. 3) were created using

Fig. 1 Geometrical model of a pyrrole dimer used in presented

calculations (d—the aromatic ring centre distance; a—the twist angle

between the monomers; b—the angle between the line connecting the

aromatic ring centres and the normal line to the aromatic ring in

which the connecting centre line starts; c—the angle determining the

rotation of one monomer around the other)

Fig. 2 Reference PES map for the selected pyrrole–pyrrole model

systems (d = 3.5 Å, c = 0�). The presented interaction energy values

are given in kcal/mol
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Fig. 3 PES maps for the

selected pyrrole–pyrrole model

systems (d = 3.5 Å, c = 0�)
obtained by the use of selected

methods: M05-2X (a), M06-2X

(b), xB97XD (c) and B97-D3

(d). aDZ and aTZ stand for aug-

cc-pVDZ and aug-cc-pVTZ

basis sets, respectively
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OriginPro 2015 [62]. In general, the system’s smallest

energies were found for b = 30�. For this b value, curves

representing the energy as a function of a parameter were

made (Fig. 4). Interaction energy values that were used to

create the curves were used to quantitatively compare the

selected methods. According to the performed calculations

(Figs. 2, 3, 4), the most suitable DFT method appeared to

be B97-D3 with aDZ. This functional allowed to obtain

very good results with relatively small computational effort

(see further text for more details) and was selected, toge-

ther with aDZ basis set, for performing all further calcu-

lations allowing to obtain PES as a function of d, a, b and c
parameters (Fig. 1). In these calculations, a was varied

from 0� to 330� with 30� increments, b was varied from 0�
to 90� with 10� increments, d was varied from 3 to 7 Å

with 0.25 Å increments and c was varied from 0� to 180�
with 45� increments. Because of the dimer system sym-

metry, taking into account higher c values was not neces-

sary. For c = 0�, the lateral shifting (associated with the

increase in d values at the given b) of one ring along the

plane of the other was in accordance with the direction of

the vector created between the other ring centroid and the

nitrogen atom of this ring (the vector beginning was the

position of the ring centroid).

In order to find possible orbital interactions between the

monomers in the studied dimers (e.g. associated with the

creation of N–H���p bond(s)), the electronic properties of the

model dimer pyrrole systems with the energies corre-

sponding to the energy minima on the PES maps (the global

energy minimum and the selected local minima, Fig. 5)

were characterised in terms of natural bond orbital (NBO)

[63–65] analysis at MP2/aTZ level of theory. Those dimer

systems were also analysed (at MP2/aTZ level of theory) in

terms of recently developed Hu, Lu, and Yang (HLY)

charge-fitting method [66] which happened to give better

results than commonly accepted CHelpG [67] scheme.

The B97-D3/aDZ energies of a benzene dimer (BBD),

pyridine dimer (PPD) and benzene–pyridine system (BPD),

whose geometries (associated with the energy minima of

these systems) were taken from the S22 [68] (for BBD) and

S66 sets [69] (for PPD and BPD), were calculated to

compare them with the one found for a pyrrole dimer

system. The HLY charges and the electrostatic potential

surfaces (EPS) of benzene and pyridine molecules were

also calculated—with the electron density obtained at

MP2/aTZ level of theory. All the molecule geometries

were optimised at MP2/aDZ level.

Intermolecular interactions in the pyrrole–pyrrole sys-

tems, whose geometries correspond to the found global and

local energy minima (Fig. 6), along with intermolecular

interactions in BBD, BPD and PPD were analysed by

means of localised molecular orbital energy decomposition

analysis (LMO-EDA) [70]. This is a relatively new and

robust energy decomposition method (though like many

other methods of this kind it is still computationally

demanding [70]), and it can be considered as an extension

and modification of the methods developed by Kitaura and

Morokuma [71], Ziegler and Rauk [72] and Hayes and

Stone [73]. It allows to learn about the interaction nature in

a system, and since its implementation in GAMESS soft-

ware package [74, 75], it has been successfully used to

study the intermolecular interactions (e.g. hydrogen bonds,

p���p and C–H���p contacts) in many different systems such

as indole–cation–anion complexes [76], aromatic units of

amino acids with guanidinium cation [77], hydrogen-bon-

ded complexes of serotonin [78], radical-conjugated sys-

tems [79] and C–H/p complexes in water [80]. In this

method, the interaction energy is decomposed to electro-

static (Eele), exchange (Eex), repulsion (Erep) and polar-

ization (Epol) terms, and they are calculated on the basis of

single-determinant Hartree–Fock (HF) wave functions. The

correlation term (Ecorr), roughly dispersion, is derived from

a supermolecule approach by the use of correlation meth-

ods (e.g. MP2), and it equals to the difference between the

correlation method energy and HF energy [70]. In this

work, the contribution of correlation energy was estimated

from B97-D3/aDZ calculations—the Ecorr was calculated

as a difference between the B97-D3/aDZ energy and HF/

aDZ energy. The LMO-EDA calculations were made using

GAMESS [74, 75] software employing HF/aDZ method. In

the LMO-EDA calculation, as implemented in GAMESS,

the counterpoise correction for basis set superposition error

is used.

Fig. 4 Interaction energy curves created on the basis of data obtained

for the selected pyrrole dimer systems (c = 0�, d = 3.5 Å and

b = 30�). aDZ and aTZ stand for aug-cc-pVDZ and aug-cc-pVTZ

basis sets, respectively
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Fig. 5 PES maps of the studied

pyrrole dimer systems (on the

left) together with the maps

depicting the corresponding

aromatic ring centre distances

(on the right). The PES maps

were created on the basis of

energy minima found for the

systems with the given a and b
values
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Results and discussion

Among the tested methods, M05-2X gave the poorest

results. The use of this density functional gave similar

results with both double- and triple-zeta basis sets with

mean deviations from CCSD(T)/CBS results equal to

0.88 kcal/mol and 1.00 kcal/mol, respectively, for aDZ and

aTZ (Figs. 3a, 4). It must be noted, however, that though

M05-2X energies deviate relatively much from those

obtained from CCSD(T)/CBS, the general energy depen-

dencies between these two are similar. Nevertheless,

because of this relatively large underestimation in binding

energy, using M05-2X density functional, one should be

aware of the possibility of formulation of inappropriate

conclusions since among the tested methods in case of

M05-2X the binding ranges are clearly the smallest

(Fig. 3). The use of M06-2X allowed to obtain much better

results compared with those from M05-2X. Unlike in case

of M05-2X, the obtained interaction energy values are

more basis-set-dependent and when compared with the

reference method appeared to be slightly overestimated—

by around -0.48 and -0.26 kcal/mol, respectively, for

aDZ and aTZ (Figs. 3b, 4). The resulting computational

time ratio for the above methods is 1:15.1:1.4:18.6:147.8,

where the values correspond to M05-2X/aDZ, M05-2X/

aTZ, M06-2X/aDZ, M06-2X/aTZ and the reference

CCSD(T)/CBS, respectively.

The results based on the selected dispersion-corrected

density functionals were similar to each other and appeared

to be better from those developed by Zhao and Truhlar

(M05-2X and M06-2X). The mean energy deviation values

from the reference CCSD(T)/CBS method were very small,

and they were within the range of 0.06–0.18 kcal/mol

(Figs. 3c, d, 4). However, it should be noticed that the

values obtained from B97-D3 were less basis-set-depen-

dent, while in case of xB97XD the difference between the

found energy values employing aDZ and aTZ basis sets is

seen a bit clearer. xB97XD gave better results with aTZ

basis set and they are comparable to those from B97-D3/

aDZ and B97-D3/aTZ (Fig. 4). The computational cost was

the lowest in case of B97-D3/aDZ resulting in the com-

putational time ratio 1:8.8:3.2:28.8:257.7, where the values

correspond to B97-D3/aDZ, B97-D3/aTZ, xB97XD/aDZ,

xB97XD/aTZ and the reference CCSD(T)/CBS, respec-

tively. Considering the above, the B97-D3 employing aDZ,

which gave excellent results with relatively low computa-

tional cost, appeared to be the most suitable DFT method

for further calculations.

The performed energy scans allowed to create PES

surfaces on which basis the optimal configurations of the

Fig. 6 Geometries of the pyrrole–pyrrole systems that are associated with the found energy minima, together with the atom HLY charge values

(e)
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pyrrole ring system can be identified (with the given res-

olution). The found energy minima are rather broad, and

this enables a certain degree of flexibility in the system

configuration.

In all cases, the minimum d that was set as 3 Å is too

small for providing binding interaction energies, and the

optimal d value appeared to be 4 Å (Fig. 7). However, for

specific geometries, the binding interactions are observed

even for much larger d—up to 7 Å. It is noticed that with

the increase in d, the maximum binding energy for that

d are observed for configurations with higher b angle

(Fig. 7). It seems to be associated with the maximization of

the dispersion and binding electrostatic interactions as a

higher b angle forces the decrease in the distance between

two interacting molecules. The analysis of a and c angles

confirms this assumption. The pyrrole molecules in the

interacting dimers are oriented to minimize the electro-

static repulsion, e.g. in most cases the optimal a is 180�
(Fig. 7). Changing of the c angle is not energetically

favourable unless this change leads to symmetrically

equivalent geometry. Some system configurations for c
being equal to 0� and 180� are symmetrically equivalent.

For all c values, the energy minima were found for

systems in a parallel-displaced (PD) configuration. In this

geometry, the pyrrole molecules are in the arrangements in

which there seem to be an optimal balance between the

electrostatic and dispersion forces. The system global

energy minimum was found for c = 0� (Fig. 5). This

minimum corresponds to the dimer configuration in which

the twist angle (a) between the monomers is equal to 180�.
In this arrangement, the directions of the vectors created

between the atoms forming the N–H bonds (the vector

beginnings are the positions of the N atoms) are opposite to

each other (Fig. 6). For this PD configuration (PD1), the

b = 40� and d = 4 Å. The interaction energy associated

with this system geometry is equal to -5.38 kcal/mol. This

value is relatively large (in binding terms), and it is higher

than the one found for BBD. For BBD, the B97-D3/aDZ

interaction energy is equal to -3.47 kcal/mol. For PPD, the

interaction energy calculated at B97-D3/aDZ level of the-

ory is equal to -4.53 kcal/mol, and for BPD, the B97-D3/

aDZ interaction energy is equal to -4.08 kcal/mol. The

differences in the binding interaction energies of these

systems seem to be associated with the differences in the

charge distribution of the interacting molecules. This

matter is addressed further in the text.

In case of c = 0�, a second energy minimum can be

distinguished. For the dimer geometry associated with this

minimum (PD2), the a = 0� and b = 60�. In this config-

uration, the directions of both vectors created between the

atoms forming the N–H bonds (the vector beginnings are

the positions of the N atoms) are the same (Fig. 6). The

distance between both the ring centroids is larger than it is

for PD1 geometry, and it equals to 5 Å.

For higher c values, the calculated interaction energy

values, in general, are higher (smaller in the binding terms)

than those observed for dimer geometries with c = 0�
(Table 1). As it is observed, for systems with higher c
values, it is energetically favourable to increase the a angle

which leads to minimization of the electrostatic repulsion

(Figs. 5, 6). In case of c = 45�, the PES of the studied

pyrrole dimer system is simpler with only one energy

minimum observed. The system configuration associated

with this minimum (PD3) is similar to PD1. The only

difference is a little higher a angle value (Table 1). With

the increase in c, the PES of the pyrrole dimer system is

getting more complex. For c = 90�, two energy minima

are found. One of them is associated with the dimer con-

figuration (PD5) in which the d distance is 4 Å (the same as

it is in case of PD1 and PD3). The a angle for PD5 is higher

than it is for formerly discussed geometries (Table 1). The

second energy minimum for this c value is related to a

dimer configuration (PD4) with longer d distance and with

higher a and b angle values (Table 1). For both c = 135�

Fig. 7 PES maps of the studied

pyrrole dimer systems (on the

left) along with the maps

depicting the corresponding a
angle values (�) (on the right).

The PES maps were created on

the basis of energy minima

(kcal/mol) found for the systems

with the given d and b values
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and c = 180�, only one energy minimum is found. This

minimum is associated with the respective dimer geome-

tries: PD6 and PD2 (Fig. 6). In case of these system con-

figurations, the d = 5 Å. Longer d distance forces the

increase in b angle to make the binding interaction stronger

(Table 1). The interaction energy in case of PD6 is the

highest one (Table 1), but compared with system geome-

tries related to energy minima for the respective c being

equal to 90� and 180�, the differences are relatively small

and all the interaction energy values are comparable. For

c = 180�, the sole energy minimum is associated with the

system geometry that is symmetrically equivalent to PD2.

The system configurations (Fig. 6) that are associated

with the energy minima mentioned above may suggest that

the particular interactions between monomers result mainly

from the creation of an N–H���p bond(s). However, the

NBO analysis performed for all those system geometries

did not show any dominant orbital interactions. Hence, it

can be stated that the short-range interactions, associated

with the overlap of the molecular orbitals, are not the major

source of the interactions between the monomers. Both in

the single monomer and in dimers, the contribution of

electron density associated with Rydberg orbitals is rela-

tively large and accounts for around 1.05 % of the system

total electron density (Table 1). The NBO analysis

emphasizes the importance of non-Lewis density partici-

pation (valence-shell antibonds density and Rydberg orbi-

tals density) with its contribution of around 4 % (Table 1).

The changes in the intermolecular interaction energy

values in the above-described pyrrole dimers are explained

by the monomer arrangements and LMO-EDA. The B97-

D3/aDZ and LMO-EDA calculations show that the par-

ticipation of the Ecorr into the intermolecular interaction is

the greatest (the smallest energy values) in PD1, PD3 and

PD5 (Table 2). In those systems, the d distances are the

shortest and the b angles the smallest (Table 2). Hence, the

monomers in these systems are further to co-planarity than

in PD2, PD4 and PD6, which increases the monomer

interaction surfaces. The Eele and Epol values are the lowest

in case of PD1 and PD3 (Table 2). It is explained by the

specific a angle values (Table 2). These a angles, together

with relatively short d distances and small b angles, make it

possible for both the N–H bonds (polar ones) presented in

the system being in a direct interaction with a second

monomer. Though the sums of the Eex and the Erep are the

largest for PD1 and PD3 systems, the relatively high Eele,

Epol and Ecorr contributions add up enough binding energy

to the total interaction energies in those systems to make

these interactions the strongest (Table 2).

The EPS of a pyrrole molecule shows that this molecule

is relatively highly polarised (Fig. 8). It is particularly

observed for C–H and N–H bonds. The charge analysis

based on the HLY charge-fitting method shows (Fig. 8)

that the nitrogen atom and all the carbon atoms of a pyrrole

molecule are negatively charged, while the positive charge

is located on hydrogen atoms. Analogues situation is found

for a benzene molecule (Fig. 8). However, in case of it, the

charge separation is smaller. This may help to explain the

differences in the interaction energies observed for the

benzene–benzene dimer and the studied pyrrole–pyrrole

system. Most likely due to these charge distribution dif-

ferences, the binding interaction energy of the benzene–

benzene system is smaller than it is for the pyrrole dimer.

The binding interaction energy of the pyrrole dimer

appeared to be even greater (a smaller negative value) than

the one calculated for the pyridine dimer. In a pyridine

molecule, the charge separation is greater and more com-

plex, with nitrogen and some carbon atoms being nega-

tively charged and some carbon atoms being positively

charged (Fig. 8). The calculated dipole moment of a pyr-

idine molecule is also slightly higher than the one calcu-

lated for a pyrrole molecule (Fig. 8). However, in a pyrrole

molecule, the positively charged hydrogen atom of the N–

H bond seems to make it possible for pyrrole molecules to

arrange in a way for which the negative molecule repulsion

is minimised in a greater degree than it is in case of pyr-

idine molecules (Fig. 6). The charge distribution in an

interacting pyrrole molecule (involved in a dimer system)

Table 1 Geometrical parameters, interaction energy values and NBO data related to the pyrrole dimer configurations associated with the energy

minima found on the created PES maps

Pyrrole dimer

configuration

a angle

(�)
b angle

(�)
c angle

(�)
d distance

(Å)

Rydberg orbitals

contribution (%)

Non-Lewis density

participation (%)

Interaction energy value

(kcal/mol)

PD1 180 40 0 4 1.06 3.94 -5.38

PD2 0 60 0 5 1.05 3.94 -3.53

PD3 210 40 45 4 1.06 3.94 -4.35

PD4 270 60 90 5 1.05 3.94 -3.12

PD5 240 30 90 4 1.06 3.94 -3.06

PD6 330 60 135 5 1.05 3.93 -2.98
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is slightly different than in case of a non-interacting one. It

is especially seen for an N–H bond in which electron

density is altered when it approaches a second pyrrole

monomer which leads to the decrease in its polarity

(Figs. 6, 8). For an N–H bond that is not in a direct

interaction with a second monomer, its polarity is almost

not affected (e.g. the configuration PD2, Figs. 6, 8). The

observed charge distribution differences (a benzene mole-

cule vs a pyridine molecule vs a pyrrole molecule) under-

line the importance of the electrostatic factor in the

intermolecular interactions. In a consequence, this leads to

a conclusion saying that the significant source of the

Table 2 LMO-EDA

decomposed energy terms

(kcal/mol)

PD1 PD2 PD3 PD4 PD5 PD6 BBD BPD PPD

Eele -5.22 -3.41 -5.50 -3.97 -1.77 -3.88 -2.89 -2.62 -3.30

Eex -9.93 -5.53 -12.63 -7.20 -7.56 -7.44 -16.01 -12.32 -12.68

Erep 15.99 9.22 20.68 12.23 11.70 12.53 25.36 19.45 20.25

Eex ? Erep 6.06 3.69 8.05 5.03 4.14 5.09 9.35 7.13 7.57

Epol -1.14 -0.67 -1.33 -0.84 -0.78 -0.81 -1.10 -0.88 -0.93
aEcorr -5.08 -3.13 -5.58 -3.34 -4.65 -3.37 -8.83 -7.70 -7.86

HF/aDZ -0.30 -0.40 1.23 0.22 1.59 0.39 5.36 3.62 3.33

B97-D3/aDZ -5.38 -3.53 -4.35 -3.12 -3.06 -2.98 -3.47 -4.08 -4.53

a Ecorr energy terms were calculated as a difference between the B97-D3/aDZ energy and HF/aDZ energy

Fig. 8 Atom HLY charge values (e) (a) and EPS maps (b) calculated for benzene, pyridine and pyrrole molecule. The EPS maps are

superimposed on the isodensity surface (0.005 e/Å3)
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interaction in the studied pyrrole dimers is the electrostatic

interaction between the monomers. Hence, the significance

of the contribution of London dispersion forces is the highest

in case of BBD and the smallest in PD1 (Fig. 9). This claim

is validated by the energy decomposition analysis (Table 2).

It shows that the contribution of Ecorr (binding energy term)

changes as follows: BBD[ PPD & BPD[ PD1. The

LMO-EDA reveals that the Eele in PD1 is significantly lower

than it is in BBD, PPD and BPD, and thus, it encourages the

PD1 monomers to bind stronger. The sums of Eex and Erep

(positive in all cases) change according to the following

dependency: BBD[ PPD[BPD[PD1. The role of Epol

is similar in all these systems, and it contributes about

-1 kcal/mol to the total intermolecular interaction energy

(Table 2).

Conclusion

Both B97-D3 and xB97XD density functionals are capable

of describing the intermolecular interactions in the studied

pyrrole ring systems. However, the B97-D3, at least in this

case, is less basis-set-dependent and much faster than

xB97XD. The M06-2X with aTZ performed slightly worse,

but considering relatively small deviations from the refer-

ence CCSD/CBS, its results can be consider as satisfactory.

The ‘‘sandwich’’ ring system configuration (b = 0�) is

not associated with any energy minimum (Figs. 5, 6).

Hence, this conformation is not energetically favourable

and should not be arbitrarily used in studies of p���p
interactions. This is in accordance with the study made for

other systems [17, 81].

With the used resolution, the optimal ring centroid dis-

tance was found to be 4 Å and the optimal twist angle (a) is

equal to 180�. However, the bonding geometry boundaries

are relatively broad, and the stacking interactions can be

binding even for ring centroid distances larger than 6 Å,

provided that the stacked rings are in an appropriate

geometry. Recently, the same has been observed for six-

membered aromatic ring systems [81–83].

The importance of non-Lewis density participation

(valence-shell antibonds density and Rydberg orbitals

density) in the studied systems is emphasised. The inter-

molecular interaction of the pyrrole–pyrrole systems can-

not be described in a simple orbital term, and the observed

interactions should be considered as electrostatic and dis-

persion ones.

Except for the relatively small contribution of correlation

energy, the pyrrole–pyrrole system interaction energy

appeared to be lower than those found for benzene–benzene,

benzene–pyridine and pyridine–pyridine configurations.

The corresponding B97-D3 interaction energy values are

equal to -5.38 kcal/mol, -3.47 kcal/mol, -4.08 kcal/mol

and -4.53 kcal/mol for pyrrole–pyrrole, benzene–benzene,

benzene–pyridine and pyridine–pyridine, respectively. The

specific charge distribution in a pyrrole molecule and its

relatively high polarization are the main source of the

binding intermolecular interaction in pyrrole dimer systems.

However, the importance of London dispersion forces must

not be neglected.

It is presumed that the presented results will shed more

light on stacking interaction phenomenon and lead to a

deeper understanding of its role (e.g. in biological systems

and crystal engineering). The presented PES maps (Fig. 5)

can be used as a guide for qualitative predictions of the

existence of the binding interactions and may inspire other

researchers to engage in gaining further insight into NCI

phenomenon.

Fig. 9 Geometries of benzene–benzene, benzene–pyridine, pyridine–pyridine and pyrrole–pyrrole dimers that are associated with the energy

minima of these systems (for parallel-displaced configurations)
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