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Abstract

Purpose The structural equation modeling (SEM)

approach for detection of response shift (Oort in Qual Life

Res 14:587–598, 2005. doi:10.1007/s11136-004-0830-y) is

especially suited for continuous data, e.g., questionnaire

scales. The present objective is to explain how the SEM

approach can be applied to discrete data and to illustrate

response shift detection in items measuring health-related

quality of life (HRQL) of cancer patients.

Methods The SEM approach for discrete data includes

two stages: (1) establishing a model of underlying contin-

uous variables that represent the observed discrete vari-

ables, (2) using these underlying continuous variables to

establish a common factor model for the detection of

response shift and to assess true change. The proposed

SEM approach was illustrated with data of 485 cancer

patients whose HRQL was measured with the SF-36,

before and after start of antineoplastic treatment.

Results Response shift effects were detected in items of

the subscales mental health, physical functioning, role

limitations due to physical health, and bodily pain.

Recalibration response shifts indicated that patients

experienced relatively fewer limitations with ‘‘bathing or

dressing yourself’’ (effect size d = 0.51) and less ‘‘ner-

vousness’’ (d = 0.30), but more ‘‘pain’’ (d = -0.23) and

less ‘‘happiness’’ (d = -0.16) after antineoplastic treat-

ment as compared to the other symptoms of the same

subscale. Overall, patients’ mental health improved, while

their physical health, vitality, and social functioning dete-

riorated. No change was found for the other subscales of

the SF-36.

Conclusion The proposed SEM approach to discrete data

enables response shift detection at the item level. This will

lead to a better understanding of the response shift phe-

nomena at the item level and therefore enhances interpre-

tation of change in the area of HRQL.

Keywords Health-related quality of life (HRQL) �
Response shift � Structural equation modeling (SEM) �
Discrete data � Item-level analyses � SF-36 health survey

Introduction

Assessment of change in health-related quality of life

(HRQL) is important for determining the clinical effec-

tiveness of treatment, as well as for monitoring well-being

of individual patients over time. However, comparison of

HRQL-scores across time may be invalidated by the

occurrence of ‘‘response shift’’. Response shift refers to a

change in respondents’ frames of reference that hinders a

meaningful comparison of questionnaire-scores across

time. Three different types of response shift are distin-

guished: recalibration, reprioritization and reconceptual-

ization [38].

Several methodological approaches have been devel-

oped for the detection of response shift in HRQL outcomes
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[37], among which are statistical approaches such as

structural equation modeling (SEM) [33]. Advantages of

the SEM approach are that it allows for the operational-

ization of all three types of response shift and that possible

response shift effects can be taken into account to assess

‘‘true’’ change. Within the SEM framework, the observed

scores (e.g., questionnaire scales) are modeled to be

reflective of an underlying unobserved latent variable or

common factor (e.g., HRQL). The means and covariances

of the observed variables (y) are then given by:

MeanðyÞ ¼ l ¼ sþ Kj; ð1Þ

and

Cov y; y0ð Þ ¼ R ¼ KUK0 þH; ð2Þ

where s is a vector of intercepts, K is a matrix of common

factor loadings, j is a vector of common factor means, U is

a matrix containing the variances and covariances of the

common factors, K0 denotes the transpose of K, and H is a

matrix containing the variances and covariances of the

residual factors. When SEM is applied to longitudinal data,

response shift can be operationalized using SEM parameter

estimates, where changes in the pattern of factor loadings

(i.e., the pattern of K indicates which of the factor loadings

are free to be estimated) are indicative of reconceptual-

ization, changes in the values of factor loadings are

indicative of reprioritization, and changes in intercepts and

residual variances are indicative of uniform and nonuni-

form recalibration, respectively, (see [33] for more details).

The SEM method is especially suited to detect response

shift and assess true change in continuous data. The

objective of the present paper is twofold. First, we will

explain how to analyze discrete data, e.g., ordinal item

responses, using the SEM approach. We will show that the

model of Eqs. (1) and (2) can still be used, but that the

SEM approach needs to be extended to include a modeling

stage in which the observed discrete ordinal variables are

modeled to be reflective of underlying continuous variables

(Stage 1). Stage 1 yields estimates of means and variances

and covariances that can be used for the detection of

response shift and assessment of true change in Stage 2.

Second, we will apply the proposed SEM approach to the

discrete ordinal item responses of the SF-36 questionnaire

[40] that were obtained from 485 cancer patients, before

and after start of antineoplastic treatment.

SEM approach for discrete data

One of the underlying assumptions of SEM with maximum

likelihood (ML) estimation is that the scores of the

observed variables follow a multivariate normal distribu-

tion. In the case of discrete variables, this assumption is not

met, as the responses are limited to a small number of

values (e.g., two, three or four response categories). To

enable analysis of discrete data, we need to assume that the

observed ordinal variables are representations of continu-

ous underlying variables, where lower categories of the

observed ordinal variable are related to lower scores on the

continuous underlying variable, and vice versa. The model

of continuous underlying variables (y*) yields estimates of

means ðly� Þ and variances and covariances ðRy� Þ; which

can be used in subsequent SEM analyses. SEM with dis-

crete data has been explained elsewhere (e.g., [10, 18, 19,

24–27, 32]). Table 1 gives an overview of the SEM

approach for discrete data that is used in the present paper,

including short descriptions of each step of the approach,

the statistical procedures, and the item- and scale charac-

teristics that are required to perform the associated statis-

tical analyses. The steps in Stage 1 and Stage 2 of the SEM

approach are similar, but in Stage 1 we operate under the

assumption of multivariate normality and investigate the

relation of observed scores with single underlying vari-

ables, and in Stage 2 we operate under the common factor

model and investigate the relation with underlying com-

mon factors. Figure 1 shows the Stage 1 and Stage 2

models for an example of five observed discrete ordinal

variables measured at two occasions.

Stage 1: Observed discrete ordinal scores x are

representations of underlying, continuous scores y*

Suppose we have an ordinal variable x with categories

labeled 1, 2, and 3. The relations between the observed

categories of the ordinal variable and the underlying con-

tinuous variable (y*) are defined using thresholds (d),

where:

x ¼ 1 if y�\d1;

x ¼ 2 if d1\y�\d2;

x ¼ 3 if y� [ d2:

ð3Þ

In general, with m categories:

x ¼ i if di�1\y�\di; ð4Þ

where

d0 ! �1;

and

dm ! þ1:

The number of thresholds is thus equal to the number of

response categories minus one. When we assume the

underlying variable to follow a standard normal distribu-

tion (i.e., with a mean of zero and variance of one), then the

threshold di defines an area under the curve left from the
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Table 1 Stage 1 and Stage 2 of the SEM approach for discrete data

Stage 1 Measurement model: observed discrete ordinal scores x are representations of underlying, continuous scores y*

What How Requirements

Step 1 Test the assumption of underlying, bivariate

normally distributed continuous scores for

each pair of discrete ordinal variablesa

The likelihood ratio (LR) test statistic can be used

to test the hypothesis of underlying bivariate

normal distributed continuous variables. The LR

test is a test of exact fitb, the root-mean-square

error of approximation (RMSEA) can be used to

evaluate approximate fit, with the criterion that

RMSEA values should not be larger than 0.1

[21]

Applicable only

with three or more

response

categoriesc

Step 2 Test the assumption of invariance of thresholds

across occasions for each discrete ordinal

variabled

The difference in LR test statistics can be used to

test the difference in exact fit [21]. The expected

cross validation index (ECVI; [6]) can be used to

test the difference in approximate fit, where a

value that is significantly larger than zero

indicates that the more restricted model (i.e., the

model with equality constraints on the

thresholds) has significantly worse approximate

fit

Applicable only

with 4 or more

response

categoriese

Step 3 Investigate recalibration response shift as

indicated by non-invariance of thresholds

across occasions in the Stage 1 measurement

model

To investigate whether the non-invariance of

thresholds can be attributed to specific threshold

parameters, the tenability of the equality

restrictions across measurement occasions can be

evaluated further. For example, by testing the

invariance of individual thresholds. The LR test

statistics can be used to test the difference in

exact fit, and the ECVI difference can be used to

test the difference in approximate fit

Applicable only

with four or more

response

categoriesf

Step 4 Assess differences in estimated means of the

underlying variables (i.e., true change) across

measurement occasions

The effect size can be estimated by d =
l̂2�l̂1

r̂diff
;

where l̂1 and l̂2 are the estimated means of the

underlying variables y* at occasions 1 and 2, and

r̂diff is given by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r̂2
j1;j1 þ r̂2

j2;j2 � 2r̂j2;j1
q

), where

variances r̂2
j1;j1 and r̂2

j2;j2; and covariance r̂j2;j1
are elements from the estimated covariance

matrix R̂y� ; as implied by the final model from

Step 2

Applicable only

with two or more

response

categories

Stage 2 Measurement model: continuous scores y* are explained by a common factor model

What How Application

Step 1 Test the common factor model by fitting it to the

means, variances, and covariances of continuous

scores y* obtained in Stage 1

The Chi-square test can be used to evaluate exact

goodness-of-fit, where a significant Chi-square

indicates a significant difference between data and

model. The RMSEA value can be used as a

measure of approximate goodness-of-fit, where

values below .08 indicate ‘‘reasonable’’

approximate fit and below .05 ‘‘close’’

approximate fit [7]. The hypothesis of close fit can

be evaluated using the 90 % confidence intervals

of the RMSEA value

Applicable

only with

three or more

variablesg

Step 2 Test the assumption of invariance of measurement

parameters associated with response shift across

measurement occasions

The Chi-square difference test can be used to test the

difference in exact fit, where a significant Chi-

square difference indicates that the no response

shift model (with invariance restrictions imposed)

has significantly worse fit as compared to the

measurement model (without invariance

restrictions). The ECVI difference can be used to

test equivalence in approximate model fit

Applicable

only with

two or more

variablesh
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threshold that is equal to the proportion of observed

responses in category i or lower (see Fig. 2).

The correlations between the underlying variables can

be estimated by assuming bivariate standard normal dis-

tributions. With two ordinal variables x1 and x2, the sample

observations can be represented by a contingency table that

contains the number of responses (nij) of category i on

variable x1 and category j on variable x2. When we assume

bivariate normality, we can estimate thresholds and cor-

relations that yield expected frequencies that are as close as

possible to the observed frequencies (see [21] for more

details). When both variables have more than two response

categories, the correlation is called a ‘‘polychoric’’ corre-

lation; when both variables have only two response

categories, it is called a ‘‘tetrachoric’’ correlation. These

correlations indicate what the Pearson correlation would

have been if these variables had been measured on a con-

tinuous scale.

Step 1: Testing the underlying bivariate normality

Polychoric correlations are estimated under the assumption

of bivariate normality of the underlying continuous vari-

ables. The tenability of this assumption can be evaluated by

comparing the expected proportions under bivariate nor-

mality to the observed sample proportions (see Table 1 for

details on evaluation of model fit). When the hypothesis of

bivariate normality holds for all pairs of variables, the

Table 1 continued

Stage 2 Measurement model: continuous scores y* are explained by a common factor model

What How Application

Step 3 Investigate recalibration, reprioritization, and

reconceptualization response shift as indicated by

non-invariance of intercepts, factor loading

values, and factor loading patterns across

occasions in the Stage 2 measurement model

Improvement in model fit for each modification can

be tested using the Chi-square difference test to

evaluate differences in exact fit and the ECVI

difference test to evaluate differences in

approximate fit. In addition, the final model can be

compared to the measurement model to test

equivalence of exact and approximate fit

Applicable

only with

two or more

variablesi

Step 4 Assess differences in estimated means of the

common factors (i.e., true change) across

measurement occasions

Decompose change in the means of the continuous

variables y* across occasions into true change,

recalibration response shift, and reprioritization or

reconceptualization response shiftj

The effect size of true change in the common factors

between occasion 1 and 2 can be estimated by

d ¼ l̂2�l̂1

r̂diff
; where r̂diff is given by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

û2
r1;r1 þ û2

r2;r2 � 2ûr2;r1

q

: The variances û2
r1;r1

and û2
r2;r2; and covariance ûr2;r1 are elements from

the estimated covariance matrix Û of the final

model from Step 3

Change in the means of the observed variables can

be decomposed as follows: l2 � l1 ¼ ðs2 � s1Þ þ
ððK2 � K1Þj2Þ þ K1j2: Subsequently, effect sizes

for modeled change ðl2 � l1Þ; recalibration ðs2 �
s1Þ; reprioritization and reconceptualization

ððK2 � K1Þj2Þ and true change ðK1j2Þ can be

calculated using the standard deviation of change

r̂diff (as in Step 4 of Stage 1)

Applicable

only with

two or more

variables

a That is, 2n2 - n tests for 2n2 - n pairs of 2n variables
b To guard against inflation of family wise Type I error, a Bonferroni-corrected significance level can be used to take into account multiple

comparisons, where a* = a/(2n2 - n)
c When there are only two response categories, there is not enough information to evaluate the LR test statistic for pairs of items. One can instead

test the assumption of underlying, trivariate normally distributed continuous scores for each triplet of dichotomous variables
d That is, n tests for 2n variables
e When there are only two or three response categories, there is not enough information to evaluate the difference in LR test statistic
f When there are only two, three or four response categories, it is not possible to attribute possible non-invariance to a specific threshold
g When there are only two variables, then we need additional restrictions on model parameters (e.g., equality restriction on factor loadings or

restricting the residual covariances to zero) to achieve identification
h When the variables have only two response categories then we cannot test the invariance of factor loadings (see Supplement 1.4)
i When there are only two variables, it is possible to test the invariance of intercepts but, if significant, it is not possible to identify which of the

two variables has response shift
j ‘‘True’’ change is represented by change in common factor means, recalibration is represented by change in the intercepts, and reprioritization

and reconceptualization are represented by change in the factor loadings
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assumption of multivariate normality is also supported. If

the hypothesis of bivariate normality does not hold, then

this indicates that the assumption of multivariate normality

is not tenable. A possible solution for this problem is to

eliminate the offending variable(s).

Step 2: Testing invariance of thresholds

across measurement occasions

When the same variables are measured repeatedly (i.e., in

longitudinal assessment), the imposition of invariant

thresholds across measurement occasions is required for a

common scale (see Supplement 1.1 for more details). The

tenability of this restriction can be tested for each pair of

variables by comparing the model with equality constraints

on the thresholds to the Step 1 model without equality

constraints on the thresholds (see Table 1). When the dif-

ference in model fit is significant, the hypothesis of equal

thresholds across measurements must be rejected.

Step 3: Investigating possible non-invariance of thresholds

When the assumption of invariant thresholds across mea-

surement occasions does not hold, this can be taken as an

indication of recalibration response shift. Differences in

thresholds of the same variable across measurement occa-

sions indicate that the association between the scores of the

underlying variable and the observed response category of

Fig. 1 The models of Stage 1 and Stage 2 of the SEM approach for

discrete ordinal data. The pentagons at the bottom represent observed

discrete ordinal variables x1–x5, the circles with y�1–y�5 represent the

corresponding underlying continuous variables. The same y� feature

in Stage 2 (top of the figure), as the reflective indicator variables (the

circles reflect the fact that they are not directly observed). Each y* is

associated with a residual factor e. The residual factors represent

everything that is specific to the corresponding y*. Residual factors of

the same variable are correlated across measurement occasion. The

circles at the top are the underlying common factors (n) at each

measurement occasion and represent everything that y�1–y�5 have in

common (e.g., health-related quality of life). In Stage 1, each

observed discrete variable x is modeled to be reflective of a single

underlying continuous variable y*. Assuming a bivariate normal

distribution for each pair of y* variables, we can estimate the means

ðly� Þ and variances and covariances ðRy� Þ on the basis of observed

frequencies in the two-dimensional frequency tables of each pair of

x variables. In Stage 2, the means and variances and covariances of y*

are modeled using a common factor model with common factors n.

Across occasion differences in estimates of measurement parameters

are indicative of response shift. Specifically, in Stage 1 we investigate

invariance of thresholds, and in Stage 2 we investigate invariance of

intercepts, factor loadings, and residual variances (see also Table 1)
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that variable has changed; the underlying variables are not

measured on the same scale. Occurrence of recalibration

response shift in Stage 1 can be taken into account by

allowing threshold parameters to be freely estimated across

measurement occasions.

We introduce the term recalibration response shift in

Stage 1, but want to emphasize that it is different from

recalibration response shift in Stage 2. In Stage 1, differ-

ences between thresholds are detected given the model of

bivariate normality of single underlying variables, and thus

recalibration response shift is defined relative to the scale

of the underlying variable. In Stage 2, differences between

intercepts are detected given the common factor model and

thus recalibration response shift is defined relative to the

scale of the common factor (e.g., HRQL), and thus relative

to the other variables measuring the same common factor.

To further investigate recalibration response shift, the

tenability of equality restrictions on thresholds across

measurement occasions can be evaluated for each threshold

separately (see Table 1). This could give an indication as to

whether the changes in the association between the scores

of the underlying variable and the observed response cat-

egories can be attributed to a specific part of the mea-

surement scale (e.g., non-invariance of the first threshold

parameter would indicate that there is a shift in the

meaning of the response scale’s values at the lower end of

the measurement scale).

Step 4: Assessment of true change

To assess true change in the underlying variables, we can

compare estimated means of the model from Step 2 across

measurement occasions (see [21], for more details on the

estimation of means of the underlying variables under

equal thresholds). As invariant thresholds are required to

enable a valid comparison of means of the underlying

variables, true change can only be assessed for those

variables for which the hypothesis of equal thresholds

across measurements holds. True change estimates can be

compared to observed change (i.e., the mean differences of

the observed discrete variables). Table 1 provides infor-

mation on the calculation of effect size indices of change.

Effect size values of 0.2, 0.5, and 0.8 are considered

‘‘small,’’ ‘‘medium,’’ and ‘‘large’’ [12].

In other procedures for discrete data analyses, the ten-

ability of bivariate normality and invariance of thresholds

is usually assumed but not evaluated. By using the pro-

posed four steps, we want to show that the underlying

assumptions of the model of Stage 1 can be tested (i.e.,

Steps 1 and 2) that testing these assumptions can have

important consequences (i.e., selection of items in Step 1),

and may provide interesting information with regard to

possible violations of these assumptions (i.e., recalibration

response shift in Step 3), which will lead to a more valid

interpretation of change (i.e., Step 4).

Stage 2: Continuous scores y* are explained

by a common factor model

Ry� and ly� can be used in subsequent SEM analyses in the

same way as for continuous variables, using the four steps

as proposed by Oort [33]. However, the ML estimation

method cannot be used with discrete data. One of the

alternative estimation methods that can be used to yield

unbiased parameter estimates and standard errors, and

appropriate goodness-of-fit measures is the ‘‘weighted least

squares’’ (WLS; [5]) method (see Supplement 1.2 for more

details). When there are only two observed variables (e.g.,

a scale that consists of only two items), or when the

observed variables are dichotomous (i.e., when analyzing a

matrix of tetrachoric correlations), the SEM approach

requires additional adaptations that are explained in Sup-

plements 1.3 and 1.4, respectively.

Step 1: Testing the measurement model

The measurement model is a multidimensional model that

includes multiple measurement occasions, but without any

across occasion constraints (see Fig. 1 for an example of

the measurement model with two measurement occasions).

To achieve identification of all model parameters, scales

and origins of the common factors can be established by

fixing the factor means at zero and the factor variances at

one. To test whether the measurement model holds,

goodness-of-fit can be assessed using the WLS Chi-square

test statistic (see Table 1).

Fig. 2 The estimation of thresholds (d): observed discrete scores

x are representations of underlying continuous scores y*. There are

20, 45 and 35 % observed responses in categories 1, 2 and 3,

respectively. The first threshold is located where the area under the

curve to the left of the threshold is 20 % (d1 = -0.842). The second

threshold is located where the area under the curve to the left of the

threshold is 65 % (d1 = 0.385)
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Step 2: Testing the invariance of measurement parameters

across measurement occasions

In Step 2, a model of no response shift is fitted to the data,

where all measurement parameters associated with response

shift are constrained to be equal across measurements. To

achieve identification of model parameters, only first occa-

sion common factor means and variances are fixed; factor

means and variances at successive occasions are then iden-

tified due to invariance constraints on intercepts and factor

loadings. To test for the presence of response shift, the no

response shift model can be compared to the measurement

model (see Table 1). If the invariance restrictions of the no

response shift model lead to a significant deterioration in

model fit, this indicates the presence of response shift.

Step 3: Investigating possible response shift effects

In case of response shift, a step-by-step modification of the no

response shift model can be used to arrive at the response shift

model in which all apparent response shifts are taken into

account. Response shift is operationalized as across mea-

surement occasion differences between the pattern of com-

mon factor loadings (reconceptualization), values of common

factor loadings (reprioritization), differences between inter-

cepts (uniform recalibration), and between residual variances

(nonuniform recalibration). The identification of possible

response shift effects can be guided by inspection of signifi-

cant modification indices [20], correlation residuals ([0.10),

or by an iterative approach where each constrained parameter

associated with response shift is set free to be estimated one at

a time, and the freely estimated parameter that leads to the

largest improvement in fit is included in the model (see

Table 1 for details on model fit evaluation).

Step 4: Assessment of true change

The parameter estimates of the final model, the response

shift model in which all response shifts have been taken

into account, can be used for the assessment of true change

in the common factors (see Table 1).

In addition, evaluation of response shifts and true

change for each individual variable can be done using the

decomposition of change as proposed by Oort [33]. The

change that is modeled using the common factor model is

decomposed into change due to differences in intercepts

(i.e., recalibration), change due to differences in factor

loadings (i.e., reconceptualization and reprioritization), and

change due to difference in the common factor means (i.e.,

true change). Table 1 provides information on the calcu-

lation of effect size indices of change.

Application

Patients

A total of 485 cancer patients undergoing active antineo-

plastic treatment were recruited in a cancer treatment

Table 2 Background and clinical variables of the selected study

sample (N = 437) and the group of patients that was excluded due to

attrition or due to too many missing values (N = 49)

Variables Selected study sample Excluded sample

Mean (SD) Mean (SD)

Age 57.0 (12.1) 60.0 (12.0)

Karnofsky performance* 78.4 (13.7) 74.2 (13.0)

N (%) N (%)

Gender

Men 179 (41 %) 25 (52 %)

Women 256 (59 %) 23 (48 %)

Education

Primary school 57 (13 %) 7 (15 %)

Lower secondary school 186 (43 %) 19 (40 %)

Higher secondary school 35 (8 %) 3 (6 %)

MBO 81 (19 %) 8 (17 %)

HBO 45 (10 %) 5 (10 %)

University 29 (7 %) 6 (13 %)

Marital status

Alone 33 (8 %) 5 (10 %)

Married 331 (77 %) 37 (77 %)

Divorced 30 (7 %) 2 (4 %)

Widowed 38 (9 %) 4 (8 %)

Tumor site

Breast 158 (36 %) 12 (25 %)

Colorectal 105 (24 %) 12 (25 %)

Lung 130 (30 %) 20 (42 %)

Other 44 (10 %) 4 (8 %)

Treatment modality

Radiotherapy 220 (50 %) 23 (48 %)

Chemotherapy 203 (47 %) 25 (52 %)

Combination therapy 12 (3 %) 0 (0 %)

Stage of disease

Local/loco-regional 260 (60 %) 23 (48 %)

Metastatic 171 (40 %) 25 (52 %)

Tumor response*

Progressive 44 (10 %) 14 (48 %)

Regressive 79 (18 %) 5 (17 %)

No response 311 (72 %) 10 (35 %)

Significant differences between the selected study sample and the

excluded sample were evaluated with independent sample t tests for

continuous variables and Chi-square test statistics for categorical

variables

* Differences between the groups were significant at a = 0.05
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center in Amsterdam. All patients were starting a new

course of chemotherapy or radiotherapy. HRQL was

assessed before the start of treatment, approximately

4 weeks after start of treatment, and approximately

4 months after start of treatment (see [1] for more details

on data collection). For this study, we will only use the data

obtained at baseline (pre-test) and immediate follow-up

(post-test at 4 weeks). Attrition rate between the baseline

and immediate follow-up period was 7.8 % (N = 38).

Measures

HRQL was assessed with the Dutch language version [1] of

the SF-36 health survey [40]. The items of the SF-36 health

survey can be clustered into eight subscales: mental health

(MH; five items; six response categories), general physical

health (GH; five items; five response categories), physical

functioning (PF; ten items; three response categories), role

limitations due to physical health (RP; four items; two

response categories), bodily pain (BP; two items; five and

six response categories, respectively), social functioning

(SF; two items; five response categories), role limitations

due to emotional health (RE; three items; two response

categories), and vitality (VT; four items; six response cate-

gories). The eight subscales can be grouped into two sum-

mary measures: MH (i.e., MH, SF, RE and VT) and physical

health (i.e., GH, PF, RP and BP). In addition, there is one

item on Health Comparison (HC; one item; five response

categories). Item response categories were coded such that

higher scores indicate better functioning or better health.

Missing item responses (0–1.6 %) were replaced by the

nearest integer after expectation–maximization [12]. Impu-

tation was only considered for data of patients who had\8

missing item responses to warrant reliability of imputation

results. The total study sample therefore consists of 437

patients. Table 2 contains an overview of background vari-

ables and clinical variables of the selected study sample and

the group of patients that was excluded due to attrition or

due to too many missing values. There were no significant

differences between the two groups with regard to age,

gender, education, marital status, primary tumor site (breast,

colorectal, lung or other), treatment modality (chemother-

apy, radiotherapy, or combination therapy), and stage of

disease (local or loco-regional vs. metastatic). The selected

patients showed a significantly higher Karnofsky perfor-

mance [22] and relatively fewer progressive tumors as

compared to the excluded patients.

Procedure

The SEM approach for discrete data was applied to all

items of the SF-36. In order to reduce model complexity

and facilitate interpretation of results, analyses were done

for each subscale of the SF-36 separately. The information

provided in the SF-36 manual about the clustering of items

and published results of principal components analyses of

the SF-36 [40] were used to establish the measurement

model of each subscale. Response shift was operationalized

as across occasion differences between the values of

common factor loadings (reprioritization), and differences

between intercepts (uniform recalibration). An iterative

procedure was used to investigate possible response shift

effects, where the across occasion constraints on the

parameters associated with response shift were freed one at

a time. The freely estimated parameters that were associ-

ated with the largest improvement in model fit were

included in the model. Reconceptualization response shift

was investigated by checking the significance of factor

loading parameters (i.e., an item with an insignificant

factor loading is not indicative of the common factor).

Reconceptualization response shift due to other factors

(e.g., other subscales, demographic or clinical variables)

was not investigated. The investigation of differences

between residual variances (nonuniform recalibration) is

straightforward and does not require adaptations to the

response shift detection procedure. As the residual factors

do not affect assessment of true change, the residual vari-

ances are not considered in the present article. Statistical

analyses were performed using the PRELIS (Stage 1) and

LISREL (Stage 2) programs [20]. Syntax files for reported

analyses are available in appendix A of Electronic Sup-

plementary Material (Stage 1) and appendix B of Elec-

tronic Supplementary Material (Stage 2). Appendix C of

Electronic Supplementary Material provides syntaxes that

were used to calculate approximate fit indices (RMSEA

and ECVI) with associated confidence intervals, Chi-

square difference tests (CHISQdiff), and ECVI difference

tests (ECVIdiff). The data are available upon request from

the authors.

Results

Frequency distributions for the items of the SF-36 that

were used for analyses can be found in Table 3. Results of

statistical analyses from Steps 1–3 of Stage 1 and Stage 2

are presented in Tables 4 and 5, respectively. Estimates of

change from Step 4 of both stages are displayed in Table 6.

We report results for each subscale of the SF-36 separately.

Results of the subscale MH are reported in detail, so that

results of other subscales can be reported more concise.

Mental health (MH): Stage 1

Results of Step indicated that the hypothesis of underlying

bivariate normal distribution was tenable for all item pairs.

In Step 2, equality constraints on thresholds across
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Table 4 Hypothesis tests and parameter estimates of Steps 1–3 from Stage 1

Step 1 Step 2 Step 3

BVN df Chisqdiff p Thresholds Meansa SDsa q

1 2 3 4 5 Pre Post Pre Post

MH

24 4 3 4.14 0.25 -1.96 -1.41 -0.90 0.19 0.85 3.23 3.83 1.74 1.85 0.59

25 4 3 0.59 0.90 -2.34 -1.84 -1.14 -0.63 0.10 4.70 4.75 2.19 1.84 0.61

26b
4 3 15.6 \0.01

26pre -1.62 -0.92 -0.23 0.16 1.20

26post -1.69 -1.03 -0.23 0.03 1.24

28 4 3 5.52 0.14 -2.16 -1.64 -1.16 -0.13 0.60 4.09 4.24 1.96 1.90 0.53

30 4 3 5.41 0.14 -1.68 -1.28 -0.51 -0.21 0.62 4.40 4.12 2.61 2.47 0.64

GH

1 4 2 3.61 0.16 -1.31 -0.07 1.10 1.65 1.08 1.04 0.90 0.71 0.62

33 4 2 3.63 0.16 -1.62 -1.17 -0.23 0.14 3.72 3.40 2.32 2.05 0.55

34 4 2 4.88 0.09 -0.77 -0.10 0.52 1.13 1.19 1.11 1.56 1.41 0.49

35 4 2 2.25 0.32 -1.34 -0.79 0.31 0.72 2.39 2.46 1.91 1.72 0.56

36 4 2 4.91 0.09 -0.53 -0.07 0.44 1.26 1.22 1.07 2.29 2.02 0.62

PF

3 4 n/a 0.37 1.55 -0.26 -0.38 0.80 0.91 0.60

4 4 n/a -0.48 0.63 0.42 0.45 0.91 0.89 0.65

5 4 n/a -0.59 0.59 0.49 0.51 0.90 0.79 0.72

6 4 n/a -0.79 0.18 0.91 0.73 1.05 1.02 0.74

7 4 n/a -1.48 -0.39 1.40 1.31 0.95 0.88 0.71

8 4 n/a -1.12 -0.06 1.06 1.06 0.94 0.95 0.73

9 4 n/a -0.60 0.17 0.81 0.74 1.28 1.32 0.74

10 4 n/a -1.08 -0.36 1.55 1.45 1.34 1.43 0.70

11 4 n/a -1.36 -0.65 1.91 1.95 1.36 1.48 0.67

12 4 n/a -1.78 -0.98 1.96 2.52 1.00 1.47 0.66

RP

13 n/a n/a 0.47 -0.53 -0.42 1.00 1.00 0.52

14 n/a n/a 0.22 -0.23 -0.21 1.00 1.00 0.51

15 n/a n/a 0.47 -0.44 -0.51 1.00 1.00 0.55

16 n/a n/a 0.38 -0.32 -0.45 1.00 1.00 0.49

BP

21 4 3 9.77 0.02 -2.34 -1.53 -0.55 -0.84 0.41 2.92 2.85 1.18 1.28 0.55

22 4 2 0.58 0.75 -1.74 -1.23 -0.56 0.11 3.63 2.85 2.06 1.28 0.51

SF

20 4 2 1.48 0.48 -1.98 -1.38 -0.90 -0.06 3.28 3.28 1.61 1.71 0.42

32 4 2 3.09 0.21 -1.51 -1.02 -0.05 0.33 3.16 3.06 1.98 2.15 0.48

RE

17 n/a n/a -0.19 0.14 0.25 1.00 1.00 0.52

18 n/a n/a -0.21 0.16 0.25 1.00 1.00 0.60

19 n/a n/a -0.40 0.39 0.42 1.00 1.00 0.47

VT

23 4 3 6.67 0.08 -1.74 -1.17 -0.31 0.04 0.99 3.18 2.90 1.77 1.72 0.56

27 4 3 1.05 0.79 -1.48 -0.66 0.18 0.52 1.26 1.93 1.68 1.24 1.21 0.58

29 4 3 3.46 0.33 -1.89 -1.43 -0.86 0.07 0.64 4.36 3.95 2.31 2.08 0.45

31 4 3 5.86 0.12 -1.46 -0.83 -0.27 0.77 1.32 2.47 2.16 1.64 1.64 0.52

HC
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measurements lead to a significant deterioration in fit for

Item 26 (‘‘Have you felt calm and peaceful?’’) (see

Table 4). As it is not possible to impose equality restric-

tions on individual threshold parameters in PRELIS, we

could not evaluate whether the non-invariance of thresh-

olds could be attributed to specific thresholds. To evaluate

the differences in thresholds of Item 26, we compared the

freely estimated threshold at both measurement occasions.

Inspection of threshold estimates showed that three out of

five thresholds were lower at the second measurement

occasion as compared to the first measurement occasion

(see Table 4). This indicates recalibration response shift,

where it was relatively easy for patients to score high on

feeling calm and peaceful after treatment, compared to

before treatment. All thresholds for Item 26 were set free to

be estimated at both measurement occasions and the item

was excluded from further response shift detection analyses

in Stage 2. For all other items of MH, means and variances

and covariances of the underlying variables were estimated

under the restriction of equal thresholds across occasions.

In Step 4, inspection of the estimated mean differences

of the underlying variables as compared to the observed

mean differences showed that true change in Items 24 and

30 was significant and somewhat larger than the observed

change; there was an improvement in the scores of Item 24

and a deterioration in the scores of Item 30 (see Table 6).

True change in Item 25 was smaller than the observed

change and not significant, and both observed and true

change of Items 28 was not significant. There was no

significant observed change in Item 26. True change of

Item 26 is not given as it cannot be interpreted because the

underlying variables have a different scale of measurement.

Mental health (MH): Stage 2

The estimated means, variances and covariances of the

underlying continuous variables from Step 3 in Stage 1

were used for subsequent analyses in Stage 2. In Step 1, the

measurement model yielded reasonable approximate fit

(Model 1a, Table 4) and included a residual covariance

between Item 26 (‘‘Have you felt calm and peaceful?’’) and

Item 30 (‘‘Have you been a happy person?’’). This indicates

that these items have something more in common than is

captured by the common factor MH.

In Step 2, invariance restrictions on intercepts and factor

loadings were imposed for all items except Item 26. The no

response shift model yielded a significant deterioration in

model fit as compared to the measurement model,

according to both the Chi-square difference test and the

ECVI difference test (see Table 5), indicating the presence

of response shift.

In Step 3, three response shift effects were detected.

Recalibration response shift of Item 24 (‘‘Have you been a

nervous person?’’) was detected [CHISQdiff(1) = 54.8,

p\ .001], where the intercept was higher at follow-up than

at baseline. Because items were scored such that higher

scores indicate better health, the difference in intercepts

indicates that it became relatively difficult to score high on

nervousness after antineoplastic treatment, compared to the

other items of MH. In addition, reprioritization response

shift of the same item was detected [CHISQdiff(1) = 28.7,

p\ .001], where the value of the factor loading was higher

at follow-up than at baseline. This indicates that the item

became more indicative of MH after treatment. Recali-

bration response shift of Item 30 (‘‘Have you been a happy

Table 4 continued

Step 1 Step 2 Step 3

BVN df Chisqdiff p Thresholds Meansa SDsa q

1 2 3 4 5 Pre Post Pre Post

2 4 2 6.96 0.03 -0.68 1.07 1.96 1.77 1.97 1.22 1.35 0.03

BVN bivariate normality; the underlying assumption of bivariate normality was evaluated for each item, and considered to be tenable (4) if the

assumption holds for all item pairs according to the RMSEA (see Table 1)

Thresholds were estimated to be equal across measurement occasions using the standard parameterization, where the means and variances of the

underlying variables at two consecutive measurement occasions are then defined by: l1 ? l2 = 0 and r2
1 þ r2

2 ¼ 2

n/a not applicable, see also Table 1. MH mental health, GH general physical health, PF physical functioning, RP role limitations due to physical

health, BP bodily pain, SF social functioning, RE role limitations due to emotional health, VT vitality, and HC health comparison
a The alternative parameterization was used to estimate the means and standard deviations of the underlying variables under equal thresholds

that were used for subsequent analyses. This entails that identification of the model is achieved by fixing the first two threshold values at zero and

one, instead of restricting the sum of the means and variances of the underlying variables. This parameterization is equivalent to the standard

parameterization; the linear transformation of the estimates is described in detail by Jöreskog [21]
b The means and standard deviations of the underlying variables of Item 26 are not given as they cannot be readily compared across

measurements due to recalibration response shift
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Table 6 Assessment of change in the items of the SF-36: results from Step 4 of Stage 1 and Stage 2, expressed as effect sizes (standardized

differences)

Item Stage 1 Stage 2

Observed change in variables

xa
True change in underlying variables

y*

Modeled change in variables

y*

Response shift

change

True

change

Mental health (MH)

24 0.33** 0.37** 0.36** 0.30c**/0.01d 0.04

25 0.12* 0.03 0.06 0.06

26b 0.06

28 0.08 0.08 0.05 0.05

30 -0.08 -0.13* -0.13* -0.16c** 0.03

General physical health (GH)

1 -0.08 -0.05 -0.08 -0.08

33 -0.08 -0.15* -0.04 -0.04

34 -0.06 -0.06 -0.07 -0.07

35 0.05 0.04 -0.05 -0.05

36 -0.08 -0.08 -0.11* -0.11*

Physical functioning (PF)

3 -0.04 -0.15* -0.04 -0.00d -0.04

4 0.03 0.04 -0.04 -0.04

5 0.02 0.02 -0.04 -0.04

6 -0.17** -0.24** -0.05 -0.05

7 -0.04 -0.12* -0.05 -0.05

8 0.00 0.00 -0.05 -0.05

9 -0.06 -0.08 -0.05 -0.05

10 -0.10* -0.10* -0.06 -0.06

11 -0.04 0.03 -0.05 -0.05

12 0.00 0.51** 0.46** 0.51c**/-0.02d -0.03

Role limitations due to physical health (RP)

13 0.07 0.11* 0.02 0.08c -0.06

14 0.02 0.03 -0.06 -0.06

15 -0.04 -0.07 -0.07 -0.07

16 -0.09 -0.13* -0.06 -0.06

Bodily pain (BP)

21 -0.07 -0.06 -0.06 -0.23** 0.17**

22 0.08 0.16** 0.16** 0.16**

Social functioning (SF)

20 -0.03 0.00 -0.04 -0.04

32 -0.06 -0.05 -0.03 -0.03

Role limitations due to emotional problems (RE)

17 0.08 0.12* 0.09 0.09

18 0.06 0.09 0.10* 0.10*

19 0.02 0.04 0.08 0.08

Vitality (VT)

23 -0.13* -0.17** -0.19** -0.19**

27 -0.20** -0.22** -0.27** -0.27**

29 -0.14* -0.18** -0.16** -0.16**

31 -0.18** -0.20** -0.20** -0.20**
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person?’’) was detected [CHISQdiff(1) = 11.8, p\ .001],

where the intercept was higher at baseline than at follow-

up. This indicates that it became relatively difficult to score

high on happiness after treatment, as compared to the other

items of MH.

The response shift model, in which all apparent response

shifts are taken into account, showed reasonable approxi-

mate fit according to the RMSEA, and equivalent model fit

as compared to the measurement model (see Table 6).

Results of Step 4 indicated that patients showed a signifi-

cant improvement of MH (change = 0.06, p\ .001;

d = 0.08). Before taking into account response shift

effects, the change was in the same direction and also

significant (change = 0.05, p\ .001; d = 0.08).

Estimates of decomposition of change are presented in

Table 6. In general, modeled change in Stage 2 was similar

to true change estimates from Stage 1. The estimated true

change in Stage 2 showed small improvements in all items,

although they were non-significant. Recalibration response

shifts in Items 24 and 30 caused the observed improvement

(d = 0.30) and deterioration (d = -0.16), respectively.

Results of decomposition of change for Item 26 are not

reported because interpretation is hindered due to the dif-

ference in measurement scales of the item across occasions.

General physical health (GH): Stage 1

The hypothesis of underlying bivariate normal distribution

and the equality restrictions on thresholds across measure-

ments were tenable for all pairs of items (see Table 4). In

general, true change in the underlying variables was similar

to that of observed change, although only the deterioration in

true change of Item 33 was significant (see Table 6).

General physical health (GH): Stage 2

The measurement model of GH showed reasonable

approximate fit (model 2a, Table 5). The no response shift

model did not yield a significant deterioration in model fit,

indicating that there was no evidence for response shift

effects (see Table 5). Overall, patients showed a significant

deterioration of GH (change = -0.10, p\ .001;

d = -0.19) and also in the items of GH, but only the

deterioration in Item 36 was significant (d = -0.11; see

Table 6).

Physical functioning (PF): Stage 1

The hypotheses of underlying bivariate normal distribu-

tions were tenable for all item pairs. Equality of thresholds

across measurement occasions could not be evaluated, as

items with three categories do not provide enough infor-

mation to test the difference in LR test statistic (see also

Table 1). Estimated true change was largely similar to

observed change, with significant deterioration in Items 3,

6, 7, and 10. A notable difference occurred for the true

change estimate of Item 12, which showed a significant

improvement (d = 0.51) that was not found for observed

change.

Physical functioning (PF): Stage 2

The measurement model of PF was modified to include

residual covariances between Item 4 (‘‘moderate activi-

ties’’) and Item 5 (‘‘lifting or carrying groceries’’), and

between Item 6 (‘‘climbing several flights of stairs’’) and

Item 7 (‘‘climbing one flight of stairs’’). The measurement

model that included these residual covariances showed

reasonable approximate fit, and the close fit hypothesis

could not be rejected (model 3a, Table 5).

The no response shift model fitted worse than the model

without across measurement constraints (see Table 5),

indicating the presence of response shift. Recalibration

response shift of Item 12 (‘‘bathing or dressing yourself’’)

was detected [CHISQdiff(1) = 173.7, p\ .001], where the

intercept was higher at follow-up than at baseline. Thus,

Table 6 continued

Item Stage 1 Stage 2

Observed change in variables

xa
True change in underlying variables

y*

Modeled change in variables

y*

Response shift

change

True

change

Health comparison (HC)

2 0.11* 0.11*

N = 437; standardized mean differences of 0.2, 0.5, and 0.8 indicate small, medium, and large differences [12]

* p\ .05; ** p\ .01
a Observed change was calculated by considering the ordinal discrete response scale as a proxy for an interval response scale, and comparing

baseline and follow-up measurements using paired t tests
b Results of Stage 2 for Item 26 cannot be interpreted because recalibration response shift was detected for this item in Stage 1
c Recalibration
d Reprioritization
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patients scored higher on Item 12 after treatment, relative

to the other items of PF. Because higher scores on Item 12

are indicative of fewer limitations, it became relatively

difficult to endorse limitations on this item after antineo-

plastic treatment. In addition, reprioritization response shift

of Item 12 (‘‘bathing or dressing yourself’’) and Item 4

(‘‘moderate activities’’) was detected [CHISQdiff(1) =

146.2, p\ .001; CHISQdiff(1) = 14.0, p\ .001], where

the factor loadings of both items were higher at follow-up

as compared to baseline, indicating that both items became

more indicative of PF after treatment.

The response shift model yielded reasonable approxi-

mate fit according to the RMSEA, and equivalent

approximate model fit as compared to the measurement

model (see Table 5). Patients showed no significant change

in PF (change = -0.05, p = .13), but before taking into

account response shift effects the change was in the

opposite direction and significant (change = 0.02,

p = .041). Therefore, not taking into account response

shift effects would have overestimated changes in PF.

Inspection of change estimates for individual items

showed (non-significant) deterioration in all items. How-

ever, for Item 12 there was a significant improvement due

to recalibration response shift (d = 0.51).

Role limitations due to physical health (RP): Stage 1

As RP consists of dichotomous items, the hypothesis of

bivariate normality and equality of thresholds across

measurement occasions could not be evaluated (see

Table 1). Inspection of true change estimates revealed a

significant improvement of Item 13 and a significant

deterioration of Item 16 (see Table 6).

Role limitations due to physical health (RP): Stage 2

The measurement model of RP showed close approximate

fit (model 4a, Table 5). To enable the investigation of

response shift with dichotomous items, the no response

shift model requires some adaptations (i.e., additional

scaling parameters; see Supplement 1.4 for more details).

As a result, only recalibration response shift can be

investigated with dichotomous items, and the presence of

recalibration response shift is evaluated based on overall

goodness-of-fit of the no response shift model. The overall

model fit of the no response shift model of RP was not

good (model 4b, Table 5), indicating the presence of

response shift. Recalibration response shift of Item 13

(‘‘Did you cut down on amount of time you spent on work

or other activities?’’) was detected [CHISQdiff(1) = 21.2,

p\ .001], where the intercept was higher at follow-up than

at baseline. Patients scored higher on Item 13 after

treatment, relative to the other items of RP. Because higher

scores on Item 13 are indicative of fewer limitations, it

became relatively difficult to endorse limitations on this

item after antineoplastic treatment. The response shift

model that included this recalibration response shift

showed an improvement in overall model fit as compared

to the no response shift model, and reasonable approximate

fit according to the RMSEA (see Table 5).

Inspection of common factor means showed no signifi-

cant change of RP (change = -0.07, p = .15;

d = -0.07). Taking into account recalibration response

shift did not affect the interpretation of change. Inspection

of change estimates for individual items showed (non-

significant) deterioration for all items and that the

improvement in Item 13 was explained by recalibration

(see Table 6).

Bodily pain (BP): Stage 1

The hypotheses of underlying bivariate normal distribu-

tions were tenable for all pairs of items. The equality

restrictions on thresholds across measurements showed a

significant deterioration in fit for Item 21 according to the

Chi-square difference test (p = .02, see Table 4), but the

ECVI difference test showed no significant deterioration in

approximate fit (ECVIdiff = 0.009, 90 % CI -0.005 to

0.040). Inspection of true change estimates showed a (non-

significant) deterioration in Item 21, whereas Item 22

showed a significant improvement (see Table 6).

Bodily pain (BP): Stage 2

To achieve identification of the measurement model of the

two-item BP subscale, we applied the constraint of zero

residual covariances as this restriction yielded best model

fit (see Supplement 1.3 for more details). The measurement

model showed exact fit, but comparison with the no

response shift model showed evidence of response shift

(see Table 5). Investigation of response shift effects

showed that the model could be improved by freeing the

restrictions on the intercepts, indicating recalibration

response shift. We chose to free the intercept of Item 21

‘‘level of pain,’’ where it became relatively difficult to

score high on this item after treatment as compared to the

item ‘‘interference of pain.’’ The response shift model

showed equivalent approximate fit as compared to the

measurement model. Inspection of common factor means

showed a small but non-significant improvement of BP

(change = 0.18, p = .09; d = 0.19). Before taking into

account response shift, the improvement in BP was slightly

smaller, but significant (change = 0.13, p\ .001;

d = 0.14).
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Inspection of change estimates for the two individual

items showed that the difference in behavior of both items

was explained by recalibration of Item 21 (d = -0.23),

whereas the modeled change showed significant improve-

ment for Item 22 (d = 0.16) but no significant change for

Item 21 (see Table 6).

Social functioning (SF): Stage 1

The hypotheses of underlying bivariate normal distribu-

tions and the equality restrictions on thresholds across

measurements were tenable for both items. Estimates of

true change showed no significant differences (see

Table 6).

Social functioning (SF): Stage 2

To achieve identification of the two-item measurement

model of SF we applied the constraint of equal factor

loadings for both items at each measurement occasion, as

this restriction yielded best model fit (see Supplement 1.3

for more details). Both the measurement model and the no

response shift model of SF showed exact fit (models 6a and

6b, Table 5), and there was no evidence for response shift.

Inspection of common factor means showed a small but

significant deterioration of SF (change = -0.05, p\ .001;

d = -0.05), although the change estimates for individual

items were not significant (see Table 6).

Role limitations due to emotional health (RE): Stage 1

Because the subscale RE consists of dichotomous items,

the hypothesis of bivariate normality and equality of

thresholds across measurement occasions could not be

evaluated. Both observed and true change showed

improvements for all items, although only the estimated

true change for Item 17 was significant (see Table 6).

Role limitations due to emotional health (RE): Stage 2

Both the measurement model and the no response shift

model of RE yielded reasonable approximate fit (model 5a

and model 5b, Table 5). Therefore, there was no evidence

of (recalibration) response shift (see Supplement 1.4).

Inspection of common factor means showed no significant

change of RE (change = 0.09, p = .09; d = 0.10), but

Item 17 showed a significant improvement (see Table 6).

Vitality (VT): Stage 1

The hypotheses of underlying bivariate normal distribu-

tions and the equality restrictions on thresholds across

measurements were tenable for all item pairs. The

estimated true change was similar to that of observed

change, although true change estimates were slightly lar-

ger. All items showed a significant deterioration (see

Table 6).

Vitality (VT): Stage 2

The measurement model included a residual covariance

between Item 29 (‘‘Did you feel worn out?’’) and Item 31

(‘‘Did you feel tired?’’), and showed exact fit (model 6a,

Table 5). The no response shift model also yielded exact

fit, and equivalent model fit as compared to the measure-

ment model, indicating no evidence of response shift (see

Table 5). Overall, patients showed a significant deteriora-

tion of VT (change = -0.27, p\ .001; d = -0.34) and

also a significant deterioration in all individual items (see

Table 6).

Health comparison (HC): Stage 1

The subscale HC consists of only one item, so we can only

conduct Stage 1 analyses. Evaluation of bivariate normality

showed that this hypothesis was tenable, and although the

restriction of equality of thresholds across measurement

occasions showed a significant deterioration according to

the Chi-square difference test (p = 0.03, see Table 3),

there was no significant deterioration in approximate model

fit (ECVIdiff = 0.007, 90 % CI -0.004 to 0.035). There

was a significant improvement across measurement occa-

sions for both observed and true change (see Table 4).

Discussion

In this paper we explained how the SEM approach for

detection of response shift and assessment of true change

can be applied to discrete data by assuming underlying

continuous variables with bivariate normal distributions

(Stage 1), and how the resulting estimates can be used in a

common factor model (Stage 2). The proposed SEM

approach thus enables the detection of response shift and

assessment of true change in discrete ordinal responses.

Substantive interpretation of results

We applied the proposed SEM approach to all items of the

SF-36. In our sample of cancer patients, we found that the

model of underlying bivariate normal distributed continu-

ous variables was tenable for all items (Stage 1). We

detected recalibration response shift in the item ‘‘Have you

felt calm and peaceful?’’ of the MH subscale, where it was

relatively easy for patients to score high on feeling calm

and peaceful after treatment, as compared to before
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treatment. We assessed change in the underlying variables

and found that estimated true change was mostly similar to

observed change, although estimated true change was

somewhat larger in general. When change of the observed

variables would be assessed as if they have interval scales

(i.e., without taking into account their discrete properties),

there would be ten items that showed significant change.

Whereas true change estimates showed significant change

in 18 items. Moreover, only for one item the results of true

change no longer showed a significant difference between

measurement occasions. Taken together, these results

indicate that the model of Stage 1 can be used to provide an

informative assessment of change. Furthermore, the esti-

mates of the model can be used to enable detection of

response shift and assessment of true change in Stage 2.

In Stage 2, we used a common factor model to detect

response shift and assess true change in each subscale of

the SF-36 separately. Results showed that patients’ MH

improved, while their physical health, VT and SF deteri-

orated. No change was found for PF, role limitations due to

physical health, role limitations due to emotional problems

and BP. In general, when asked to compare their current

health state to their health state the previous year, patients

indicated that their health had improved.

Response shift effects were detected in individual items

of the subscales MH, PF, role limitations due to physical

health and BP. For the MH subscale, recalibration and

reprioritization response shift was detected in the item

‘‘nervousness’’, where it became relatively difficult to score

high on nervousness after antineoplastic treatment as

compared to the other items, and nervousness became more

important to the measurement of MH. An explanation for

this result could be that the start of treatment causes

patients to experience less nervousness relative to the other

indicators of MH. In addition, it might be that the

decreased nervousness becomes especially relevant for

patients’ mental state. Recalibration response shift was also

detected in the item about ‘‘happiness’’, where it became

relatively difficult to score high on happiness after anti-

neoplastic treatment. Thus, it seems that even though

patients’ MH improved over time, this improvement was

not found to the same degree for patients’ happiness as

compared to the other indicators of MH. Not taking into

account response shift effects would have led to an

underestimation of change in MH.

For the PF subscale recalibration and reprioritization

response shift was detected for the item ‘‘bathing or

dressing oneself’’, where it became relatively difficult to

endorse limitations with bathing and/or dressing oneself

after antineoplastic treatment as compared to the other

items, and the item became more important for the mea-

surement of PF. In addition, the item ‘‘moderate activities’’

also became more important for the measurement of PF

after treatment. Therefore, it seems that being able to

execute these moderate and personal activities becomes

more important for patients’ PF after treatment as com-

pared to the other items. In addition, even though patients’

PF did not change, limitations with regard to bathing or

dressing oneself showed an improvement across time. Not

taking into account response shift effects would have led to

an overestimation of change of PF.

For the subscale role limitations due to physical health

recalibration response shift of the item ‘‘time for work and

other activities’’ was detected, where it became relatively

difficult to endorse limitations on this item after antineo-

plastic treatment. Thus, even though patients’ overall role

limitations due to physical health did not change, it seems

that patients experienced decreased limitations with regard

to time for work and other activities. A possible explana-

tion for this result could be that patients get used to changes

with regard to the allocation of available time, or adapt to

the possible limitations due to their physical condition.

Finally, for BP recalibration response shift was detected.

As this scale consist of only two items, detection of

response shift indicates that the two items of this subscale

behave differently. In our example, patients indicated to

experience relatively fewer limitations due to their expe-

rienced pain as compared to the level of experienced pain.

A possible explanation for this result could be that patients

get used to or adapt to the experienced limitations due to

their physical condition.

Compared to the selected study sample, the group of

patients that was excluded due to attrition or due to too

many missing values showed lower Karnofsky perfor-

mance and more progressive tumors. Therefore, it should

be noted that the results of our study may not be general-

izable to the full population.

Taken together, these results provide information about

the behavior of individual items within each subscale of the

SF-36. Specifically, the results give insight as to what

extent changes at the item level can be attributed to

changes at subscale level (e.g., MH or PF), and which

items show response shift. To our knowledge, this is the

first time that response shift has been investigated in all

individual items of the SF-36 questionnaire—one of the

most widely used measurement instruments in the literature

of HRQL. Although item-level data have been considered

in previous research of the SF-36 [2, 17], response shift

was only investigated in the items of a single subscale [17],

or response shift in all items was tested globally instead of

in individual items [2]. Therefore, the application of the

SEM approach for discrete data to the items of the SF-36 in

the present paper provides a substantive contribution to the

literature on response shift phenomena.
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Limitations of the proposed SEM approach

In the application of the SEM approach for discrete data,

the question arises when to treat item responses as discrete

ordinal responses and when to treat them as continuous

responses. Item response scales are usually discrete as they

only have limited number of response categories. However,

when the number of response categories is larger (e.g.,

seven or more), discrete ordinal responses can be consid-

ered to sufficiently approximate continuous interval scales,

so that statistical analyses for interval variables may be

appropriate [15]. The treatment of discrete item responses

should therefore be based on both substantive considera-

tions (e.g., can the underlying measurement scale be con-

sidered continuous?) and statistical considerations (e.g.,

does the distribution of scores of the observed variables

approximate a normal distribution? Are the chosen statis-

tical techniques appropriate?). In the present paper, we

applied the SEM approach for discrete data to ordinal item

responses with different numbers of response categories

(i.e., two, three, five and six). In our example, we consid-

ered the measurement scale of all items to be discrete. By

definition, univariate normality does not hold for discrete

variables. However, the proposed SEM approach has the

flexibility to include not only variables with different

numbers of response categories, but also variables with

different measurement scales (e.g., the PRELIS program

can be used to calculate the appropriate correlations

between the variables) and could even be applied to non-

ordinal binary data.

In Stage 1, we test the assumption of underlying

bivariate normality and derive estimates of polychoric

correlations, variances and means of the underlying vari-

ables under equal thresholds across measurement occa-

sions. Stage 1 also provides information on the detection of

response shift, in addition to the usual detection of response

shifts in Stage 2. Recalibration response shift in Stage 1

can be interpreted as scale recalibration relative to the scale

of the underlying continuum, whereas recalibration

response shift in Stage 2 can be interpreted as scale

recalibration relative to the scale of the common factor

(and thus relative to the other variables measuring the same

common factor).

It should be noted that under some circumstances it is

not be possible to detect recalibration response shift. First,

invariance of thresholds can only be evaluated when the

number of response categories is larger than three, for

variables with fewer response categories invariance of

thresholds is assumed to hold. Second, non-invariance of

thresholds might not be detected if the thresholds differ by

an additive constant (this would be captured by mean dif-

ferences in the underlying variables) or a multiplicative

constant (this would be captured by differences in the

standard deviations of the underlying variables). Similarly,

non-invariance of intercepts in Stage 2 might not be

detected if the intercepts differ by an additive constant (this

would be captured by mean differences in the common

factors) or a multiplicative constant (this would be captured

by differences in the standard deviations of the common

factors).

Although it might be possible to investigate whether

differences in thresholds can be attributed to specific

threshold parameters, this was not applied in the present

paper because it is not possible to impose equality

restrictions on individual thresholds in the PRELIS pro-

gram that was used for statistical analyses. It might be of

substantive interest to further investigate non-invariance of

specific thresholds, but it does not resolve the fact that the

scales of the underlying variables are different. It might

also be of substantive interested to test more restrictive

hypotheses about thresholds, such as the hypothesis of

equally spaced thresholds (e.g., the difference between

different answer categories in terms of the underlying

variables are equal).

Although the performance of the common factor model

and the estimation of polychoric correlations are reason-

ably robust against moderate violations of normality (e.g.,

[3, 9, 13]), similar studies on the performance of the

common factor model under violations of invariant

thresholds are needed. Millsap and Yun-Tein [23] investi-

gated the impact of non-invariant thresholds in a multi-

group context and concluded that when invariant

thresholds are erroneously imposed, group differences in

thresholds may be mistaken for group differences in

residual variances. It would be interesting to perform a

simulation study with the proposed methods for response

shift detection and investigate the impact of (violations of)

threshold invariance, number of response categories,

number of variables in the common factor model, size of

the bias, sample size, missing data, etc. Such a simulation

study would be helpful to further substantiate the appro-

priateness of the proposed SEM approach for discrete data

under different circumstances.

The SEM approach for discrete data was applied to the

individual items of each subscale of the SF-36 separately.

A limitation of this approach is that it does not allow for

detection of reconceptualization response shift due to other

factors, such as other subscales or demographic or clinical

variables. However, the proposed approach can be exten-

ded to enable the detection of reconceptualization response

shift due to these factors. For example, it would be inter-

esting to investigate response shift in all the items of the

SF-36 simultaneously by using one common factor model

that includes all eight multi-item subscales, and the one-

item scale of health comparison. However, it should be

noted that such highly complex models require much larger
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samples in order for the proposed methods to work

appropriately. As an alternative strategy one might conduct

pairwise analyses of subscales, to reduce the model com-

plexity while still enabling the investigation of reconcep-

tualization response shift due to another subscale. A similar

approach could also be used to investigate the effects of

possible explanatory or confounding variables (e.g., gen-

der, age, type of disease, or treatment modality). In the

present paper, we chose to investigate all subscales sepa-

rately to enable the explanation of the proposed methods

for various situations (i.e., different number of response

categories and different number of items per scale) and

facilitate the analyses and interpretation of results (i.e.,

more parsimonious models). Further extensions of the

proposed methods that include more measurement occa-

sions, other subscales, or explanatory variables, would be

an interesting topic for future research.

SEM with discrete data can be done using standard

statistical computer programs [18, 28, 31, 34]. However,

differences exist between programs in how they handle the

analyses of discrete data. For example, the underlying

assumptions of Stage 1 (i.e., bivariate normality and equal

thresholds) are usually not tested but assumed to hold.

Moreover, not all computer programs make an explicit

distinction between the estimation of polychoric correla-

tions and the fitting of structural equation models to the

polychoric correlations. Some programs might test invari-

ance of thresholds as an alternative to the invariance of

intercepts (e.g., see [23]), and as a consequence test con-

ceptually different hypotheses (i.e., differences in thresh-

olds are conceptually different from differences in

intercepts). In addition, different programs may use dif-

ferent (default) corrections for the resulting Chi-square

values, and different options for evaluation of overall

goodness-of-fit and differences in model fit may lead to

different results. For the present paper, analyses were

performed using the PRELIS (Stage 1) and LISREL (Stage

2) programs [20]. With PRELIS it is possible to evaluate

the Stage 1 model for discrete data. In Stage 2, the WLS

Chi-square value was used to evaluate model fit, as it

provides a valid test statistic under non-normality and has

the convenient property that it can also be used for the

calculation of approximate fit indices and for the compar-

ison of nested models. However, when sample sizes are

small or models are large, the performance of the WLS test

statistic might not be stable and one might consider alter-

native adjustment to the Chi-square statistics (see also

Supplement 1.2). One should be aware that there are

notable differences between different computer programs

in handling discrete data and that the choice of computer

program may also influence the ease with which one can

apply the required analyses.

Besides SEM techniques, there are other statistical tech-

niques for the detection of response shift available, such as

ordinal logistic regression, the contingency tables methods,

and probit regression. Methods relying on item response

theory (IRT) analysis are probably the most popular method

for the analysis of discrete ordinal data. Factor analysis

methods are not conceptually different from IRT methods,

but the former are usually applied to continuous data. The

relationship between IRT and factor analysis has been

described by [26]. Takane and De Leeuw [39] showed that

WLS estimation with polychoric correlations in factor

analysis is equivalent to fitting the normal ogive model with

marginal ML estimation in IRT. However, advantages of

SEM are that the models can be easily extended to multidi-

mensional models (e.g., longitudinal models, or models that

include multiple subscales) and that the hypothesized

dimensional structure of the model can be tested.

Conclusion

Investigation of response shift and assessment of change at

the individual item level can give insight into which items

of a subscale contribute to changes at the subscale level, or

which items behave differently from the other items.

Analyses of items therefore provide different information

than analyses of subscales. For example, it could be that

there is no change (or no occurrence of response shift) at

the subscale level, while there are changes at the level of

individual items (or possible response shift effects) that

cancel each other out. In addition, item-level analyses

enable the identification of items that are most important to

changes at the level of the subscale. Although the proposed

SEM approach for discrete data needs further scrutiny

using simulation studies, it leads to a better understanding

of the response shift phenomena and enhances interpreta-

tion of change in the area of HRQL.
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21. Jöreskog, K. G. (2002). Structural equation modeling with ordi-

nal variables using LISREL. Retrieved from: http://www.ssicen

tral.com/lisrel/techdocs/ordinal.pdf.

22. Karnofsky, D. A., & Burchenal, J. H. (1949). The clinical eval-

uation of chemotherapeutic agents in cancer. In: C. MacLeod

(Eds.), Evaluation of chemotherapeutic agents (pp. 191–205).

New York: Columbia University.

23. Lord, F. M., & Novick, M. R. (1968). Statistical theories of mental

test scores. Reading, MA: Addison-Wesley Publishing Company

24. Millsap, R. E., & Yun-Tein, J. (2004). Assessing factorial invari-

ance in ordered-categorical measures. Multivariate Behavioral

Research, 39, 479–515. doi:10.1207/S15327906MBR3903_4.

25. Muthén, B. O. (1978). Contributions to factor analysis of

dichotomized variables. Psychometrika, 43, 551–560. doi:10.

1007/BF02293813.

26. Muthén, B. O. (1983). Latent variable structural equation mod-

eling with categorical data. Journal of Econometrics, 22, 48–65.

doi:10.1016/0304-4076(83)90093-3.

27. Muthén, B. O. (1984). A general structural equation model with

dichotomous, ordered categorical, and continuous latent variables

indicators. Psychometrika, 49, 115–132. doi:10.1007/BF0229

4210.

28. Muthén, L. K., & Muthén, B. O. (1998). Mplus user’s guide (6th

ed.). Los Angeles, CA: Muthén & Muthén.

29. Muthén, B. O., & Kaplan, D. (1985). A comparison of some

methodologies for the factor analysis of nonnormal Likert vari-

ables. British Journal of Mathematical and Statistical Psychol-

ogy, 38, 171–189. doi:10.1111/j.2044-8317.1985.tb00832.x.

30. Muthén, B. O., & Kaplan, D. (1992). A comparison of some

methodologies for the factor-analysis of non-normal Likert

variables: A note on the size of the model. British Journal of

Mathematical and Statistical Psychology, 45, 19–30. doi:10.

1111/j.2044-8317.1992.tb00975.x.

31. Neale, M. C., Boker, S. M., Xie, G., & Maes, H. H. (2003). Mx:

Statistical modeling (6th ed.). Richmond, VA: Department of

Psychiatry.

1382 Qual Life Res (2016) 25:1361–1383

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://dx.doi.org/10.1016/S0895-4356(98)00097-3
http://dx.doi.org/10.1016/S0895-4356(98)00097-3
http://dx.doi.org/10.1007/s11136-014-0699-3
http://dx.doi.org/10.1007/BF01102757
http://dx.doi.org/10.1111/j.2044-8317.1984.tb00789.x
http://dx.doi.org/10.1111/j.2044-8317.1984.tb00789.x
http://dx.doi.org/10.1207/s15327906mbr2404_4
http://dx.doi.org/10.1177/0049124192021002005
http://dx.doi.org/10.1080/10705511.2012.687671
http://dx.doi.org/10.1037/1082-989X.1.1.16
http://dx.doi.org/10.1007/BF02291477
http://dx.doi.org/10.1111/j.2044-8317.1994.tb01039.x
http://dx.doi.org/10.1111/j.2044-8317.1994.tb01039.x
http://dx.doi.org/10.1037/1082-989X.9.4.466
http://dx.doi.org/10.1037/1082-989X.9.4.466
http://dx.doi.org/10.1080/10705510903203573
http://dx.doi.org/10.1080/10705511.2014.935752
http://dx.doi.org/10.1080/10705511.2014.935752
http://dx.doi.org/10.1007/BF00152012
http://dx.doi.org/10.1007/BF00152012
http://dx.doi.org/10.1007/BF02296131
http://www.ssicentral.com/lisrel/techdocs/ordinal.pdf
http://www.ssicentral.com/lisrel/techdocs/ordinal.pdf
http://dx.doi.org/10.1207/S15327906MBR3903_4
http://dx.doi.org/10.1007/BF02293813
http://dx.doi.org/10.1007/BF02293813
http://dx.doi.org/10.1016/0304-4076(83)90093-3
http://dx.doi.org/10.1007/BF02294210
http://dx.doi.org/10.1007/BF02294210
http://dx.doi.org/10.1111/j.2044-8317.1985.tb00832.x
http://dx.doi.org/10.1111/j.2044-8317.1992.tb00975.x
http://dx.doi.org/10.1111/j.2044-8317.1992.tb00975.x


32. Olsson, U. H. (1979). On the robustness of factor analysis against

crude classification of the observations. Multivariate Behavioral

Research, 14, 485–500. doi:10.1207/s15327906mbr1404_7.

33. Oort, F. J. (2005). Using structural equation modeling to detect

response shifts and true change. Quality of Life Research, 14,

587–598. doi:10.1007/s11136-004-0830-y.

34. Rosseel, Y. (2012). Lavaan: An R package for structural equation

modeling. Journal of Statistical Software, 48(2), 1–36.

35. Satorra, A., & Bentler, P. M. (1988). Scaling corrections for Chi

square statistics in covariance structure analysis. In Proceedings

of the business and economic statistics section of the American

Statistical Association, pp. 308–313.

36. Satorra, A., & Bentler, P. M. (2001). A scaled difference Chi

square test statistic for moment structure analysis. Psychometrika,

66, 507–514. doi:10.1007/BF02296192.

37. Schwartz, C. E., & Sprangers, M. A. G. (1999). Methodological

approaches for assessing response shift in longitudinal health-

related quality-of-life research. Social Science and Medicine, 48,

1531–1548. doi:10.1016/S0277-9536(99)00047-7.

38. Sprangers, M. A. G., & Schwartz, C. E. (1999). Integrating

response shift into health-related quality of life research: A the-

oretical model. Social Science and Medicine, 48, 1507–1515.

doi:10.1016/S0277-9536(99)00045-3.

39. Takane, Y., & De Leeuw, J. (1987). On the relationship between

item response theory and factor analysis of discretized variables.

Psychometrika, 52, 393–408. doi:10.1007/BF02294363.

40. Ware, J. E., Snow, K. K., Kosinski, M., & Gandek, B. (1993). SF-

36 health survey: Manual and interpretation guide. Boston, MA:

The Health Institute, New England Medical Center.
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