# The FMM accelerated PIES with the modified binary tree in solving potential problems for the domains with curvilinear boundaries 

Andrzej Kużelewski ${ }^{1}$ (1) $\cdot$ Eugeniusz Zieniuk ${ }^{1}$

Received: 21 July 2020 / Accepted: 29 December 2020 / Published online: 31 March 2021
© The Author(s) 2021


#### Abstract

The paper presents an accelerating of solving potential boundary value problems (BVPs) with curvilinear boundaries by modified parametric integral equations system (PIES). The fast multipole method (FMM) known from the literature was included into modified PIES. To consider complex curvilinear shapes of a boundary, the modification of a binary tree used by the FMM is proposed. The FMM combined with the PIES, called the fast PIES, also allows a significant reduction of random access memory (RAM) utilization. Therefore, it is possible to solve complex engineering problems on a standard personal computer (PC). The proposed algorithm is based on the modified PIES and allows for obtaining accurate solutions of complex BVPs described by the curvilinear boundary at a reasonable time on the PC.
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## 1 Introduction

It is a known fact that to obtain accurate results of modelling and solving boundary value problems (BVPs), the appropriate method should be applied. Nowadays, some well-established numerical methods, sometimes called classical or conventional, have professional implementations and they are well known in the industry.

[^0]For example, ANSYS and COMSOL Multiphysics use the finite element method (FEM) [1-3], while BEASY, the boundary element method (BEM) [4-6].

However, classical methods have some disadvantages, e.g. necessity of the boundary (or domain) discretization and pyroper selection of the shape functions. The accuracy of solutions obtained by the conventional FEM is strictly connected with the size of a mesh obtained in process of the domain discretization, thus with a number and a type of finite elements. A growing number of finite elements requires longer computations time and greater random access memory (RAM) utilization. It is noticeable, particularly in large-scale problems. The FEM usually produces large sparse matrices and uses iterative solvers. Conventional BEM (which uses collocation method) discretizes only the boundary of the problem. However, it produces dense and non-symmetric matrices and usually uses direct solvers. Thus, the process of computing coefficients of the BEM matrices performs $O\left(N^{2}\right)$ operations and direct solver uses another $O\left(N^{3}\right)$ operations ( $N$-the number of equations of the system of algebraic equations). Therefore, many researchers work on new approaches which are free from the weakness of classical methods. A wide group of such methods includes, among others, FEM-BEM hybrids [7, 8], meshless methods [9, 10], isogeometric analysis (IgA) [11, 12], the virtual element method (VEM) [13, 14] or the parametric integral equations systems (PIES) [15].

One of the new approaches, isogeometric analysis, uses the FEM or the BEM extended by the set of polynomial basis functions, called Non-Uniform Rational B-spline (NURBS). It allows the exact representation of a boundary using computeraided design (CAD) tools. Also, it gives higher efficiency of automated meshing process [11]. Another approach, the VEM, uses trial functions with an unknown degree of freedom within the interior of the polygonal domain. The method does not require an extension of interpolation functions to the interior of the element [13]. It is efficient in solving problems with polygonal meshes. However, the computational effort of the method is high due to complex procedures used by the VEM.

The method called PIES proposed and applied in solving different kinds of BVPs by the authors of this paper is still developed. The PIES has already been used to solve 2D and 3D problems described by Laplace's [15], Helmholtz [16] or NavierLamé equations [17]. The remarkable advantage of the method is direct inclusion of the shape of the boundary into the mathematical formalism of the PIES. It implies lack of discretization either boundary or domain contrary to the BEM and the FEM. Some parametric functions known from computer graphics are applied to describe the shape of the boundary in the PIES (among others, Bézier, B-spline curves and Coons, Bézier surface patches). Another advantage is that these functions require only a small number of control points to define any shape of the boundary, which is more efficient than the discretization process. At last, to improve the accuracy of solutions, remodelling of the shape of the boundary is unnecessary [15] contrary to the BEM and the FEM where the process of discretization should be repeated.

The former studies confirmed the accuracy of the PIES in solving 2D and 3D engineering problems in comparison to the analytical and classical numerical methods, e.g. [15-17]. The authors of this paper also have worked on the extension of the PIES method to solve uncertainly defined problems [18, 19]. However, similarly to the classic BEM, conventional PIES produces dense and non-symmetric matrices,
therefore solving of a complex or large-scale engineering problems needs a huge amount of the RAM and time-consuming computations.

Acceleration of numerical computations is usually performed using parallelization methods on the computational clusters [20] or multiprocessor machines. The most popular methods are the message passing interface (MPI) and open multi-processing (OpenMP) (e.g. applied in [21, 22]). Another very common method is the application of graphics processing unit (GPU) for numerical calculations (by CUDA or OpenCL) [23, 24]. In previous studies, the authors of this paper applied above-mentioned techniques to accelerate the PIES. OpenMP technology is used in the research described in [25], while the acceleration of numerical computations of integrals in the PIES by CUDA is presented in [26, 27]. These approaches significantly reduce the time of computations. However, the problem of huge utilization of the RAM in PC is still not solved. Complex or large-scale engineering problems cannot be solved in standard PC.

In the mid of 1980s, Rokhlin and Greengard proposed the fast multipole method (FMM) [28-30]. The method significantly reduces the computation time of the numerical problem to order $O(N \log N)$. However, the most important is huge reducing the RAM utilization. There are efficient implementations of the FMM for solving potential problems [31, 32], also by the BEM [33, 34]. Therefore, the authors of this paper have modified the PIES to include the FMM, and the fast PIES was obtained [35]. Application of the FMM increased the difficulty of implementation of the method. However, the proposed approach gives accurate solutions in a short time for problems with a quite simple shape of the boundary. Unfortunately, the application of a classic binary tree in the FMM may result in obtaining incorrect solutions for complex shapes of a boundary (e.g. heat sink) in the fast PIES. It is connected with the way of defining the boundary in the PIES-the 2D problem is mapped into 1D parametric reference system. The binary tree is built based on the 1D system, while neighbourhood in the FMM is based on the physical coordinates. Therefore, the modification of the binary tree and some changes in the FMM algorithm is required to consider the complex shapes of a boundary.

The main goal of this paper is to present the FMM accelerated PIES (called the fast PIES) applied for numerical solving of complex curvilinear 2D potential BVPs. The FMM algorithm and the binary tree are modified to allow solving the problems with the complex shape of a boundary. The fast PIES reduces memory utilization of PC and accelerates numerical solving of BVPs. The efficiency and accuracy of the fast PIES are tested on curvilinear 2D potential BVPs.

## 2 Conventional PIES for curvilinear 2D potential BVPs

Conventional PIES for 2D potential problems was obtained as the result of analytical modification of boundary integral equation (BIE) [15]. The modification includes the shape of boundary into mathematical formalism of BIE. The shape of boundary is defined on 1D parametric line $s$ by parametric linear or curvilinear functions

parametric reference system
Fig. 1 Defining the shape of the boundary in the PIES on a straight line in parametric reference system $s, \widehat{s}$
(presented in Fig. 1). The PIES for the potential problem with smooth boundary is presented by the following formula [15]:

$$
\begin{align*}
\frac{1}{2} u_{l}(\widehat{s}) & \left.\left.=\sum_{j=1}^{n} \int_{s_{j-1}}^{s_{j}}\left\{\widehat{U}_{l j}^{*} \widehat{s}, s\right) p_{j}(s)-\widehat{P}_{l j}^{*} \widehat{s}, s\right) u_{j}(s)\right\} J_{j}(s) d s \\
l & =1,2, \ldots, n, s_{l-1} \leq \widehat{s} \leq s_{l}, s_{j-1} \leq s \leq s_{j}, J_{j}(s) \tag{1}
\end{align*}
$$

where $n$ is the number of parametric segments that creates boundary of domain in 2D, $s_{l-1}$ and $s_{j-1}$ correspond to the beginning of $l$ th and $j$ th segments, while $s_{l}$ and $s_{j}$ to their ends and $J_{j}(s)$ is the Jacobian.

Integrands $\widehat{U}_{l j}^{*}(\widehat{s}, s)$ and $\widehat{P}_{l j}^{*}(\widehat{s}, s)$ in (1) are presented in the following form:

$$
\begin{align*}
& \widehat{U}_{l j}^{*}(\widehat{s}, s)=\frac{1}{2 \pi} \ln \frac{1}{\sqrt{\left(S^{(1)}\right)^{2}+\left(S^{(2)}\right)^{2}}} \\
& \widehat{P}_{l j}^{*}(\widehat{s}, s)=\frac{1}{2 \pi} \frac{S^{(1)} \cdot n_{j}^{(1)}(s)+S^{(2)} \cdot n_{j}^{(2)}(s)}{\left(S^{(1)}\right)^{2}+\left(S^{(2)}\right)^{2}} \tag{2}
\end{align*}
$$

where $S^{(1)}=S_{l}^{(1)}(\widehat{s})-S_{j}^{(1)}(s)$ and $S^{(2)}=S_{l}^{(2)}(\widehat{s})-S_{j}^{(2)}(s)$ and $n_{k}^{(j)}(s),(k=1,2)$ are the components of normal vector to segment $j$.

Expressions $S_{k}^{(i)}\left(s_{n}\right)\left(i=\{1,2\}, k=\{j, l\} s_{n}=\{\widehat{s}, s\}\right)$ are parametric curves, which define particular segments of curvilinear boundary of the problem. In this paper the following Bézier curves of the third degree are applied:

$$
\begin{equation*}
S_{k}^{(i)}\left(s_{n}\right)=a_{k}^{(i)} s_{n}^{3}+b_{k}^{(i)} s_{n}^{2}+c_{k}^{(i)} n+d_{k}^{(i)}, \quad 0 \leq s_{n} \leq 1 \tag{3}
\end{equation*}
$$

where $i$ is the direction of coordinates in 2D Cartesian reference system (see in Fig. 1), coefficients $a_{k}^{(i)}, b_{k}^{(i)}, c_{k}^{(i)}, d_{k}^{(i)}$ describing particular segments of the boundary are computed using the points which define the curves (see in Fig. 2):

$$
\begin{gathered}
a_{k}^{(i)}=P_{k+1}^{(i)}-3 P_{k b}^{(i)}+3 P_{k a}^{(i)}-P_{k}^{(i)}, b_{k}^{(i)}=3\left(P_{k b}^{(i)}-2 P_{k a}^{(i)}+P_{k}^{(i)}\right) \\
c_{k}^{(i)}=3\left(P_{k a}^{(i)}-P_{k}^{(i)}\right), d_{k}^{(i)}=P_{k}^{(i)}
\end{gathered}
$$

Boundary functions $u_{j}(s)$ and $p_{j}(s)$ in (1) are approximated by the following series:

$$
\begin{equation*}
u_{j}(s)=\sum_{k=0}^{N} u_{j}^{(k)} L_{j}^{(k)}(s), \quad p_{j}(s)=\sum_{k=0}^{N} p_{j}^{(k)} L_{j}^{(k)}(s), \tag{4}
\end{equation*}
$$

where $u_{j}^{(k)}$ and $p_{j}^{(k)}$ are unknown or given values of boundary functions in defined points of the segment $j, N$ is the number of terms in approximating series (4), which approximated boundary functions on the segment $j$, and $L_{j}^{(k)}(s)$ is the base functions (Lagrange polynomials) on segment $j$.

In previous researches, the collocation method [36] was applied to solve the PIES (1); thus, the system of algebraic equations $\mathbf{A x}=\mathbf{b}$ was obtained. Solutions on the boundary are obtained directly after solving the system. We try to use different methods to solve the system. Own implementation of Gaussian elimination method with partial pivoting was too slow; therefore, we applied LU decomposition with partial pivoting and row interchanges available in LAPACK library [37] (presented in [35, 38]). The CPU time of solving the system of 4096 equations decreases from 60 to 4 s . However, it did not affect the huge RAM utilization of the method.

In the presented research, we also applied the generalized minimal residual iterative solver (GMRES) [39] to the PIES. It is well known that iterative solvers require substantially less memory and computational effort compared to direct solvers for


Fig. 2 Bézier curve of the third degree used to define segment of the boundary in the PIES
large linear systems. Described below the fast PIES uses GMRES and application of the same solver should be better to compare the conventional PIES and the fast PIES to quantify the obtained improvements from the use of a modified binary tree in the FMM.

## 3 The PIES kernels modification

First of all, to accelerate the process of solving equation (1) the authors of this paper modified the PIES kernels [35]. The modification of the PIES was necessary due to the need of calculation of subsequent derivatives of kernels (2) for the Taylor series approximation used by the FMM. It should be noted that the function $\sqrt{\left(S^{(1)}\right)^{2}+\left(S^{(2)}\right)^{2}}$ under the logarithm in the kernel $\widehat{U}_{l j}^{*}(\widehat{s}, s)$ has the form similar to magnitude (absolute value) of a complex function. Therefore,

$$
\begin{aligned}
\widehat{U}_{l j}^{*}(\widehat{s}, s) & =\frac{1}{2 \pi} \ln \frac{1}{\sqrt{\left(S^{(1)}\right)^{2}+\left(S^{(2)}\right)^{2}}}=-\frac{1}{2 \pi} \ln \sqrt{\left(S^{(1)}\right)^{2}+\left(S^{(2)}\right)^{2}}= \\
& =-\frac{1}{2 \pi} \ln \sqrt{\left(S_{l}^{(1)}(\widehat{s})-S_{j}^{(1)}(s)\right)^{2}+\left(S_{l}^{(2)}(\widehat{s})-S_{j}^{(2)}(s)\right)^{2}}= \\
& =\Re\left\{-\frac{1}{2 \pi} \ln \left[\left(S_{l}^{(1)}(\widehat{s})-S_{j}^{(1)}(s)\right)+i\left(S_{l}^{(2)}(\widehat{s})-S_{j}^{(2)}(s)\right)\right]\right\}= \\
& =\Re\left\{-\frac{1}{2 \pi} \ln \left[\left(S_{l}^{(1)}(\widehat{s})+i S_{l}^{(2)}(s)\right)-\left(S_{j}^{(1)}(s)+i S_{j}^{(2)}(s)\right)\right]\right\}= \\
& =\Re\left\{-\frac{1}{2 \pi} \ln \left[S_{l}^{(c)}(\widehat{s})-i S_{j}^{(c)}(s)\right]\right\}=\Re\left\{-\frac{1}{2 \pi} \ln (\widehat{\tau}-\tau)\right\},
\end{aligned}
$$

where (c) means complex variable, the imaginary unit (an indeterminate) $i=\sqrt{-1}$ and $\Re$ is the real part of complex number. For simplification, the parametric functions (3) in modified PIES are described as $\widehat{\tau}$ and $\tau$ :

$$
\widehat{\tau}=S_{l}^{(c)}(\widehat{s})=S_{l}^{(1)}(\widehat{s})+i S_{l}^{(2)}(\widehat{s}), \quad \tau=S_{j}^{(c)}(s)=S_{j}^{(1)}(s)+i S_{j}^{(2)}(s)
$$

The collocation point $\widehat{s}$ is on the segment $\widehat{\tau}$ while the observation point $s$ on $\tau$.
Similarly to the kernel $\widehat{U}_{l j}^{*}(\widehat{s}, s)$, the kernel $\left.\widehat{P}_{l j}^{*} \widehat{s}, s\right)$ can be described using complex notation:

$$
\begin{aligned}
\widehat{P}_{l j}^{*}(\widehat{s}, s) & =\frac{\partial \widehat{U}_{l j}^{*}(\widehat{s}, s)}{\partial n}=\Re\left\{\frac{\partial \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)}{\partial n^{(c)}}\right\}= \\
& =\Re\left\{n^{(c)} \frac{\partial \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)}{\partial \tau}\right\}=\Re\left\{\frac{1}{2 \pi \frac{n^{(c)}}{\tau}-\tau}\right\}
\end{aligned}
$$

where $n^{(c)}=n^{(1)}+i n^{(2)}$ is the complex notation of normal vector to the curve, which creates segment $j$, while $\frac{\partial \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)}{\partial \tau}=\frac{1}{2 \pi} \frac{1}{\tau-\tau}$.

Therefore, the complex form of kernels (2) (called as modified kernels) has the following form:

$$
\begin{align*}
& \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)=-\frac{1}{2 \pi} \ln (\widehat{\tau}-\tau), \\
& \widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau)=\frac{1}{2 \pi} \frac{n^{(c)}}{\widehat{\tau}-\tau} . \tag{5}
\end{align*}
$$

The FMM can be include into these kernels in easy and efficient way.
Finally, the PIES with modified kernels have the following form:

$$
\begin{align*}
\frac{1}{2} u_{l}(\widehat{s})= & \sum_{j=1}^{n} \Re\left\{\int_{s_{j-1}}^{s_{j}} \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau) p_{j}(s) J_{j}(s) d s\right\}- \\
& -\sum_{j=1}^{n} \mathfrak{R}\left\{\int_{s_{j-1}}^{s_{j}} \widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau) u_{j}(s) J_{j}(s) d s\right\} . \tag{6}
\end{align*}
$$

## 4 Implementation of the FMM into modified PIES

The main idea of the FMM is to transform interactions between some elements into interactions between the cells that create the hierarchical structure (tree) with the smallest cells (called leaves) containing some elements. In classic FMM, the binary tree for 1D, quad-tree for 2D and octa-tree for 3D problems are applied. In this paper, 2D problems are discussed; hence, the way of constructing quad-tree for classic FMM implementation is presented in Fig. 3.

The level 0 cell is a square surrounding the entire domain of the problem (Fig. 3a). This cell (called a parent) is divided into four identical squares-cells of the level 1. Only the cell crossing the boundary of the problem is considered. This cell is called a child. Generally, the parent cell of level $k(k \geq 0)$ is divided into children cells of a level $k+1$. The division is performed until the assumed maximum level of $k$ has been reached or the predetermined number of elements are inside a cell. A childless cell is called a leaf. Figure 3 b presents a quad-tree obtained in the described way. This kind of tree is used, among others, by the FMM accelerated BEM (FMBEM) [33].

### 4.1 Modification of binary tree in the PIES

The PIES for 2D potential problems is defined in 1D parametric reference system $s, \widehat{s}$ (presented in Fig. 1). Therefore, the binary tree structure for the PIES created in the parametric space can be used. It is more simple than quad-tree in the FMBEM. In the classic FMM, the binary tree for 1D problems has the form presented in Fig. 4b.


Fig. 3 a Constructing the FMM tree in the FMBEM, b structure of obtained quad-tree for 2D problem

However, the FMM definition based on the physical coordinates and some cells which are far away in the parametric space might be close in physical coordinates (e.g. the first and the last parametric segment which are neighbours in the closed curve). Therefore, the modified binary tree in the form presented in Fig. 4c is proposed [40]. In each level, the first and the last cells are treated as neighbours.

Similarly to mentioned quad-tree, a level 0 cell covers the entire boundary of the problem (presented in Fig. 4a). It is the parent of two identical children cells of level 1 obtained as a result of dividing level 0 cell. Generally, the parent cell of level $k$ $(l \geq 0)$ is divided into two level $k+1$ children cells. The division is performed until a predetermined number of segments are inside a cell or the assumed maximum level of $k$ has been reached.

$s_{o b}$ (presented in Fig. 1), kernels $\widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)$ and $\widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau)$ can be expanded about $\widehat{\tau}$ using the Taylor series expansion:

$$
\begin{align*}
& \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau)=\frac{1}{2 \pi}\left\{-\ln \left(\widehat{\tau}-\tau_{c}\right)+\sum_{k=1}^{\infty} \frac{(k-1)!}{\left(\widehat{\tau}-\tau_{c}\right)^{k}} \frac{\left(\tau-\tau_{c}\right)^{k}}{k!}\right\}, \\
& \widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau)=\frac{1}{2 \pi}\left\{\sum_{k=1}^{\infty} \frac{(k-1)!}{\left(\widehat{\tau}-\tau_{c}\right)^{k}} \frac{\left(\tau-\tau_{c}\right)^{(k-1)}}{(k-1)!}\right\} . \tag{7}
\end{align*}
$$

Substituting kernels (7) into integrals (6), the following expressions are obtained:

$$
\begin{array}{r}
\int_{s_{j-1}}^{s_{j}} \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau) p_{j}(s) J_{j}(s) d s=\frac{1}{2 \pi} \sum_{k=0}^{\infty} U_{k}\left(\widehat{\tau}, \tau_{c}\right) M_{k}\left(\tau_{c}\right), \\
\int_{s_{j-1}}^{s_{j}} \widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau) u_{j}(s) J_{j}(s) d s=\frac{1}{2 \pi} \sum_{k=1}^{\infty} P_{k}\left(\widehat{\tau}, \tau_{c}\right) N_{k}\left(\tau_{c}\right), \tag{8}
\end{array}
$$

where

$$
\begin{align*}
& M_{k}\left(\tau_{c}\right)=\int_{s_{j-1}}^{s_{j}} \frac{\left(\tau-\tau_{c}\right)^{k}}{k!} p_{j}(s) J_{j}(s) d s, \\
& N_{k}\left(\tau_{c}\right)=\int_{s_{j-1}}^{s_{j}} \frac{\left(\tau-\tau_{c}\right)^{k-1}}{(k-1)!} n^{(c)} u_{j}(s) J_{j}(s) d s, \tag{9}
\end{align*}
$$

and

$$
\begin{aligned}
& U_{k}\left(\widehat{\tau}, \tau_{c}\right)=\left\{\begin{array}{ll}
-\ln \left(\widehat{\tau}-\tau_{c}\right) & \text { for } k=0 \\
\frac{(k-1)!}{(\hat{\tau}-\tau)^{k}} & \text { for } k \geq 1
\end{array} .\right. \\
& P_{k}\left(\widehat{\tau}, \tau_{c}\right)=\frac{(k-1)!}{\left(\widehat{\tau}-\tau_{c}\right)^{k}} \text { for } k \geq 1 .
\end{aligned}
$$

$M_{k}\left(\tau_{c}\right)$ and $N_{k}\left(\tau_{c}\right)$ are called moments about $\tau_{c}$ [33] and they should be computed only once. Moments are independent from $\widehat{\tau}$ as well as from $\widehat{s}$. Computation of moments is often called moment expansion.

The moment expansion is used to calculate moments in the leaves only. However, the FMM procedure assumes, that the point $s_{c}$ can be moved to a new location $s_{c}^{\prime}$ in the bigger cell (presented in Fig. 5). The change of the tree level does not require recalculation of moments in points $\tau_{c}^{\prime}$.

Substituting $\tau_{c}^{\prime}$ directly to formulas (9), the following expressions are obtained:

$$
\begin{align*}
& M_{k}\left(\tau_{c}^{\prime}\right)=\int_{s_{j-1}}^{s_{j}} \frac{\left(\tau-\tau_{c}^{\prime}\right)^{k}}{k!} p_{j}(s) J_{j}(s) d s \\
& N_{k}\left(\tau_{c}^{\prime}\right)=\int_{s_{j-1}}^{s_{j}} \frac{\left(\tau-\tau_{c}^{\prime}\right)^{k-1}}{(k-1)!} n^{(c)} u_{j}(s) J_{j}(s) d s \tag{10}
\end{align*}
$$

Considering that:

$$
\frac{\left(\tau-\tau_{c}^{\prime}\right)^{k}}{k!}=\frac{\left[\left(\tau-\tau_{c}\right)+\left(\tau_{c}-\tau_{c}^{\prime}\right)\right]^{k}}{k!}
$$

and using the following binomial formula:

$$
\begin{equation*}
(a+b)^{n}=\sum_{m=0}^{n}\binom{n}{m} a^{m} b^{n-m} \tag{11}
\end{equation*}
$$

finally we obtain moments about $\tau_{c}^{\prime}$ :

$$
\begin{align*}
& M_{k}\left(\tau_{c}^{\prime}\right)=\sum_{m=0}^{k} \frac{\left(\tau_{c}-\tau_{c}^{\prime}\right)^{(k-m)}}{(k-m)!} M_{m}\left(\tau_{c}\right), \\
& N_{k}\left(\tau_{c}^{\prime}\right)=\sum_{m=0}^{k} \frac{\left(\tau_{c}-\tau_{c}^{\prime}\right)^{(k-m)}}{(k-m)!} N_{m}\left(\tau_{c}\right), \tag{12}
\end{align*}
$$

using a finite number of terms in the translation. The procedure of calculation of the moments in points $\tau_{c}^{\prime}$ is called moment-to-moment translation. The process described above is called the upward pass, due to the direction of levels change in the tree structure during computations (see in Fig. 5).

Fig. 5 The upward pass translations

Level


Similarly to the upward pass, a new point $s_{e l}$ (corresponding to complex point $\tau_{e l}$ ) close to the collocation point $s_{c o l}$ is introduced (see in Fig. 1). Therefore, (8) can be expanded about $\tau_{e l}$ using the Taylor series expansion:

$$
\begin{align*}
& \int_{s_{j-1}}^{s_{j}} \widehat{U}_{l j}^{*(c)}(\widehat{\tau}, \tau) p_{j}(s) J_{j}(s) d s=\frac{1}{2 \pi} \sum_{l=0}^{\infty} L_{l}^{U}\left(\tau_{e l}, \tau_{c}\right) \frac{\left(\widehat{\tau}-\tau_{e l}\right)^{l}}{l!} \\
& \int_{s_{j-1}}^{s_{j}} \widehat{P}_{l j}^{*(c)}(\widehat{\tau}, \tau) u_{j}(s) J_{j}(s) d s=\frac{1}{2 \pi} \sum_{l=0}^{\infty} L_{l}^{P}\left(\tau_{e l}, \tau_{c}\right) \frac{\left(\widehat{\tau}-\tau_{e l}\right)^{l}}{l!} \tag{13}
\end{align*}
$$

where

$$
\begin{aligned}
& L_{0}^{U}\left(\tau_{e l}, \tau_{c}\right)=-\ln \left(\tau_{e l}-\tau_{c}\right) M_{0}\left(\tau_{c}\right)+\sum_{k=1}^{\infty} \frac{(k-1)!\cdot M_{k}\left(\tau_{c}\right)}{\left(\tau_{e l}-\tau_{c}\right)^{k}} \\
& L_{l}^{U}\left(\tau_{e l}, \tau_{c}\right)=(-1)^{l} \sum_{k=0}^{\infty} \frac{(k+l-1)!\cdot M_{k}\left(\tau_{c}\right)}{\left(\tau_{e l}-\tau_{c}\right)^{k+l}} \text { for } l \geq 1
\end{aligned}
$$

and

$$
L_{l}^{P}\left(\tau_{e l}, \tau_{c}\right)=(-1)^{l} \sum_{k=1}^{\infty} \frac{(k+l-1)!\cdot N_{k}\left(\tau_{c}\right)}{\left(\tau_{e l}-\tau_{c}\right)^{k+l}} \text { for } l \geq 0 .
$$

Similarly to $s_{c}$, points $s_{e l}$ are mid-points of leaves and they correspond to complex points $\tau_{e l}$. This procedure is called moment-to-local translation.

Next part of computations is connected with the downward pass. Tracing the tree structure downward we need to change the tree levels again. Therefore, the point $s_{e l}$ can be moved to a new location $s_{e l}^{\prime}$ (see in Fig. 6). The procedure is called local-tolocal translation.

Applying the binomial formula (11) and the following transformation:

$$
\sum_{l=0}^{\infty} \sum_{m=0}^{l}=\sum_{m=0}^{\infty} \sum_{l=m}^{\infty}
$$

the following forms of integrals (1) are finally obtained:

$$
\begin{align*}
& \int_{s_{j-1}}^{s_{j}} \widehat{U}_{l j}^{*}(\widehat{s}, s) p_{j}(s) J_{j}(s) d s=\Re\left\{\frac{1}{2 \pi} \sum_{l=0}^{\infty}(-1)^{l} .\right. \\
&\left.\cdot\left\{\sum_{k=0}^{\infty} \sum_{m=l}^{\infty} \frac{(k+m-1)!\cdot M_{k}\left(\tau_{c}\right)}{\left(\tau_{e l}-\tau_{c}\right)^{k+m}} \cdot \frac{\left(\tau_{e l}^{\prime}-\tau_{e l}\right)^{m-l}}{(m-l)!}\right\} \frac{\left(\widehat{\tau}-\tau_{e l}^{\prime}\right)^{l}}{l!}\right\}, \\
& \int_{s_{j-1}}^{s_{j}} \widehat{P}_{l j}^{*}(\widehat{s}, s) u_{j}(s) J_{j}(s) d s=\Re\left\{\frac{1}{2 \pi} \sum_{l=0}^{\infty}(-1)^{l} .\right. \\
&\left.\cdot\left\{\sum_{k=1}^{\infty} \sum_{m=l}^{\infty} \frac{(k+m-1)!\cdot N_{k}\left(\tau_{c}\right)}{\left(\tau_{e l}-\tau_{c}\right)^{k+m}} \cdot \frac{\left(\tau_{e l}^{\prime}-\tau_{e l}\right)^{m-l}}{(m-l)!}\right\} \frac{\left(\widehat{\tau}-\tau_{e l}^{\prime}\right)^{l}}{l!}\right\} . \tag{14}
\end{align*}
$$



Fig. 6 The downward pass translations

## 5 The algorithm of the FMM accelerated PIES

The algorithm of FMM accelerated PIES proceeds in the following steps (presented in Fig. 7): determination of the modified tree structure, calculation of the right-hand sided vector $\mathbf{b}$ and solution of the system of algebraic equations using GMRES solver.

The modified binary tree structure of the FMM combined with the PIES is created based on 2D problems mapped into a parametric reference system (presented in Fig. 1 and described in Section 4.1).

The next step is the calculation of the right-hand sided vector $\mathbf{b}$ using the first run of the fast multipole procedure. The FMM is composed of two steps: the upward pass and the downward pass. In the upward pass (presented in Algorithm 1) at the lowest level of the tree, all moments in leaves are calculated using the moment expansion procedure (line 4).


Fig. 7 The fast PIES flow chart

```
Algorithm 1 Fast multipole procedure - the upward pass.
Require:
    lev - the number of tree levels
    \(\min c_{i}\) - the lowest number of a cell on the level \(i\)
    \(\max c_{i}\) - the highest number of a cell on the level \(i\)
    for \(i \leftarrow l e v\) to 2 do
        for icell \(\leftarrow \min c_{i}\) to \(\max c_{i}\) do
            if \(i==l e v\) then
                    moments \([\) icell \(]=\) moment_expansion(icell)
            else
            moments[icell] \(=\) moment_to_moment (icell)
            end if
        end for
    end for
```

Next, tracing the tree structure upward up to level 2, moments in all parent cells are calculated using moment-to-moment translation (line 6), as is presented in Fig. 4.

These moments are used during calculations performed in the downward pass. To present this step, it should be reminded some information about cells neighbourhood [35]. Three relations between any two cells are described in classic FMM-cells might be adjacent, well-separated or far (presented in Fig. 8). Cells are adjacent at level $i$, if they have a common end at level $i$. They are wellseparated at level $i$, if they are not adjacent at level $i$, but their parent cells are adjacent at level $i-1$. The list of cells well-separated from cell $K$ at level $i$ is called interaction list of cell $K$. The last relation occurs when parents are not adjacent-cells are far at level $i$.

The PIES for 2D potential problems is defined in 1D parametric reference system, unlike the FMM which is based on the physical coordinates of 2D problem. Hence, for complex problems some cells which are far away in the parametric space might be close in physical coordinates. Therefore, in the FMM accelerated PIES relations between cells are modified. Two cells $K$ and $L$ are not adjacent at level $i$ if the distance between $K$ and $L$ mid-points is much bigger than the distance between

Level


Fig. 8 The neighbourhood of cell $K$ at level $i$
mid-point of the cell $K$ (or $L$ ) and the farthest collocation point on any segment in the cell $K$ (or observation point on any segment in $L$ ):

$$
\left|\tau_{K}-\tau_{L}\right| \gg\left(\max \left\{\left|\tau_{K}-\boldsymbol{\tau}_{\boldsymbol{c o l} \boldsymbol{K}}\right|\right\}\left|\mid \max \left\{\left|\tau_{L}-\boldsymbol{\tau}_{\boldsymbol{c o l} L}\right|\right\}\right)\right.
$$

where $\boldsymbol{\tau}_{\boldsymbol{c o l} \boldsymbol{K}}, \boldsymbol{\tau}_{\boldsymbol{c o l} \boldsymbol{L}}$ are vectors of all collocation (observation) points coordinates in complex notation in the cells $K$ and $L$. Well-separated cells at level $i$ are not adjacent on level $i$, while their parents are adjacent at level $i-1$. Other cells are $f a r$ at level $i$. Therefore, the FMM algorithm described in [35] should be modified to take into consideration new description of relations between cells.

Tracing the tree structure downward from level 2, coefficients of local expansion for all leaves (the line 15 in Algorithm 2) are computed.

```
Algorithm 2 Fast multipole procedure - the downward pass.
Require:
    lev - the number of tree levels
    \(\min c_{i}\) - the lowest number of a cell on the level \(i\)
    \(\max c_{i}\) - the highest number of a cell on the level \(i\)
    moments \([n]\) - moments computed during upward pass, where \(n\) - the number of
    cells
    for \(i \leftarrow 2\) to lev do
        for icell \(\leftarrow \min c_{i}\) to \(\max c_{i}\) do
            if \(i \neq 2\) then
                local_to_local(icell)
            end if
            for jcell \(\leftarrow \min c_{i}\) to \(\max c_{i}\) do
                    if parent (icell) \& parent (jcell) are neighbours then
                        if (cell(icell) \& cell(jcell) are neighbours) || ! \(\left|\tau_{\text {col }}-\tau_{j c e l l}\right| \ll\)
    \(\left.\left|\tau_{i c e l l}-\tau_{\text {jcell }}\right|\right)\) then
                    direct(icell, jcell)
                    else
                        moment_to_local(icell, jcell, moments[jcell])
                    end if
                end if
            end for
            local_expansion(icell)
        end for
    end for
```

Coefficients of the cell $K$ at level $i$ are the sum of two contributions: from all far cells (computed using the local-to-local procedure in line 4) and from well-separated cells (computed using the moment-to-local procedure in line 11). At level 2, far cells to the cell $K$ are absent; therefore, the moment-to-local procedure is used to compute coefficients. At the lowest level, contributions from adjacent cells of the leaf $K$ are computed using directly (direct procedure presented in line 9), i.e. in the same way as in conventional PIES. At last, a right-hand sided vector $\mathbf{b}$ is produced by the FMM with modified relations between cells.

The FMM accelerated PIES produces the system of algebraic equations implicitly, unlike conventional PIES. Application of iterative GMRES solver requires the multiplication of the matrix $\mathbf{A}$ by the vector of unknowns $\mathbf{x}$ procedure, which is the result of the FMM. The solver is directly integrated with the FMM and replaces Gaussian elimination applied in conventional PIES.

```
Algorithm 3 The FMM accelerated PIES algorithm
Require:
    \(\mathrm{x}_{1}, \mathrm{x}_{2}\) - vectors of coordinates of control points
    vbc - vector of boundary conditions values on all segments
    kbc - vector of boundary conditions kinds on all segments
    lev - the number of tree levels
    \(\min c_{i}\) - the lowest number of a cell on the level \(i\)
    \(\max c_{i}\) - the highest number of a cell on the level \(i\)
    moments \([n]\) - moments computed during upward pass, where \(n\) - the number of cells
    \(\left[\right.\) lev, \(\left.\min c_{i}, \max c_{i}\right]=\) construct_tree \(\left(\mathbf{x}_{\mathbf{1}}, \mathbf{x}_{\mathbf{2}}, \mathbf{v b c}, \mathbf{k b c}\right)\)
    \(\mathbf{b}=\) right_hand_vector \(\left(l e v, \min c_{i}, \max c_{i}\right)\{\)
            upward_pass \(\left(l e v, \min c_{i}, \max c_{i}\right)\)
            downward_pass \(\left(l e v, \min c_{i}, \max c_{i}\right.\), moments \(\left.\left.[n]\right)\right\}\)
    \(\mathbf{x}=\) call_GMRES \(\left(\right.\) lev \(\left., \min c_{i}, \max c_{i}, \mathbf{b}\right)\{/ /\) used in proper places of GMRES:
            upward_pass \(\left(l e v, \min c_{i}, \max c_{i}\right)\)
            downward_pass \(\left(l e v, \min c_{i}, \max c_{i}\right.\), moments \(\left.\left.[n]\right)\right\}\)
    output_results(x)
```

The FMM algorithm in GMRES is performed in the same way as for vector $\mathbf{b}$. Algorithm 3 presents the FMM accelerated PIES algorithm.

The modified binary tree is created based on the parameters of the problem (see line 1). The next step is calculating the right-sided vector $\mathbf{b}$ by the FMM procedure with modified relations between cells (in lines 2-4). Then, the GMRES solver integrated with the FMM procedure is used (in lines 5-7). At last, results of the fast PIES, i.e. the vector of solutions $\mathbf{x}$, are written to a file (see line 8).

## 6 Tests of proposed algorithm

Tests are performed on standard PC based on Intel Core i5-4590S with 8 GB RAM and g++ 7.4.0 compiler with -O2 optimization on 64-bit Linux operation system (Ubuntu, kernel 5.3.0) is used. OpenBLAS 0.3.7 (uses BLAS and LAPACK 3.10.3) is used in the implementation of the fast PIES and GMRES procedure in conventional PIES.

### 6.1 The study of the FMM parameters

First of all, we want to find proper parameters connected with the FMM, such as the number of tree levels, the number of terms in the Taylor series approximated PIES kernels and the value of GMRES tolerance. These parameters have a significant impact on CPU time and RAM utilization of the fast PIES. Two potential boundary problems presented in Fig. 9 are considered.

The first example is the gear-shaped problem described by Laplace's equation (presented in the upper part of Fig. 9). We used 512 curvilinear segments (Bézier


Fig. 9 Shapes of boundaries of considered problems
curves of the third degree) to model the gear composed of 256 teeth. Boundary conditions are the same in each tooth and they are presented in Fig. 9 (where $u$ is Dirichlet and $p$ is Neumann boundary conditions). We used the same number of collocation points on each segment (from 2 to 8 ) and finally the system of 1024 to 4096 algebraic equations is solved.

The second example is the cross-shaped plate (also described by Laplace's equation), presented in the bottom part of Fig. 9. The boundary is composed of 376 segments ( 160 curvilinear and 216 linear). Boundary conditions are presented in Fig. 9. Similarly to the previous example, the same number of collocation points on each segment (from 2 to 8 ) are used, and the system of 752 to 3008 algebraic equations is solved.

### 6.1.1 The number of tree levels

The first research focused on the influence of the number of tree levels (hence the maximum number of segments in a cell) on the speed of computations, RAM utilization and accuracy of the fast PIES. Approximation of the modified PIES kernels uses 25 terms in the Taylor series, and the GMRES tolerance is equal to $10^{-8}$.

As can be seen from Figs. 10 and 11, both CPU time and RAM utilization decrease with the growing number of tree levels reaching the minimum value for about 6-7 levels regardless of the number of collocation points. Hence, the next tests are carried out for 7 tree levels in the FMM accelerated PIES.

We should note a higher RAM utilization in the second example contrary to the first. It is connected with a large number of GMRES iterations. To decrease RAM utilization we can use restarted GMRES. However, it increases CPU time, e.g. for 7

Number of: collocation points / GMRES iterations

| $--2 / 31$ |
| :--- |
| $---3 / 31$ |
| $-\square-4 / 38$ |
| $-5-5 / 47$ |
| $-\triangle-6 / 56$ |
| $-4-7 / 65$ |
| $--8 / 73$ |

Fig. 10 Comparison of RAM utilization and computation time in the fast PIES with different levels of the tree for the gear-shaped problem
collocation points and 7 levels of the tree RAM utilization decreases from 36.22 to 15.1 MB with a simultaneous CPU time increase from 11.39 to 26.05 s (the GMRES is restarted after every 100 iterations).

Number of: collocation points / GMRES iterations

|  |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

Fig. 11 Comparison of RAM utilization and computation time in the fast PIES with different levels of the tree for the cross-shaped problem

Table 1 The MSE between the fast PIES and two versions of the conventional PIES

| Number of collocation points | MSE for the gear-shaped problem |  | MSE for the cross-shaped problem |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $P I E S_{d}$ | PIES ${ }_{i}$ | $P I E S_{d}$ | PIES ${ }_{i}$ |
| 2 | $3.045 \cdot 10^{-10}$ | $2.842 \cdot 10^{-10}$ | $4.166 \cdot 10^{-09}$ | $1.487 \cdot 10^{-09}$ |
| 3 | $5.364 \cdot 10^{-10}$ | $7.947 \cdot 10^{-11}$ | $7.378 \cdot 10^{-09}$ | $4.760 \cdot 10^{-09}$ |
| 4 | $4.906 \cdot 10^{-10}$ | $9.934 \cdot 10^{-11}$ | $1.448 \cdot 10^{-08}$ | $1.682 \cdot 10^{-08}$ |
| 5 | $2.197 \cdot 10^{-10}$ | $9.542 \cdot 10^{-11}$ | $2.694 \cdot 10^{-08}$ | $3.383 \cdot 10^{-08}$ |
| 6 | $5.004 \cdot 10^{-10}$ | $7.643 \cdot 10^{-11}$ | $1.761 \cdot 10^{-08}$ | $2.358 \cdot 10^{-08}$ |
| 7 | $1.217 \cdot 10^{-09}$ | $1.343 \cdot 10^{-10}$ | $2.214 \cdot 10^{-08}$ | $2.700 \cdot 10^{-08}$ |
| 8 | $2.396 \cdot 10^{-09}$ | $3.977 \cdot 10^{-10}$ | $5.379 \cdot 10^{-08}$ | $7.255 \cdot 10^{-08}$ |

To find the accuracy of solutions of the fast PIES, mean square error (MSE) between the conventional and the fast PIES is computed. Two versions of conventional PIES are considered: the PIES with direct solver PIES (LAPACK routine DGESV-LU decomposition with partial pivoting) and the PIES with iterative solver PIES (GMRES). Therefore, we can also find how strongly iterative solver affects solutions accuracy. The number of terms in the Taylor series is set to 25 , the GMRES tolerance is equal to $10^{-8}$ and 7 tree levels in the fast PIES are used.

As can be seen from Table 1, the mean square error (MSE) between the fast PIES and conventional versions of the PIES is on almost the same very low level in both examples and not exceed $10^{-8}$. Hence, the fast PIES is as accurate as both versions of conventional PIES.

### 6.1.2 The GMRES tolerance

In the next step, we focused on the comparison of the accuracy of solutions obtained by the FMM accelerated PIES with the conventional PIES for different GMRES tolerance values. The PIES with direct solver PIES $S_{d}$ is considered due to higher MSE obtained in the previous example. The number of terms in Taylor series, which approximate the PIES kernels, is again set to 25 . The number of FMM tree levels is equal to 7 .

As can be seen from Fig. 12, the MSE calculated between the solutions obtained by the fast and conventional PIES for the GMRES tolerance value less or equal $10^{-8}$, regardless of the number of equations, is on a very low level and not exceed $10^{-9}$. An increase in the MSE of solutions is noticeable for the tolerance values $10^{-6}$ and higher. Hence, the next tests are carried out for the GMRES tolerance value equal to $10^{-8}$.

### 6.1.3 The number of terms in the Taylor series

Next research concerns on the influence of the number of terms in the Taylor series on the accuracy of the fast PIES solutions for a different number of collocation points.


Fig. 12 Comparison of the accuracy of proposed algorithm solutions for different values of the GMRES convergence criterion

Similarly to the previous example, the PIES with direct solver PIES $S_{d}$ is considered. The number of the FMM tree levels is set to 7 and the GMRES tolerance value is equal $10^{-8}$.

As can be seen from Fig. 13, a growing number of terms in the Taylor series weakly affects the accuracy of solutions. It means, that even 15 terms in the Taylor series are sufficient to accurately approximate PIES kernels. The MSE, regardless of the defined number of collocation points, has a very low value. Additionally, a growing number of terms in the Taylor series has a slight impact on the time of computation.


Fig. 13 The influence of the number of terms $k$ in the Taylor series on the accuracy of the fast PIES solutions

### 6.2 Comparison of the speed and RAM utilization of the fast and conventional PIES

The tests involved a comparison of the speed and RAM utilization between the FMM accelerated PIES ( $f$ PIES) and two conventional PIES versions ( $P I E S_{d}$ and PIES $S_{i}$ ) for the gear-shaped and the cross-shaped problems. The convergence criterion of the GMRES is equal to $10^{-8}$. We assumed 25 terms in the Taylor series, which approximate the modified PIES kernels and 7 levels of the FMM tree. The number of collocation points was the same on each segment (from 2 to 8 ).

The CPU time and RAM utilization of the FMM accelerated PIES compared to both conventional PIES versions are presented in Table 2.

The fast PIES is significantly faster than any conventional PIES version-the computation time of the FMM accelerated PIES grows linearly contrary to almost square increase in conventional PIES (see in Fig. 14). The fast PIES also needs up to 20 times less RAM during computations-memory utilization of both methods is presented in Fig. 14.

Presented tests involve a rather small number of equations, therefore require less than 400 MB of RAM with the conventional versions of PIES. Thus, we prepared another example of the gear-shaped problem to show the advantage of the FMM accelerated PIES. The main difference from the first problem is a greater number of

Table 2 Comparison of CPU time and RAM utilization between the fast and two versions of conventional PIES

| Number of col. pts. (eqs) | CPU (s) |  |  | RAM (MB) |  |  | Number of GMRES it. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $f$ PIES | $P I E S_{d}$ | PIES ${ }_{\text {i }}$ | $f$ PIES | $P I E S_{d}$ | $P I E S_{i}$ |  |
| First problem |  |  |  |  |  |  |  |
| 2 (1024) | 1.28 | 8.95 | 8.38 | 8.80 | 35.09 | 23.52 | 31 |
| 3 (1536) | 2.56 | 20.38 | 19.95 | 10.56 | 68.04 | 44.02 | 31 |
| 4 (2048) | 4.21 | 39.72 | 38.77 | 11.72 | 109 | 73.04 | 38 |
| 5 (2560) | 6.37 | 58.26 | 57.53 | 13.82 | 165 | 107 | 47 |
| 6 (3072) | 9.03 | 84.32 | 83.78 | 16.09 | 231 | 152 | 56 |
| 7 (3584) | 12.22 | 114.19 | 113.84 | 18.36 | 311 | 205 | 65 |
| 8 (4096) | 15.87 | 142.09 | 141.70 | 20.69 | 401 | 265 | 73 |
| Second problem |  |  |  |  |  |  |  |
| 2 (752) | 2.44 | 7.42 | 7.46 | 12.84 | 22.76 | 18.17 | 255 |
| 3 (1128) | 3.66 | 16.42 | 16.48 | 16.32 | 41.28 | 30.21 | 332 |
| 4 (1504) | 5.40 | 29.29 | 29.40 | 21.16 | 64.98 | 46.91 | 435 |
| 5 (1880) | 7.36 | 45.97 | 46.20 | 27.34 | 96.72 | 67.74 | 524 |
| 6 (2256) | 9.52 | 66.30 | 66.84 | 32.37 | 131 | 93.07 | 593 |
| 7 (2632) | 11.39 | 90.81 | 91.82 | 36.22 | 173 | 119 | 611 |
| 8 (3008) | 14.35 | 119.41 | 120.92 | 43.41 | 222 | 153 | 689 |



Fig. 14 Comparison of computation time and RAM utilization between the fast and two versions of conventional PIES
teeth (1024), therefore we should solve up to over 16,000 equations (for 8 collocation points on the segment).

Comparison of the speed and RAM utilization of the fast and conventional PIES is presented in Fig. 15.

As can be seen, the efficiency of fast PIES grows significantly with an increasing number of equations. It is most noticeable for RAM utilization. High accuracy of solutions is also preserved-MSE between the fast and conventional PIES not exceed $4.32 \cdot 10^{-10}$.


Fig. 15 Comparison of computation time and RAM utilization between the fast and two versions of conventional PIES for bigger size gear-shaped problem


Fig. 16 The shape of considered heat sink

### 6.3 Comparison of the speed and RAM utilization of the fast PIES and the FMBEM

The last test is connected with a comparison between the fast PIES and the fast multipole BEM (FMBEM) [33]. We considered the problem of temperature distribution in heat sink (the shape of the boundary and boundary conditions are shown in Fig. 16). The boundary in the fast PIES is composed of 716 linear segments. The same number of collocation points ( 4 and 8 ) is defined on each segment, and finally, we should solve the system of algebraic equations composed of 2864 and 5728 equations. The boundary in the FMBEM is also discretized by 2864 and 5728 elements to obtain the same size of algebraic equations systems as in the fast PIES.

The value of tolerance (convergence criterion) of the GMRES and the number of terms in the Taylor series is the same as previous, i.e. $10^{-8}$ and 25 respectively. The accuracy of the solutions is calculated as the mean square error (MSE) between the results of the fast PIES and the fast multipole BEM.

As can be seen from Table 3, the fast PIES is about 2 times faster than the FMBEM. The RAM utilization is on the same level. The MSE between the fast PIES and the fast multipole BEM is not as small as in previous examples. Our previous studies on the accuracy of the conventional PIES (e.g. [15]) proved that the PIES is more accurate than the BEM.

However, we also computed MSE between the fast PIES (2864 equations) and the FMBEM with two other meshes (composed of 11456 and 22,908 boundary elements). Therefore, we obtained two values of MSE $5.836 \cdot 10^{-5}$ and $4.789 \cdot 10^{-6}$ respectively. It proved that application of the FMBEM requires meshes with a large

Table 3 Comparison of computational time and RAM utilization between the fast multipole BEM and the fast PIES with modified binary tree

| No. of equations | CPU time (s) |  | RAM utilization (MB) |  | No. of GMRES it. |  | MSE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | fPIES | FMBEM | fPIES | FMBEM | fPIES | FMBEM |  |
| 2864 | 4.63 | 9.56 | 40.96 | 105.9 | 189 | 290 | 0.051 |
| 5728 | 26.79 | 46.18 | 124 | 107.5 | 267 | 386 | 0.063 |

number of elements to obtain accuracy similar to the fast PIES. The CPU time for these meshes is greater, as well, and reached 69.25 s . and 91.69 s . respectively. It should be noted that RAM utilization is on the same level (110.7 MB and 117.2 MB respectively).

## 7 Conclusions

The paper presents a new way of accelerating computations and reducing RAM utilization of the PIES applied to solve complex curvilinear potential 2D BVPs. To verify the proposed concept, the FMM is included into the PIES with modified kernels and the fast PIES is obtained. To consider the complex shapes of a boundary, the modification of the binary tree used by the FMM is presented. Numerical tests show a significant reduction of the computation time of the fast PIES compared to the conventional one, while the accuracy of solutions obtained by both methods is almost the same. The fast PIES significantly reduces utilization of RAM, therefore complex curvilinear engineering problems can be solved using a standard PC in a reasonable time.

Obtained results strongly suggest that the chosen direction of research should be continued. Presented algorithm of accelerating computations based on the FMM with modified tree and the PIES should be extended to the problems modelled by other differential equations.
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