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We would like to correct some details of the above paper. According to References [1] and formula (2.8) in the above paper, we give some corrections about the above paper. More precisely,

- The formula (2.9) in Theorem 2.1 should be

$$
g_{k+1}^{T} d_{k+1} \leq-\delta\left\|g_{k+1}\right\|^{2}
$$

- Formula (3.1) should be

$$
g_{k}^{T} s_{k} \leq-\delta\left\|g_{k}\right\|^{2}
$$

- Formula (3.2) should be

$$
g_{k}^{T} d_{k} \leq-\delta\left\|g_{k}\right\|^{2}
$$

- Formula (3.3) should be

$$
g_{k}^{T} s_{k} \leq-\alpha_{k} \delta\left\|g_{k}\right\|^{2}
$$

- Formula (3.9) should be

$$
g_{k}^{T} s_{k} \leq-\alpha_{k} \delta\left\|g_{k}\right\|^{2}
$$

[^0]- Formula (3.10) should be

$$
y_{k}^{T} s_{k} \geq \alpha_{k}(1-\sigma) \delta\left\|g_{k}\right\|^{2} .
$$

Everything else in the paper remains unchanged. The authors would like to apologise for any inconvenience caused.
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[^0]:    The online version of the original article can be found at http://dx.doi.org/10.1007/s11075-014-9899-8.
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