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Abstract
The Fukushima nuclear accident from 2011 provided an occasion for the public dis-
play of radiation maps (or dose projections) generated using decision-support sys-
tems for nuclear emergency management. Such systems rely on computer models 
for simulating the atmospheric dispersion of radioactive materials and estimating 
potential doses in the event of a radioactive release from a nuclear reactor. In Ger-
many, as in Japan, such systems are part of the national emergency response appara-
tus and, in case of accidents, they can be used by emergency task forces for planning 
radioprotection countermeasures. In this context, the paper addresses the epistemol-
ogy of dose projections by critically analyzing some of the sources of epistemic 
opacity and non-knowledge (or ignorance) affecting them, and the different methods 
and practices used by German radioprotection experts to improve their trustworthi-
ness and reliability. It will be argued that dose projections are part of an entire radio-
protection regime or assemblage built around the belief that the effects of nuclear 
accidents can be effectively mitigated thanks to the simulation technologies underly-
ing different protocols and practices of nuclear preparedness. And, as the Fukushima 
experience showed, some of these expectations will not be met in real emergencies 
due to the inherent uncertainties entailed by the use of dose projections when plan-
ning protective countermeasures.
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1  Introduction

The latest severe nuclear accident at Fukushima-Daiichi provided an occasion for 
the public display of radiation maps (or dose projections) in official communi-
qués, ex-post reports on the accident, and the mass media. Vividly colored visu-
alizations of radiological risk, spreading from the damaged reactors at Fukushima 
into the world, became public elements of fascination and fear. The scale and 
uniqueness of this ‘envirotechnical disaster’ (Pritchard 2012) put the operators 
of the simulation-based Japanese System for Prediction of Environment Emer-
gency Dose Information (SPEEDI) and the Emergency Response Support System 
(ERSS) under tremendous pressure. Not only were the available radiation meas-
urement data sparse, but could the dose projections produced by these systems 
be trusted in such a critical situation? Minimizing the severity of the radiologi-
cal situation might have endangered the population in the radiologically affected 
areas; whereas an overly conservative recommendation to evacuate a large area 
might have paralyzed the capacities of emergency task forces.

The Japanese SPEEDI and ERSS systems fall into the category of decision-
support systems for nuclear emergency management (henceforth referred to as 
DSNE systems). They rely on computer models for simulating the atmospheric 
dispersion of radioactive trace species and estimating (or projecting) poten-
tial doses in the event of a radioactive release from a nuclear site. In Germany 
(Wilbois et al. 2013), as in Japan (Chino et al. 1993), such systems are part of the 
national emergency response apparatus, supporting experts and other members 
of emergency task forces in managing the radiological effects of nuclear acci-
dents. In the wake of the accident, different official reports provided sometimes 
contrasting assessments of the way in which the SPEEDI and ERSS systems have 
been used during the Fukushima-Daiichi crisis. For example, the extensive report 
by an Independent Commission appointed by the National Diet of Japan criti-
cized the way in which the Japanese authorities conducted their regular drills and 
exercises as well as the fact that the results of the SPEEDI system were not drawn 
upon in the decision making process early enough (The National Diet of Japan 
2012). In contrast to this assessment, the International Atomic Energy Agency’s 
(IAEA) report on the accident (IAEA 2015) pointed out that, according to its 
own standards, dose projections should not be used as the basis for determin-
ing the most appropriate protective countermeasures in a real emergency because 
of the inherent uncertainty of such simulations. The lack of consensus regarding 
the role of computer-generated radiation dose projections during the Fukushima 
nuclear crisis prompts us to address some issues concerning the epistemology of 
dose projections.

Against this background, this paper critically addresses some of the sources 
of epistemic opacity (Humphreys 2009), non-knowledge or ignorance (Gross 
2007; Böschen et  al. 2010; Friedrich et  al. 2017), and ‘the limits of represen-
tation’ (Kinsella 2012) affecting DSNE systems by looking into the simulation 
technologies and practices used by the members of the epistemic community of 
radioprotection experts supporting German nuclear regulators and emergency 
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task forces. In this country, regular drills and exercises aimed at preparing for 
real accidents are conceived with DSNE systems in mind. In a real event, they 
are expected to provide first dose projections within two  hours from the onset 
of a serious incident or accident. In this context, latent software faults (i.e., soft-
ware defects which may remain undetected for a long time) lingering in simula-
tion code are one source of epistemic opacity affecting DSNE systems, which 
has received relatively little attention by the atmospheric dispersion modeling 
community. The discovery of such faults often surprises experts, who usually 
focus their efforts on the science of dispersion modeling rather than on the reli-
ability of the computer code implementing them. The lessons from Fukushima 
prompted the German epistemic community of radioprotection experts to engage 
in a model inter-comparison exercise with the different dose projection models 
used by the state and federal authorities in that country. The result of this exercise 
showed that these models can yield widely differing results, both quantitatively 
and qualitatively, which may contribute to wrong decisions concerning the most 
appropriate countermeasures in emergencies. The paper then turns to an account 
of and commentary on the impromptu adaptations brought to a German DSNE 
system used in Baden-Württemberg during the Japanese nuclear crisis from 2011 
in order to allow for a dose projection with several emission phases and sources 
for the Fukushima accident site. This experience showed that the effective use of 
this system was impeded by what we shall regard as envirotechnical ignorance. 
Finally, we provide commentary on a series of questions that emerged in the 
wake of the Fukushima crisis concerning the role of DSNE systems in emergency 
response planning, on the basis of two official reports on the accident.

The analysis draws mainly on four empirical sources: Scientific papers, regula-
tory guidelines, and official reports on the Fukushima accident; the author’s ret-
rospective ethnographic account as a member of the scientific staff at the Institute 
of Nuclear Technology and Energy Systems (IKE) in Stuttgart between 2007 and 
2012; participant observation of IKE’s public activities during the Fukushima acci-
dent; and interviews with IKE experts (both formal and informal). Founded in 1963, 
the IKE is one of the oldest and was at its peak in the 1980s the largest German 
nuclear science and engineering institute, employing over 200 people. Following the 
Chernobyl accident, the institute was tasked with the development and maintenance 
of an atmospheric dispersion forecasting and dose projection system, called ABR-
KFUE,1 used by the state government of Baden-Württemberg for decision support 
in nuclear emergency management. On the theoretical side, the paper contributes 
to a more nuanced, situated understanding of three sensitizing concepts—epistemic 
opacity, non-knowledge (or ignorance), and the limits of representation—on the 
basis of a concrete case study focused on German radioprotection policies, experts, 
practices, and simulation software. On the practical side, the case study arguably 
contributes to a better understanding of how radioprotection regimes or—in a 

1  The Name ABR-KFUE is an abbreviation of the German Ausbreitungsrechnung für die Reaktork-
ernüberwachung, which literally translates to atmospheric dispersion calculation for the remote monitor-
ing of nuclear reactors.
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Foucauldian–Deleuzian sense—assemblages, are socially constructed within spe-
cific political traditions and technological cultures. Bringing the theoretical question 
of knowledge production together with the practical and political question of how 
radioprotection is constructed ultimately helps to trace a series of sociotechnical 
issues related to protecting people and ecosystems against radioactivity back to the 
epistemology of dose projections.

2 � Background and Framework of Analysis

As a consequence of the radiological effects of the Chernobyl accident in Germany, 
a federal law for radiological protection, known as the German Precautionary Radia-
tion Protection (PRP) Act,2 was passed in November 1986 by the then governing 
conservative-liberal coalition with the aim of facilitating an effective, coordinated 
emergency response to nuclear accidents. While being criticized for aligning the 
allowable radiation levels with the more permissive international standards of that 
time (Günther and Dietz 1987), the law also laid the legal groundwork for the estab-
lishment of the German Integrated Radioactivity Information and Decision Support 
System (IMIS). IMIS is composed of a dense network of radioactivity measurement 
stations and represents an essential component of the national nuclear emergency 
response and radioprotection system (Weiss and Leeb 1993). An important exten-
sion to this system consisted of computer-based atmospheric dispersion simulation 
and dose projection models for immediate decision support in nuclear emergencies. 
These models employ emission data from the IMIS network and meteorological data 
from the German Weather Service in order to produce comprehensive small-to-mid 
range atmospheric dispersion forecasts and dose projections.

As stipulated by the PRP Act from 1986, in the event of an emergency, the indi-
vidual state governments are in charge of taking immediate countermeasures for 
a limited area (currently 100  km  in radius) around the accident site. Outside that 
area, the federal government takes over responsibility. In Baden-Württemberg, for 
example, a nuclear emergency task force composed of employees of the environ-
ment ministry supported by expert advisors assembles within an hour after the onset 
of an accident to decide upon the most appropriate radioprotection countermeasures. 
Task force members communicate with nuclear power plant (NPP) operators and 
make recommendations to the branch of the government in charge of managing the 
crisis. By the end of the 1980s, DSNE systems were introduced to automate atmos-
pheric dispersion forecasts and dose projections and to support experts and decision 
makers during emergencies. In such an event, dose projections are either triggered 
automatically when measured emission values exceed a certain threshold or when 
an NPP operator signals a dangerous technical incident. Within 1–2 hours from the 
alarm trigger, the first dose projections are delivered to the members of the emer-
gency task force, who can use them in the decision making process. In principle, 

2  The original German name of the law is “Strahlenschutzvorsorgegesetz (StrVG), 19.12.1986, BGBI. I 
S. 2610.”
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there are four possible recommendations: Take shelter or stay in house; take iodine 
tablets; and temporary/permanent evacuation in a specified area. A 2–5  km zone 
around the emission point is evacuated regardless of the amount of released sub-
stances if an event qualifies as an accident. In addition, for an area of up to 100 km 
from the emission source, divided into 12 equal sectors, dose projections are used to 
decide if, when, and which sectors to evacuate.

The PRP Act also stimulated the formation of an epistemic community of experts 
supporting authorities and  policy makers in their efforts to facilitate an effective 
response to nuclear accidents. Haas (1992) defines an epistemic community as “a 
network of professionals with recognized expertise and competence in a particular 
domain and an authoritative claim to policy relevant knowledge within that domain 
or issue-area” (p. 3). The members of such a community share beliefs, norms, prac-
tices, values, and notions of validity as well as a set of common practices and prob-
lem domains they jointly address. The German epistemic community of radiologi-
cal protection professionals is composed of several research groups working closely 
with the state and federal environment ministries, and other relevant government 
agencies. Until 2017, the IKE in Stuttgart hosted one of these research groups in 
charge of the development of the simulation components of the ABR-KFUE system.

In the wake of the Chernobyl accident, the promise and expectation that dose 
projections, a vast network of monitoring stations, and an epistemic community 
of radioprotection experts would be able to effectively protect the population and 
the environment in the event of another nuclear “mishap” facilitated a compromise 
between the nuclear industry, regulators, and society. This compromise allowed for 
the continued operation of NPPs despite the risks entailed by nuclear power pro-
duction, proven real by the Chernobyl accident. The accident in Ukraine, however, 
did not provide an objective basis for challenging the safety of German reactors for 
the simple reason that it occurred elsewhere. Within the discourse of compromise, 
nuclear power was considered a bridging technology until nuclear fusion or some 
other new technology would be able to replace it. An important argument in favor 
of extending the regulatory focus from accident prevention to radioprotection was 
the fact that, although Chernobyl occurred in another country, its radiological effects 
were also felt in Germany. This meant that something needed to be done regardless 
of the perceived safety of German reactors, in order to protect the population.

By stalemating  the nuclear issue, the compromise from 1986, focusing on risk 
mitigation rather than prevention, ensured the continued operation of German reac-
tors until 2011, when the Fukushima accident prompted a nuclear phase-out deci-
sion by the governing conservative-liberal coalition of the time.3 The critics of this 
decision considered that the federal government ignored the results of the  reactor 
safety review (BfS 2011) commissioned by the Bundestag shortly after the onset of 

3  In Germany, a preliminary nuclear phase-out decision was first taken in 2000 by the then govern-
ing Ecologist-Socialist coalition. In 2010, the conservative-ciberal government led by Angela Merkel 
extended the lifetime of several reactors, an act regarded by the members of the nuclear community as a 
first important step towards the rescindment of the phase-out decision from 2000. Less than 1 year later, 
prompted by the Fukushima accident, the same government returned to the phase-out plans from 2000.
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the accident, endorsing the safety of German nuclear plants. The government chose 
instead to follow the recommendation of an ‘Ethics Commission’ appointed by the 
German chancellor to phase out nuclear power by 2022 on the basis that the sever-
ity and uncontrollability of an eventual accident on German soil must be taken into 
account in the assessment of residual risks (Jahn and Korolczuk 2012).

Setting the stage for a case study focused on Germany, the next three subsections 
will introduce the theoretical framework used to analyze the epistemology of dose 
projections. In doing so, we leave the discussion of the broader political implications 
of such systems aside for now, as it would exceed the aims and scope of this paper.

2.1 � The German Radioprotection Assemblage

Computer models have been identified as elements of Foucauldian–Deleuzian 
assemblages, perhaps most notoriously by Edwards (1997), who conceptualized 
discourse as a “self-elaborating ‘heterogeneous ensemble’ that combines technique 
and technologies, metaphors, language, practices, and fragments of other discourses 
around a support or supports” (p. 40). On the example of computerized military 
technologies and serious games used during the Vietnam War, Edwards argues that 
the discursive world of the Cold War was a closed one, in which the objectivist 
mindset of technology experts and army strategists—dominated by the idea of abso-
lute control of the battlefield through computer technologies—managed to exclude 
open or “green” worlds (as Edwards puts it), in spite of their obvious failure in Viet-
nam. Owing to the ‘closed world’ mindset, which justified enormous investments in 
computer and software technology, computer modeling and simulation have become 
commonplace in research and development, co-determining the ways in which sci-
ence is being conducted and disasters are being managed today. These technologies 
carry with them a political and military heritage, which makes itself evident in the 
ways in which computers of all sorts are increasingly being used as instruments of 
personal data collection and social control.

Drawing on Edward’s conceptual framework, the German radioprotection regime 
may be regarded as a socially constructed assemblage developed around the knowl-
edge claim that the residual risks4 of civil nuclear facilities can be successfully 
mitigated with the help of computer simulation, an extensive supporting network 
of radioactivity measurement stations, and a series of regularly rehearsed emer-
gency response practices and protocols, governed through policies and guidelines. 
Upheld by the collectively shared belief that major nuclear accidents on German soil 
are highly unlikely and moderate ones controllable, this knowledge claim built upon 
the visual metaphor of radiation maps. Prompted by nuclear accidents, these maps 

4  Residual risks are hazards that are unknown or have a very low likelihood of becoming a threat and 
therefore are not accounted for in the design of reactor safety systems (Ionescu 2013). The term is rou-
tinely used by nuclear experts to bundle all potentially hazardous factors that cannot be represented using 
numerical risk assessment methods. Borrowed from the fields of economics and medicine, the term 
seems to minimize the significance and inherent nature of the risks it aims to describe, while revealing 
the “limits of representation” (Kinsella 2012) of nuclear risk assessment as a discipline.
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facilitate a panoptic visualization of the imminent risk of radiation exposure, while 
conveying the impression that the affected areas can be evacuated in the attempt to 
mitigate that risk. In this sense, they fulfill a double purpose of warning and assur-
ance through knowledge produced by computer models and radioactivity monitoring 
technologies. To gain public legitimacy and acceptance as mitigation technologies, 
radiation maps needed to prove themselves effective ante factum by fostering prac-
tices, protocols, and policies of nuclear emergency preparedness anchored in local 
cultures of political responsibility and accountability. Using an entire arrangement 
of technologies, practices, and experts, the radioprotection assemblage provided 
the broader public with assurances that everything is being done to protect the civil 
population against radioactivity regardless of its source, while promising to deliver 
the necessary support in case of a real emergency. In a way, this promise, which by 
the time of the Fukushima accident had turned into an expectation, also helped to 
mitigate the German resentments against nuclear power during the 25 years between 
the Chernobyl and Fukushima accidents. The system for the remote monitoring of 
nuclear reactors furthered the emergence of an epistemic community of radioprotec-
tion experts, in which radioprotection is envisioned as an exercise of moving people 
out of the way of radioactivity or otherwise protectig them according to information 
provided by dose projections.

Framing radioprotection as an assemblage can help to better understand how dose 
projections became an obligatory passage point during the Fukushima crisis, only 
to be challenged in this role in the aftermath of the accident by some institutional 
members of this assemblage, such as the IAEA (2015), which normally assert the 
usefulness of such technologies for nuclear emergency preparedness (IAEA 2002). 
According to Callon, an obligatory passage point is a specified course of action 
(“action program”) constructed around a rationale commonly agreed upon by the 
actors involved in the issue at stake. In the aftermath of the Chernobyl accident, the 
availability of computer models able to process vast amounts of data in a way that, 
in a mechanical objectivist logic, humans would never be able to do, rendered it dif-
ficult for anyone to argue against the use of dose projections for decision support 
in emergencies, regardless of the epistemic issues they might entail. Yet, whereas 
DSNE systems seem to have stabilized within the radioprotection assemblage 
after the Chernobyl accident, the controversies surrounding the Fukushima emer-
gency response suggest that the assumptions and beliefs supporting this assemblage 
ignored the possibility of accidents within accidents; or, in other words, that the 
technologies, practices, and institutions designed to mitigate residual risk could fail 
themselves due to the inherent uncertainties affecting them. In the wake of Fuku-
shima, the radioprotection assemblage thus appeared to reflect what Beck (1992) 
identified as “organized irresponsibility”—a division of responsibilities and compe-
tencies oriented towards functionally different subsystems, which may fail to act in a 
consistent and concerted way when called upon to do so. This realization prompted 
a reordering of radioprotection regimes around the world, which culminated in the 
German nuclear phase-out decision from June 2011. Section 6 further discusses the 
contrasting assessments of the Fukushima emergency response on the basis of two 
official reports.
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2.2 � The Epistemic Opacity of Dose Projections

Simulation codes represent the core of DSNE systems. They implement physical and 
computational models of different meteorological, fluid-mechanical, and radiologi-
cal phenomena contributing to the atmospheric dispersion and ground deposition 
of radioactive substances. On that basis, effective doses can be computed for differ-
ent age groups (i.e., adults, children, and newborns) and regions in the monitored 
area. The link between models and codes is subsumed in the numerical scheme (i.e., 
the algorithmic strategy, discretization scheme, and data structures) used to solve 
the underlying differential equations. For the purpose of visualization, dose projec-
tions are overlain on topographic maps of the area surrounding the source of emis-
sion, whereby location-specific concentrations of the emitted radioactive material or 
projected doses in that area are color-coded to facilitate human interpretability. The 
resulting radiation maps may be regarded as visual representations of radiological 
risk. In the algorithmic process of transforming meteorological and emission data 
into radiation maps, numerical effects5 inherent to the models and computational 
schemes used can articulate themselves in the visualization in ways that may artifi-
cially amplify or attenuate the perceived risk in the eye of the viewer—or cognitive 
agent, to use Humphreys’ (2009) term. Drawing a parallel to the social amplifica-
tion of risk framework (Kasperson et al. 1988), which sets forth that risk perception 
may be amplified or attenuated by different ‘social stations’ in a manner reminiscent 
of electromagnetic signal processing, dispersion model biases—be they numeri-
cal, statistical, or visual—might also be conceived in terms of perceived amplifica-
tions (or attenuations) of risk affecting the trustworthiness of dose projections. This 
reflects the limits of visual representations of radiological risk.

The ABR-KFUE system comprises relatively large simulation programs, of sev-
eral thousand lines of code each, implementing complex algorithms. In some appli-
cation contexts, these simulation programs (or codes)  can be regarded as safety 
relevant (Ionescu and Scheuermann 2016). Owing to their complexity, large codes 
contain latent software faults that may remain undetected for a time. Silent faults—
that is, faults which do not trigger visible errors yet influence the results of the pro-
grams in ways unknown to the users and developers of the system—can hardly be 
distinguished from inherent model features and biases. Therefore, the members of 
the atmospheric dispersion modeling community are generally reluctant to tackle 
latent software faults in a systematic way because it would mean to search for possi-
bly invisible needles in haystacks. Lundestad and Hommels (2007) note that the vul-
nerability of software is rooted in social and organizational factors. Using Snook’s 
(2002) theory of practical drift, defined as “the slow, steady uncoupling of practice 
from written procedure” (p. 194), they argue that even if software developers believe 
in rules, processes, and practices designed to increase the reliability of software, 

5  In computational science, numerical effects represent known systematic biases induced by the specific 
scheme used to discretize the model and implement it in machine-interpretable code (also called numeri-
cal scheme). These effects are usually observable in simulation results but cannot be removed due to the 
inherent semantics of the model and numerical scheme used.
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many of them end up circumventing these accepted norms of the profession for 
practical reasons, such as to overcome a perceived lack of understanding between 
developers on the one hand, and managers or users of the software on the other. The 
chance for latent faults in simulation codes to remain undiscovered also increases 
with practical drift from sound software engineering methods and practices.

The visualization and implementation issues just mentioned can be related to 
a problem known as the epistemic opacity of simulation (Humphreys 2009). While 
the effectiveness of models is usually evaluated in consideration of their capacity 
or quality to “represent” objects or knowledge accurately (Ionescu and Merz 2018), 
their operational implementation in code adds a layer of abstraction and opacity to 
the problem of knowledge representation through models. The necessary translation 
of knowledge into models and models into code required by the discipline and activ-
ity of computer simulation constitutes one of the sources of what Humphreys (2009) 
calls epistemic opacity—the inability of a cognitive agent to know all the epistemi-
cally relevant elements of a computational process at a given moment because “[t]he 
computations involved in most simulations are so fast and so complex that no human 
or group of humans can in practice reproduce or understand the processes” (p. 619). 
As Chen (2005) observes, referring to what he regards the top ten unresolved prob-
lems of information visualization, “the complexity of the underlying analytic pro-
cess involved in most information visualization systems is a major obstacle; end 
users cannot see how their raw data is magically turned into colorful images”  (p. 
12). Merz (1999) also notes that simulation codes submit themselves to the “black 
box” paradigm which means that users can only control the inputs while assuming 
that the outputs are trustworthy and reliable. As Humphreys (2009) further remarks, 
the cognitive agent faced with the epistemic opacity of simulation can be an indi-
vidual or a group. The constantly negotiated, slowly drifting practices and protocols 
of the community of radioprotection experts determine the ways in which different 
actors interpret and apply regulatory guidelines, combine different types of expertise 
in simulation models and practices, and assess the reliability of data and dose pro-
jections. The epistemic opacity of dose projections thus seems rooted in the social 
construction of the radioprotection assemblage just as much as it is a problem of 
sheer computational complexity. Sections 3 and 4 provide an analysis of these issues 
in more detail, on the example of the German epistemic community of radioprotec-
tion experts.

2.3 � Envirotechnical Ignorance

Writing about the Three Mile Island nuclear accident, Perrow (1984) argued that, 
in large tightly coupled and highly complex technical systems, accidents are “nor-
mal” and will continue to occur with a certain regularity. For the evacuees, cleanup 
workers, and crisis managers of the latest nuclear accident at Fukushima, however, 
the experience was arguably anything but normal. Whereas experts considered that 
the accident was triggered by a series of “beyond design basis” causes and failures 
(Hirano et al. 2012), for other scholars Fukushima was a techno-natural disaster (Felt 
2014), a compound disaster (Chhem 2014), the triple disaster from “3/11” (Kinsella 
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2015), an ‘envirotechnical’ disaster (Pritchard 2012), or one of the most important 
events of the twentyfirst century (Hindmarsh 2013). Drawing on Perrow’s concept 
of “eco-system accidents,” which reflects the tight coupling of human-made and 
natural systems between which “there are few or no deliberate buffers because the 
designers never expected them to be connected” (p. 222), Pritchard (2012) regards 
Fukushima as an “envirotechnical disaster” in which the air, the water, and the bod-
ies of cleanup workers became part of an envirotechnical system—the reactor—
requiring constant attention because it can never be completely off. As Pritchard 
further explains with reference to Thomas Hughes’ notion of “open” technological 
systems, “the concept of envirotechnical system encapsulates and specifically fore-
grounds this dynamic imbrication of natural and technological systems” (p. 223). 
Thinking of “the reactor” as of an envirotechnical system also draws attention to the 
political dimensions of nuclear technology, dominated by the probabilistic thinking 
that downplays the possibility of concomitant natural disasters, as Pritchard notes. In 
effect, the probability for a 14-m tsunami to occur was considered ‘beyond imagina-
ble’ by some Japanese plant operators (Pritchard 2012). Yet—as Kinsella puts it—
“[i]f Fukushima was beyond its engineering design basis, it was also beyond the 
‘limits of representation’ for a sociotechnical system that has exceeded its creators’ 
vision of control” (Kinsella 2012, p. 252).

These various characterizations of the Fukushima experience point towards the 
accident’s edifying consequences, from which much can be learned in terms of pre-
vention, control, and mitigation (or the limits thereof). Downer (2011) proposes the 
term “epistemic accident” to denote “those accidents that occur because a scientific 
or technological assumption proves to be erroneous, even though there were rea-
sonable and logical reasons to hold that assumption before (although not after) the 
event” (p. 752). Downer argues that this distinct category of disasters, revealed, for 
example, by the crash of the Aloha Airlines 243 flight from 1988, contributes to 
a constructivist understanding of failure with important implications for engineer-
ing and technological risk. More specifically, Downer shows how the realization 
that a corrosive saltwater environment, which—over time—damaged the fuselage 
of the aircraft servicing the Aloha 243 flight, stunned the community of aeronauti-
cal engineers because it revealed a root cause of failure due to metal fatigue pre-
viously unknown to experts at that time. Downer identifies as one of the primary 
reasons for this epistemic blind spot the fact that, metal fatigue tests in the aeronauti-
cal engineering domain are deeply theory-laden. In this context, the uncertainties, 
which—in a constructivist view—pervade scientific knowledge, were exacerbated 
by the corrosive atmosphere in which the Aloha aircraft regularly operated—a very 
specific condition that was never replicated in laboratory tests.

Böschen et  al. (2010) note that when dealing with unknown factors in their 
research and applications, different scientific communities develop domain-specific 
scientific cultures of non-knowledge (or ignorance), which are conceptually related 
to epistemic cultures (Knorr Cetina 1999). Scientific cultures of ignorance acknowl-
edge that “there can be knowledge about what is not known,” as Gross (2007, p. 742) 
puts it, and develop ways of dealing with the unknown, including “strategies to react 
to unexpected results and events” (Böschen et al. 2010, p. 788). As Böschen et al. 
(2010) note, “such events … may be taken as a hint that the initial assumptions about 
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the object in question were fundamentally wrong” (p. 789). In this sense, the Ger-
man and Japanese responses to the accident revealed a kind of envirotechnical igno-
rance6 consequential to the social construction of the radioprotection assemblage, 
notably the collectively held belief that severe accidents are unconceivable in highly 
technologized countries and moderate ones manageable. Envirotechnical ignorance 
refers to a lack of knowledge and awareness of the tightly coupled processes and 
potentially hazardous interactions between technology, humans, and nature—inher-
ent to any envirotechnical system—revealed by epistemic accidents. At Fukushima-
Daiichi, the hypothethicality of nuclear incidents and accidents—to use Vehlken’s 
(2016) term—as conceived by nuclear safety and radioprotection experts, reached 
out of the reactor building into the environment in a way that was previously unac-
counted for by the members of this epistemic community. Beck (1996) distinguishes 
between non-knowledge (or ignorance) that (1) one does not wish or need to know 
and (2) cannot be known. The envirotechnical ignorance revealed by the Fukushima 
accident arguably finds itself between these two categories. For one thing, an acci-
dent of this scale had not been considered possible by the better part of the epistemic 
community of radiological protection experts. Therefore a series of potential “envi-
rotechnical complications,” such as those resulting from the abysmal combination 
of an earthquake, tsunami, and failures beyond the engineering design basis of the 
nuclear plant, have been ignored in the constitution of DSNE systems—perhaps in 
an attempt to control the overall complexity of the system. For another, some of 
these unforeseen complications, such as the flooding of the diesel generators, which 
led to a multi-source release of radioactive materials in several phases, have proven 
easy to represent as a new accident scenario in DSNE systems, requiring only a few 
modifications. Section  5 provides a more detailed analysis of these issues on the 
example of the German response to the Fukushima accident.

3 � Latent Coding Faults in the Context of the Verification‑Validation 
Dialectic

While the members of the epistemic community of radioprotection experts are gen-
erally committed to supporting regulators and emergency managers, the degree of 
their commitment to a predefined set of beliefs, norms, values, and practices may 
vary from one country or group to another. These variations reflect the social con-
struction of different radioprotection regimes and modeling cultures. As Haas (1992) 
notes, the members of an epistemic community have “intersubjective, internally 
defined criteria for weighting and validating knowledge in the domain of their exper-
tise” (p. 3). For example, the Initiative on” Harmonisation within Atmospheric Dis-
persion Modelling for Regulatory Purposes” (short, Harmo)7 endorses two model 

6  English dictionaries define ignorance as a lack of knowledge, education, or awareness. Here, it is by no 
means meant in a pejorative sense but merely used as a less clumsy synonym for “non-knowledge.”
7  Harmo stands for the Initiative on “Harmonisation within Atmospheric Dispersion Modelling for Reg-
ulatory Purposes”. According to its official website, Harmo organizes workshops and conferences aimed 
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validation kits, following seemingly contradictory methodologies. Referring to the 
main validation kit, the description of the alternative validation kit states that “[t]he 
results from the Model Validation Kit should be interpreted with care, because it does 
not explicitly address the question of stochastic nature of observed concentrations” 
(Harmo.org 2018). A few sentences later, however, it acknowledges that “[t]here are 
some issues with the [alternative] ASTM procedure that are not fully resolved and 
deserve further attention.” The problems and practices associated with the verifica-
tion, validation, and testing of simulation models and codes seem dialectical within 
the dispersion modeling community. Furthermore, the absence of a clear distinction 
between simulation codes as software; and models as representations of reality within 
this community can be traced back to the question of whether validation and veri-
fication should be viewed as qualitatively different activities. Winsberg (2010), for 
example, argues that the conceptual division between validation and verification can 
be misleading if the focus is put on the methods used to achieve either of the two. 
Oreskes et al. (1994) note that, as opposed to verification, validation does not nec-
essarily denote an establishment of truth but of legitimacy, whereas the verification 
of numerical solutions is usually performed by comparison with analytical solutions 
considered to reflect a theoretical truth. As these authors further note, the two terms 
are used erroneously, either as synonyms or with “validation” entailing the assertion 
that the model accurately represents some physical reality. However, as other authors 
observe (Hook and Kelly 2009; Merali 2010), such debates do not consider the social 
dimension of coding as an error-prone human activity. In this sense, Neumann (1994) 
provides dozens of examples of disasters caused by pure coding faults in computer 
models. The distinction between simulation codes as software and simulation models 
as constructs of reality requires the existence of a distinction between testing software 
and a philosophical argument around the notions of validation and verification in the 
mindset of modelers.

One of the paradoxes entailed by the principle that verification and validation must 
always imply comparisons with measured data is that testing is reduced to a limited 
number of input cases reflecting only instances in an entire history of realizations of 
the phenomena being modelled. As Oreskes et al. (1994, p. 642) put it, “[w]hat we call 
data are inference-laden signifiers of natural phenomena to which we have incomplete 
access.” While measurement data from experiments and accidents, such as the ones 
from Chernobyl and Fukushima, represent invaluable epistemic resources for model-
ers, these datasets are limited in number and will hopefully remain so. As Vehlken 
(2016) notes, some aspects of nuclear technology cannot be tested at all by means of 
experiments because of insurmountable physical and social difficulties. In this context, 
the practice of relating the outputs of one’s model to a limited set of measured data 
contrasts with the principles of code and input space coverage by test cases. Test cov-
erage criteria aim at stressing the limits of the software being tested to the end of find-
ing more faults rather than making the software behave as expected for a limited set 

Footnote 7 (continued)
at promoting new-generation atmospheric dispersion models and improving modelling culture (Harmo.
org 2018).



73

1 3

Simulation, Epistemic Opacity, and ‘Envirotechnical…

of input cases. In this sens, latent software faults in simulation codes pose a particular 
challenge, the tackling of which may require an additional toolbox of methods from 
the software reliability domain. Testing can be a costly, repetitive, and unattractive 
task especially for scientists (Merali, 2010), for whom it becomes more attractive and 
“publishable” if real data are used. At the same time, scientists often seem reluctant 
to publish their code (Barnes, 2010), thus preventing interested peers and members of 
the public from participating to the search for software faults in simulation codes. Cur-
rently, more effective testing methods exist, such as random testing, which, however, 
are not easy to use even by software engineers. Testing requires an intense preoccupa-
tion with the problem of revealing the maximum number of faults before releasing 
the software, regardless of the nature of those faults. Observing that there are very 
few published methods and studies aimed at finding and removing pure coding faults 
(or mistakes) from scientific software, Hook and Kelly (2009) propose a new testing 
activity, called code scrutinization, which is to be carried out before verification and 
validation; and show that random and mutation testing can successfully be used for 
code scrutinization. In spite of these promising results, there are reasons to believe that 
code scrutinization will not be picked up by all members of the scientific community 
because it is likely beyond their research interests. Addressing a new source of uncer-
tainty in dispersion models owing to software faults is met with reluctance by some 
members of the Harmo community as well, whose strategic purpose is to obtain fund-
ing for atmospheric release experiments. Also, code scrutinization does not guarantee 
the elimination of all existing software faults. This suggests that, with the current test-
ing, validation, and verification methods and practices, the trustworthiness of simula-
tion codes cannot be fully guaranteed.

The validation-verification dialectic as well as the distinction between models and 
codes (or lack thereof) also reverberates upon the ability of experts to distinguish between 
inherent model features and flaws, numerical effects, and coding faults. This may lead to 
situations in which latent faults remain undetected for years in simulation codes. In the 
course of the development of the ABR-KFUE system, it became evident on a number of 
occasions that latent faults existed in the codes. Whenever such a fault was discovered, the 
experts from the ABR-KFUE group analyzed its root causes, removed it, and released a 
new version of the system. In the remainder of this section we discuss two examples that 
we consider relevant with respect to the epistemic opacity of simulation codes, as per-
ceived by the members of the ABR-KFUE group.

The first example deals with a scaling error in the gamma submersion code,8 which 
remained undetected for about 5  years. The scaling error was introduced when the 
developers of the system were required by a new regulatory guideline to extend the 
radius of the monitored area from 50 to 100 km. In order to avoid increasing the com-
putation time given the new problem size, the developers chose to increase the size 
of the grid cells used to discretize the three-dimensional space surrounding the moni-
tored sites while keeping the number of cells unchanged. In the old code, the optimiza-
tion of the gamma submersion dose computation was based on a set of precomputed 

8  The term gamma submersion denotes the exposure through gamma radiation from radioactive aerosols 
and gases in the atmosphere.
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parameters generated using a legacy program, which was no longer available. Because 
the developers did not fully understand the role and meaning of those parameters, pro-
vided in form of a static file, they ignored them. The resulting bug remained unnoticed 
for several years, although the new version of the code computed in some cases doses 
5 times higher than what would be normally expected. This was partly due to the fact 
that the maximum concentration is determined by dispersion models as a function 
of the overall distribution of concentrations within a given area and time frame. The 
maximum concentration needs to be calibrated using experimental data for any given 
combination of topography, weather, and emission data. With the maximum concen-
tration being a model variable without meaning in the absence of a reference to meas-
ured data, to which—however—all other concentration values in the model area are 
mathematically linked through the mass conservation law, this example also illustrates 
how verification and validation of dispersion models are intrinsically coupled.

The opaque dependency on precomputed parameters represents a good exam-
ple of what Wimsatt (2007) calls generative entrenchment: “A deeply generatively 
entrenched feature of a structure is one that has many other things depending on it 
because it has played a role in generating them” (p. 133).9 Owing to missing docu-
mentation, this dependency appears to be a symptom of practical drift (Snook 2002, 
p. 194). As Lundestad and Hommels (2007) note with regard to software develop-
ment, practical drift can be understood as an unwanted yet unavoidable progressive 
derogation from software engineering processes and best practices rooted in social and 
organizational factors. Considering that DSNE systems have only come under serious 
scrutiny in the wake of nuclear accidents, there was sufficient time for practical drift to 
occur as well as for fluctuations in policies, funding, and personnel to affect the prac-
tices of the ABR-KFUE group. To better understand how trust in simulation software 
can emerge and be upheld in these circumstances, the ABR-KFUE group should be 
regarded as a multidisciplinary thought collective.10

Fleck (1979) defined a thought collective as a community of persons mutu-
ally exchanging ideas or maintaining intellectual interaction. The members of a 
thought collective both adopt a certain way of perceiving and thinking; and trans-
form it continuously, whereby this transformation happens both in their minds and 
in the interpersonal space between them. A thought collective is likely to develop 
a certain thought style reflecting the members’ way of perceiving and thinking as 
well as interpersonal relationships. While the members of the ABR-KFUE group 
had different backgrounds, ranging from meteorology, physics, and engineering to 
computer science, over the years, the frequent meetings (at least 4 per year) brought 
them closer together from an epistemic point of view, thus creating the premises for 

9  Lenhard and Winsberg (2010) discuss this property of systems in relation to computer simulation.
10  Here we use the notion of a thought collective to refer to a group of members from the epistemic com-
munity of radiation protection professionals which are close to each other in purpose, thought, and mood 
due to their affiliation with a specific institution. However, as Haas (1992) notes, an entire epistemic 
community may also be regarded as a thought collective.
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the emergence and cultivation of a specific thought style. Members shared the com-
mon purpose of developing and improving the ABR-KFUE system through regular 
exchanges of ideas, concerns, and joint drills and exercises with representatives of 
the environment ministry and NPP operators. Being at the core of all these activi-
ties, over the years the ABR-KFUE system not only gained a degree of autonomy, 
as Winsberg (2010) observes about simulation models in general, but also a certain 
epistemic authority within the group, reaching the status of what might be called a 
non-human expert. Members trusted the results of the system just as much as they 
would trust the opinion of another colleague on a certain matter—until a more criti-
cal spirit finally questioned the authority of the system while conducting a routine 
calculation, which led to the discovery of the scaling error. Since there was no a 
priori sense within the group for what a gamma submersion dose projection would 
look like for the extended monitored area, most members did not question the epis-
temic authority of the system—a black box to them, which obscured the practices of 
its authors. As for the actual developers of the code—a minority within the group—
the generative entrenchment caused by the natural churn of scientific personnel at 
the IKE induced a certain reluctance to grapple with the poorly documented legacy 
codes, unless really required to do so.

Another example of a long lived latent fault in the ABR-KFUE system is that 
of an erroneous parameterization of one of the six atmospheric stability classes, 
depicted in Fig.  1, used by the atmospheric dispersion code. Depending on wind 
speed and solar radiation intensity, these empirically determined stability classes 
have a direct influence on the radiation dose because, in more unstable conditions, 
represented by the classes A-C, the diffusion process caused by turbulence helps 
to spread the radioactive trace species over a larger area of the atmosphere. The 
table  in Fig. 1 shows that the most commonly encountered stability classes are C 
and D. Influenced by the scenarios of the drills conducted yearly at one or two NPPs 
and by the weather conditions during those drills, the users of the system usually 
carried out their routine simulations using the most commonly encountered atmos-
pheric stability classes. One user of the system eventually observed that for the sta-
bility class E, the horizontal spread of the plume was excessive. The fault, caused 
by an erroneous parameterization of the E class, was discovered in the course of the 
German model calibration study carried out after the Fukushima accident, discussed 
in more detail in the next section. A rule of thumb from reliability engineering states 
that, the less common an input case is, the more likely it is for it to activate a latent 
fault. Under the influence of their habits and practices, the users and testers of the 

Fig. 1   Pasquill–Gifford stability classes. Source: Burton (2018)
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systems usually limited their scope to the most common input cases. In this context, 
if one regards the entire ABR-KFUE expert group as a collective cognitive agent, 
then epistemic opacity is due also to the habits, practices, and thought style culti-
vated by its individual members. In other words, it is socially constructed.

4 � Visual Inspection and Model Inter‑Comparisons

The most common way of testing DSNE systems is to visually inspect the dose 
and concentration projections they produce. Experts visually check radiation and 
concentration maps for plausibility, confronting them with their expert knowledge 
about the phenomena being simulated. This practice, although less systematic than 
validating against real data or the verification methods proposed, for example, in 
the guideline 3945 issued by The Association of German Engineers (VDI 2000), 
is worth cultivating because, given its popularity, it is probably the one that facili-
tated the discovery of most anomalies and coding faults so far. However, to avoid 
confirmation bias, visual inspection should be accompanied by some curiosity and 
randomness in choosing the input cases. This is how, for example, the systematic 
scaling error from the ABR-KFUE system was eventually discovered.

Through visual inspection, experienced users are able to judge with a reason-
able level of confidence whether the following input parameters have been cor-
rectly accounted for in atmospheric dispersion simulations: Wind direction, wind 
speed, and atmospheric stability class (or diffusion category) by inspecting the ori-
entation of the plume; the length and shape of the plume by correlating them with 
the wind speed and the atmospheric stability class; and, to some extent, the concen-
tration and dose levels indicated by the color-coding scheme. What even experienced 
users may not be able to check for plausibility by mere visual inspection include the 
following characteristics of dose projections less evident to the eye: The maximum 
dose level, since this is one of the very unknowns the system is called upon to fore-
cast; the extent to which the spatial distribution of dose values in the monitored area 
obeys a Gaussian distribution, as it is supposed to do in theory (Etling 2008); and 
the relation of a particular simulation result (which is yet to be verified) to already 
verified reference results. In addition, one of the pitfalls of common visualizations of 
concentrations and doses is induced by the default logarithmic scale used by DSNE 
systems. Logarithmic scales can obscure model flaws and numerical effects, which 
may contribute to a perceived amplification or attenuation of risks, respectively, in 
different regions of the monitored area, by making small concentration and dose val-
ues appear greater, and vice versa. As shown in Fig. 2, the logarithmic scale used in 
the plot on the right-hand side obscures the dotting effect of the RIMPUFF model, 
which becomes more evident when using a linear scale (left hand side plot). The 
logarithmic scale may also induce a perceived amplification of risk, whereas the 
inverse effect might be expected when using a linear visualization scale. This pit-
fall arguably exposes the limits of radiological risk representation through radiation 
maps.

Staying within the epistemic boundaries of a single model when conducting veri-
fication and validation entails a series of disadvantages, some of which could be 
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related to the inability of modelers to escape the thought style of one’s work group. 
Comparing different models based on their results promises more rewarding out-
comes in terms of identifying and elucidating anomalies and faults. Model inter-
comparisons require different institutions to provide access to their systems or to 
decide upon a set of input cases and to share the results produced by their models 
for those cases. Like in the case of single-version verification and validation, within 
the epistemic community of radioprotection experts, visual inspection appears to be 
one of the preferred method for inter-model comparisons. Depending on the results 
of such exercises, experts may dig into their own code base to elucidate any anoma-
lies revealed by the comparison with the results of other models. Since visual com-
parisons do not distinguish between inherent model features, biases, and software 
faults, the purpose of model inter-comparisons is to also facilitate focused discus-
sions between experts from different institutions based on specific input cases. Here 
another source of socially motivated epistemic opacity arises from secrecy;  since, 
usually, experts and members of the public do not have access to the source code 
and thought styles of other groups.

While occasional inter-institutional model comparisons have been carried out 
before 2011 as well, the Fukushima accident provided reasons to conduct more 
systematic comparative studies of the atmospheric dispersion models used in Ger-
many and Switzerland. One of these reasons was that the various dose projections 
for the Fukushima Daiichi accident site, published in different official reports on 
the accident, scientific journals, and the media were so different, both qualitatively 
and quantitatively, that reasonable doubt arose concerning their usefulness in real 
emergencies. Consequently, in 2012 the German Federal Office for Radiation Pro-
tection (BfS—Bundesamt für Strahlenschutz) commissioned a comparative study of 
the atmospheric dispersion and dose projection models used in Germany and Swit-
zerland (BfS 2016), which confirmed these concerns.

The study showed that, given the same inputs, different models produced qualita-
tively different results in many of the tested input cases (Fig. 3 shows an example). 
The authors of the BfS study (themselves members of the groups developing the 

Fig. 2   Visualization of a simulation result produced by the RIMPUFF code (Thykier-Nielsen et al. 1999) 
using a linear scale (left) and a logarithmic scale (right). Source: Ionescu (2013)
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systems being compared) concluded that different models using identical input and 
calibration parameters may lead to different recommendations of countermeasures 
in a real emergency. Therefore, they called for the harmonization of dose projection 
models on an international level, especially in cooperation with Germany’s neigh-
boring countries (BfS 2016). The authors of the study also pointed out that existing 
experimental data are insufficient for validating the models and requested that “dis-
persion experiments” with  non-radioactive tracers and emission phases of several 
hours should be conducted, especially for emission source distances ranging from 
10 to 100 km.

The BfS comparative study provides insights into how an entire epistemic com-
munity went about the problem of epistemic opacity in the aftermath of the Fuku-
shima-Daiichi accident. Much like the ABR-KFUE group, the epistemic community 
of radioprotection experts may be regarded as a collective cognitive agent tasked, 
among other things, with facilitating the collaboration in an eventual joint emer-
gency response effort at the federal and international levels. In this sense, the BfS 
report suggests that, to avoid confusion and to facilitate collaboration, members and 
groups from different countries and federal states should take steps towards “har-
monizing” their guidelines and regulations concerning civil protection measures in 
order to allow for each state and country to use their own DSNE system(s) in a real 
emergency. This is to say that, given the inherent differences between their models, 
the different groups participating in the study agreed to disagree concerning their 
own modeling cultures but promised to make efforts towards improving collabora-
tion in spite of these differences. This interpretation suggests that the chosen way 
of tackling the epistemic opacity of dose projection models was to defer to respon-
sibility and accountability for the tools and methods used in one’s own backyard. 
This mindset allows for the coexistence of parallel modeling cultures and simulated 
realities embedded in the local regulatory cultures of different federal states and 

Fig. 3   Effective doses projected by four models used in Germany (from left to right: ABR-KFUE, 
ATSTEP, DIPCOT, and RIMPUFF) for an area of 100 × 100 km (top) and 25 × 25 km (bottom). Source: 
BfS (2016)
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countries. Also, considering the large number of back-to-back radiation maps pre-
sented in the study, the method of visual inspection seems to be indeed the de facto 
community standard for learning about models and codes. This is understandable 
considering that, in a real emergency, decision makers will also use visual dose pro-
jections to plan protective countermeasures.

5 � Epistemic Consequences of Fukushima for DSNE Systems

Shortly after the onset of the accident, the ABR-KFUE group received a request 
from the environment ministry of Baden-Württemberg to perform an atmospheric 
dispersion forecast using the source term (i.e., the quantity and nature of radioactive 
materials and the duration of the release) and meteorological data from the Fuku-
shima-Daiichi site. The goal was to test the ABR-KFUE system in a real situation 
in which data are sparse and the crisis communication is performed under tremen-
dous pressure. This was part of an effort by nuclear experts all around the country 
to rehearse civil protection protocols in a global crisis situation. In response to the 
ministry’s request, IKE experts used data provided by the German Society for Facil-
ity and Reactor Safety (GRS), which were insufficient to evaluate the possible con-
sequences of the accident without a high level of uncertainty. For this reason, they 
were given license to make assumptions as necessary based on their experience and 
expertise. As the accident unfolded, the release of radioactive materials continued 
over days and weeks, with four main emission phases from different sources, which 
were clearly visible in the source term compiled by the GRS. However, the ABR-
KFUE system only supported single-source releases since an accident with several 
emission phases and sources had not been explicitly foreseen in the accident sce-
narios, the regular drills, and guidelines for nuclear emergency response. In these 
circumstances, the experts decided to adapt the ABR-KFUE system impromptu in 
order to provide the requested simulation results as rapidly as possible. They pre-
pared a special accident category with several emission phases and four sources of 
emission, which was added to the existing list of accident categories supported by 
the system for bootstrapping the emission codes. Although the required adaptations 
were relatively uncomplicated, they took several days to implement. In addition, the 
model area had to be increased, the meteorological data had to be prepared manu-
ally, and the topography of the Fukushima site, reaching as far as Tokyo, had to be 
added to the database of the system. Eventually the ABR-KFUE system was able to 
produce a result (Scheuermann et al. 2011), which looked similar to the ones pub-
lished by the Japanese authorities.

Prior to the accident, predefined inputs for the source term based on so-called 
release categories, determined as part of two German risk studies from 1979 and 
1990 (Schmid and Schnadt 2004), were used by the ABR-KFUE system. These 
release categories foresaw a maximum release time of 6 h, whereby the most severe 
of them was based on a core meltdown scenario with a single emission phase and 
source. The limitation of the system to one emission phase per simulation may thus 
be attributed to a kind of envirotechnical ignorance concerning the tightly cou-
pled physical interactions between normal and extreme natural processes, nuclear 
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reactors, and their active safety systems. At Fukushima, the tsunami wave, the plant 
protection wall, the water affecting the diesel generators, and the rising tempera-
ture caused by the ongoing radioactive decay process interacted in unprecedented 
ways. This abysmal combination of factors ultimately led to a scenario beyond that 
of the maximum credible accident—the term used by nuclear experts for worst case 
scenarios on the basis of which the safety systems of nuclear reactors are designed. 
Since Fukushima had exceeded the maximum credible accident scenario in scale 
and severity, it also produced knowledge which was not represented in the ABR-
KFUE system before. The epistemic accident at Fukushima thus revealed a scenario 
previously unforeseen by experts. In response, the system was upgraded to allow for 
several emission phases and sources. The failure to account for an accident with sev-
eral emission phases of long durations can also be attributed to the “limits of repre-
sentation” (Kinsella 2012) with respect to the maximum credible accident scenario. 
This epistemic blind-spot was arguably the product of a collectively held belief that 
in Germany such an accident would not be possible, reinforced by the risk studies 
from 1979 to 1990. In this light, the experts’ decision to adapt the ABR-KFUE sys-
tem impromptu so as to be able to produce a dose projection for the Fukushima site 
may be interpreted as a reflex reaction aimed at restoring the “closed world” imagi-
nation of controllable accidents underpinning the German post-Chernobyl radiopro-
tection assemblage. While experts argued that a similar combination of factors and 
events that led to the Fukushima disaster would not be possible in Germany, a differ-
ent scenario leading to an accident of comparable scale (including multiple radioac-
tive emissions from different reactors) cannot be reasonably excluded.

6 � Expectations and Assessments of the Fukushima Accident 
Response

The nuclear emergency response of the Japanese authorities was criticized in 
the media (Von Hippel 2011; Ionescu 2012; Jones et  al. 2013), by members of 
the public (Plantin 2015; Riedlinger and Rea 2015; Kera et al. 2013), and in dif-
ferent official reports on the Fukushima accident. Some of these reports reflect 
contradictory expectations of the role of DSNE systems during the Fukushima 
crisis, notably the one issued by an independent commission appointed by the 
Japanese Diet (The National Diet of Japan 2012) and that of the International 
Atomic Energy Agency (IAEA 2015). In the section about nuclear emergency 
response, the independent commission’s report notes that the “chaotic evacuation 
orders” were revised several times in one day and that some evacuees were sent 
to areas which later turned out having high levels of radioactivity (p. 38). The 
report further criticizes the Japanese practices of preparedness, including the use 
(or misuse) of the radiation measurement and dose projection systems:

[The] government also failed to assume a severe accident or a complex dis-
aster in its comprehensive nuclear disaster drills. As the scope of the drills 
expanded, they lost substance, and were performed for cosmetic purposes, 
rather than to develop preparedness. The irrelevant drills were lacking 
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instruction in the necessity of using tools such as the radiation monitored 
information from SPEEDI [System for Prediction of Environment Emer-
gency Dose Information]. Though it was applied in the annual drills, par-
ticipants found the drills useless at the time of the accident” (p. 38).

To sustain this assessment, the authors reiterate some of the regulatory guidelines 
and expectations concerning the role of DSNE systems in Japan, which seem 
analogous to the German ones:

The Emergency Response Support System (ERSS) and SPEEDI are in place 
to protect public safety. The environment monitoring guideline assumption 
is that ERSS predicts and forecasts the release of radioactive substances and 
release data, and SPEEDI predicts and forecasts the spread of radioactive 
materials based on ERSS. Public safety measures, including those for evac-
uation, should be planned based on the use of these systems. […]

The system failed. The emission data could not be retrieved from ERSS, and 
the government was unable to use the SPEEDI results in planning protection 
measures and fixing evacuation zones. (p. 38).

As the report suggests, the Japanese regulatory expectations of preparedness 
for a nuclear accident assumed a working DSNE system in place at the time of 
the accident. Without taking into consideration the circumstance of the situa-
tion, notably the lack of measurement data and the inherent limitations of the 
simulation-based SPEEDI system, the report finds that these expectations were 
not met in practice. This point of view is shared by several commentators of the 
Fukushima evacuation controversy (Schäfer 2016; Funabashi and Kitazawa 2012; 
Yamawaki 2017). In contrast to the Three Mile Island and Chernobyl accidents, 
human error on the part of plant operators played a relatively minor role in the 
root cause analysis of the “beyond design basis” accident at Fukushima Daiichi. 
The Independent Commission found, however, evidence of it in the authorities’ 
response to the accident, thus putting the burden of accountability on emergency 
managers. This may also be interpreted as a shift from prevention to preparedness 
in the Japanese regulatory culture, as Schmid (2016) observes.

In contrast to the Independent Commission’s report, the IAEA guideline for 
nuclear emergency preparedness and response recommends that initial decisions 
upon countermeasures be taken on the basis of simple criteria that rely on observ-
able data and not on dose projection models, which may entail “great uncertain-
ties” before and during a release (IAEA 2002, p. 286). In this sense, the IAEA 
report on the Fukushima accident (IAEA 2015) notes that, although

“[t]he [Japanese] emergency response plans envisaged that decisions on pro-
tective actions would be based on dose projections [using SPEEDI] performed 
at the time when a decision was necessary… [t]his approach was not in line 
with IAEA safety standards, which stipulate that the initial decisions on urgent 
protective actions for the public need to be based on plant conditions” (IAEA 
2015, p. 44).
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These contradictory expectations of the role of DSNE systems in real emergencies 
may have induced a state of indecision with the Japanese nuclear emergency manag-
ers. Yamawaki (2017), for example, notes that one of the main reasons for doubt-
ing the utility of dose projections was the concern that the wind direction might 
suddenly change. Therefore, experts were reluctant to release the forecasts of the 
SPEEDI system in the first place. While both reports acknowledge that dose projec-
tion models can facilitate a more comprehensive diagnosis of the radiological situa-
tion based on measured meteorological and emission data, there appears to be a lack 
of consensus concerning the trustworthiness of dose projections based on weather 
forecasts and inconsistent emission data. This lack of consensus may be explained 
by the different contexts in which the IAEA and national regulatory agencies oper-
ate. Whereas the latter context entails a dimension of political accountability rooted 
in a mitigation principle which holds that even unreliable dose projections are better 
than no projections at all, the international and professional perspective advocated 
by the IAEA seems rooted in a deterministic paradigm of precaution, which consid-
ers that a sound national regulatory culture can warrant reactor safety. In the wake 
of Fukushima, the constructivist, mitigation-oriented view of the Independent Com-
mission and the deterministic, precautionary principles advocated for by the IAEA 
in its role as an expert advisory body thus appeared to challenge each other, with the 
latter reflecting the dominant view within the nuclear community.

7 � Conclusion

The apparent disagreement between the dose projections published during the 
Fukushima accident prompted a series of questions and controversies about the 
exact role and usefulness of such simulations in planning emergency response 
measures. As I have argued, the epistemic opacity affecting atmospheric disper-
sion simulations and dose projections produced by DSNE systems challenges 
the trustworthiness of such tools when used in real emergencies. The  ‘enviro-
technical ignorance’ of radioprotection experts—that is, a lack of knowledge and 
awareness of the tightly coupled processes and potentially hazardous interactions 
between technology, humans, and nature revealed by the epistemic accident at 
Fukushima—raised additional concerns regarding the overall usefulness of these 
systems. In this sense, the German response to the accident  showed  that DSNE 
systems were unable to account for the complex envirotechnical failures that 
caused the Fukushima accident without impromptu adaptations. This experience 
revealed the limits of representation concerning the maximum credible accident 
scenario in the context of the German radioprotection assemblage.

One of the lessons learned from Fukushima is that dose projection models and 
DSNE systems are out there and they will be used, one way or another, regardless 
of the issues addressed in this paper. In a way, the accident pushed the problems 
associated with using these systems in real emergencies into public debate, thus 
drawing upon them the scrutiny of various publics and political actors. In Japan 
as in Germany, DSNE systems seem to have become an ‘obligatory passage point’ 
(Callon 1984) in nuclear emergency management and indispensable components of 
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the radioprotection assemblage. In spite of the Fukushima experience, in Germany 
there still appears to be a general consensus among experts about the positive role of 
these systems in planning evacuations and countermeasures in nuclear emergencies. 
This is understandable considering that, over the past three decades, the routines 
and practices of nuclear emergency task forces were developed and rehearsed with 
DSNE systems in mind and at hand. Consequently, these systems gained epistemic 
authority in the interdisciplinary thought collectives that create and operate them. 
Today, regular drills and exercises with radioprotection experts, emergency manag-
ers, and NPP operators would be inconceivable without the use of DSNE systems.

The Fukushima experience thus points to an unresolved tension related to the 
question of whether or not to use DSNE systems in crisis situations, considering the 
diverse sources of uncertainty affecting them. In the logic of national regulatory sys-
tems, not using such systems can be interpreted as an institutional breakdown caused 
by the rejection of uncertainty at the expense of ignoring incomplete yet valuable 
knowledge; whereas, in the deterministic-precautionary logic of the IAEA, using 
dose projections for emergency response planning is conditioned by their provable 
reliability and trustworthiness. This tension is further deepened by the social con-
struction of the radioprotection assemblage within which various individual and col-
lective cognitive agents—ranging from experts, thought collectives, and epistemic 
communities to political actors and publics—are confronted with the epistemology 
of dose projections in critical situations. A possible way out of this impasse could be 
to accept dose projections for what they are—a source of incomplete, uncertain, yet 
potentially valuable knowledge, which needs to be confronted with the tacit knowl-
edge and experience of radioprotection experts as well as with the input of other rel-
evant cognitive agents, including members of the public and lay experts, in order to 
gain trustworthiness and acceptance in any given situation. And, as Schmid (2012) 
suggests, at least some room for improvisation should be left in emergency response 
plans and protocols so as to be able to tolerate uncertainty and mistakes.

Finally, it should be noted that the current paper merely scratches the surface of 
the issue of radioprotection regimes in Germany, Japan, and worldwide. A more 
detailed analysis is needed with regard to questions of responsibility and account-
ability for decisions and countermeasures, such as evacuations, on the basis of the 
ongoing Fukushima experience. Jobin (2012), for example, opened the way in this 
regard by arguing that radioprotection regimes are not able to provide all the help 
needed by the people directly affected by the Fukushima accident. Also, a broader 
discussion of the German nuclear phase-out decision with reference to the German 
radioprotection assemblage and its implications for the discourse of nuclear power 
in that country is still missing in the literature.
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