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Abstract
The logic DAI of demodalised analytic implication has been introduced by J.M.
Dunn (and independently investigated by R.D. Epstein) as a variation on a time-
honoured logical system by C.I. Lewis’ student W.T. Parry. The main tenet underly-
ing this logic is that no implication can be valid unless its consequent is “analytically
contained” in its antecedent. DAI has been investigated both proof-theoretically and
model-theoretically, but no study so far has focussed on DAI from the viewpoint of
abstract algebraic logic. We provide several different algebraic semantics for DAI,
showing their equivalence with the known semantics by Dunn and Epstein. We also
show that DAI is algebraisable and we identify its equivalent quasivariety semantics.
This class turns out to be a linguistic and axiomatic expansion of involutive bisemi-
lattices, a subquasivariety of which forms the algebraic counterpart of Paraconsistent
Weak Kleene logic (PWK). This fact sheds further light on the relationship between
containment logics and logics of nonsense.

Keywords Analytic implication · Dependence logic · Abstract algebraic logic ·
Płonka sums · Regular varieties · Relevance logic

1 Introduction

Containment logics are a family of logics based on the idea that a necessary condi-
tion for an argument to be valid is that its conclusion be “analytically contained” in
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its premisses — or on the related idea that a necessary condition for an implication
to be valid is that its consequent be “analytically contained” in its antecedent. What
exactly counts as analytic containment is left to the specifics of the particular logic
at issue; for propositional logics, it usually amounts to an inclusion constraint among
the sets of propositional variables occurring in the sentences under consideration.
Here, we will be concerned with logics L (with a binary connective → in their lan-
guage) that satisfy what Ferguson [13] calls the proscriptive principle for theorems
(PP→): letting V ar (χ) be the set of propositional variables in χ for any formula χ ,
PP→ requires that if �L ϕ → ψ , then V ar (ψ) ⊆ V ar (ϕ). PP→ can be motivated
in various ways [12], for instance as a relevance constraint—indeed, a tighter one
than the customary variable-sharing requirement of relevance logics.

Historically, the first logical system obeying PP→ was PAI, the logic of analytic
implication introduced in the early 1930’s [19], and modified in later writings [20],
by C.I. Lewis’ student W.T. Parry. Although Parry’s approach never became main-
stream within relevance logics, it drew the attention of notable scholars over the
following decades (see e.g. [8, 14, 17, 27]). In particular, Kit Fine provided PAI
with a double-barrelled analysis in the sense of Sylvan [26], revealing that PAI is
ultimately obtained from imposing a “linguistic strainer” on the modal logic S5.
Observe, indeed, that although the language of PAI is the same as for classical logic
(hereafter sometimes noted CL), a necessity connective can be introduced as usual
in relevance logics via �ϕ = (ϕ → ϕ) → ϕ. For further information on PAI and its
history, see the comprehensive monograph [13].

In 1972, J. Michael Dunn [8] explored what happens if we “demodalise” PAI
by adding to it the axiom of collapse of modality ϕ → �ϕ. The resulting logic
DAI of demodalised analytic implication turns out to be much smoother, and to have
more interesting formal properties, than Parry’s original system. As a relevance logic,
DAI is in the same ballpark as R with Boolean negation [18] or Lewis’ systems of
strict implication, to the extent that all these logics are fully classical in their →-free
fragment. Later on, DAI was independently rediscovered by R.D. Epstein under the
heading of dependence logic [10].

From the proof-theoretic viewpoint, DAI has been endowed with Hilbert-style cal-
culi [8, 10], tableaux calculi [5], and sequent calculi [11]. Model-theoretically, it has
been analysed both with the standard methods of possible-world semantics [8] and
via more unusual semantics especially tailored by Epstein for the needs of contain-
ment logics and their neighbours (see [10] and Section 2.4 below). To the best of our
knowledge, the only investigation into the algebraic semantics of DAI is [9], a paper
that—also for historical reasons—does not use the concepts and tools of contempo-
rary abstract algebraic logic (AAL). The goal of the present paper is twofold. On the
one hand, we aim at filling this gap and study DAI within the framework of AAL. On
the other hand, we try to shed further light on the relationships between containment
logics and logics of nonsense, another family of logics usually suggested as tools for
reasoning in the presence of “nonsensical” propositions (ill-formed sentences, cor-
rupted data, and the like: see e.g. [13]). These connections have been clarified in a
number of recent papers [2, 6, 7]; here, we underscore the role played in the algebraic
analysis of DAI by involutive bisemilattices, a subquasivariety of which was already
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recognised in [1] as the “algebraic counterpart” (in a sense to be specified below) of
Paraconsistent Weak Kleene (PWK), a typical logic of nonsense.

The paper is structured as follows. In Section 2 we dispatch the necessary prelim-
inaries on AAL, on involutive bisemilattices, on an important algebraic construction
(Płonka sums) that will take centre stage in what follows, and on demodalised ana-
lytic implication. In Section 3 we introduce the quasivariety IIBSL of implicative
involutive bisemilattices, expansions of involutive bisemilattices by an additional
operation of implication. Notable examples of implicative involutive bisemilattices
are P-implicative involutive bisemilattices, the algebra reducts of certain matrices
that are obtained through a variation on the technique of Płonka sums of matrices.
We prove that P-implicative involutive bisemilattices form an algebraic semantics for
DAI; this semantics is shown to be equivalent both to the known semantics for our
logic (Epstein’s set-assignment semantics, Dunn’s semantics) and to a new semantics
based on certain “twist products” of Boolean algebras and semilattices with zero. In
Section 4 we identify the Leibniz reduced models of DAI that are obtained as Płonka
sums over appropriate systems of matrices. Finally, in Section 5, we prove that DAI
is algebraisable with IIBSL as equivalent quasivariety semantics and, as a conse-
quence, we refine the results in the preceding section to a full characterisation of the
Leibniz reduced models of DAI and their algebra reducts.

2 Preliminaries

2.1 Abstract Algebraic Logic

For unexplained terminology and notation on universal algebra and AAL, we refer
the reader respectively to [3] and [15]. We denote algebras by boldface capital letters
and their universes by italicised capital letters. Given a class of algebras K, we respec-
tively denote by I (K), S(K), P(K), and PU (K) the classes of isomorphic images,
subalgebras, products, and ultraproducts of algebras in K; V (K) is the variety gen-
erated by K. Bn will denote the finite Boolean algebra with n elements, for any
positive integer n of the form 2k . The algebra of formulas of the similarity type L (L-
formulas), over a countably infinite set V ar (L) of generators, is denoted by Fm (L).
Equations of type L (L-equations) are ordered pairs of L-formulas of the same type,
noted ϕ ≈ ψ . Given ϕ ∈ Fm (L), we denote by V ar(ϕ) the set of variables occur-
ring in ϕ. Similarly, given � ⊆ Fm (L), we set V ar(�) = ⋃{V ar(γ ) : γ ∈ �}. Two
distinguished similarity types will play a crucial role in what follows. The former one
is the 〈2, 2, 1, 0, 0〉-type of classical logic and Boolean algebras, with primitive oper-
ation symbols ∧, ∨, ¬, 0, and 1; this type will be noted L0. The latter one, hereafter
referred to as L1, is the expansion of L0 by an additional binary operation symbol →.

A logic of type L is an ordered pair L = 〈Fm (L) , �L〉, in which �L⊆
P(Fm (L)) × Fm (L) is a consequence relation that is substitution-invariant, mean-
ing that for every σ ∈ End (Fm (L)) and for every � ∪ {ϕ} ⊆ Fm (L), if � � ϕ,
then σ [�] � σ(ϕ). A logic L of type L is finitary when the following holds for all
� ∪ {ϕ} ⊆ Fm (L): if � �L ϕ, then there is a finite � ⊆ � s.t. � �L ϕ. Given
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ϕ, ψ ∈ Fm (L), we write ϕ ��L ψ as shorthand for ϕ �L ψ and ψ �L ϕ. Given
�,� ⊆ Fm (L), we also write � �L � as shorthand for: � �L ϕ, for all ϕ ∈ �.

If K is a class of algebras, all of the same type L, the equational consequence
relation of K is the relation �Eq(K)⊆ ℘((Fm (L))2) × (Fm (L))2 such that, for all
E ⊆ (Fm (L))2 and for all ϕ ≈ ψ ∈ (Fm(L))2,

E �Eq(K) ϕ ≈ ψ iff for every A ∈ K and every h ∈ Hom (Fm (L) ,A) ,

if h (α) = h(β) for all α ≈ β ∈ E , then h (ϕ) = h(ψ).

We apply to equational consequence relations the same notational conventions that
are in force for logics and their attendant consequence relations.

A matrix of type L is an ordered pair 〈A, F〉 where A is an algebra of type L
and F ⊆ A. In this case, A is called the algebra reduct of 〈A, F〉. The class opera-
tors I, S, P, PU , previously introduced for algebras, will also be applied to matrices,
viewed as first-order structures. Every matrix 〈A, F〉 of type L induces a logic of the
same type whose consequence relation is determined as follows:

� �〈A,F〉 ϕ iff for every h ∈ Hom (Fm (L) ,A) ,

if h[�] ⊆ F , then h(ϕ) ∈ F .

For M a class of matrices, we write � �M ϕ to mean � �〈A,F〉 ϕ for every 〈A, F〉 ∈ M.
A matrix 〈A, F〉 is a model of the logic L, both of type L, when �L⊆�〈A,F〉; a logic
L is complete w.r.t. a class of matrices M when �L=�M. A set F ⊆ A is a deductive
filter of L (or L-filter) on the algebra A, when the matrix 〈A, F〉 is a model of L.

Let A be an algebra and F ⊆ A. A congruence θ of A is compatible with F
when F is a union of θ -cosets. The largest congruence of A that is compatible with
F always exists; this congruence is called the Leibniz congruence of F on A, and
is denoted by AF . Recall that, given an algebra A, a function p : An → A is a
polynomial function of A if there are a natural number m, a formula ϕ(x1, . . . , xn+m),
and elements b1, . . . , bm ∈ A such that

p(a1, . . . , an) = ϕA(a1, . . . , an, b1, . . . , bm)

for every a1, . . . , an ∈ A. The next lemma characterises Leibniz congruences:

Lemma 1 [15, Thm. 4.23] Let A be an algebra, F ⊆ A, and a, b ∈ A.

〈a, b〉 ∈ AF ⇐⇒ for every unary pol. function p of A

p(a) ∈ F if and only if p(b) ∈ F .

By means of the Leibniz congruence, we can associate to logics two distinguished
classes of models. More precisely, given a logic L of type L, we set

Mod(L) = {〈A, F〉 : 〈A, F〉 is a model of L};
Mod∗(L) = {〈A, F〉 ∈ Mod(L) : AF = idA}.

The above classes of matrices are called, respectively, the classes of models and
Leibniz reduced models of L.

Let L = 〈Fm (L) , �L〉 be a logic of type L, and let τ = {γi (x) ≈ δi (x)}i∈I be a
set of L-equations in a single variable. We may also view τ as a function which maps
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formulas in Fm (L) to sets of equations of the same type. Thus, we let τ(ϕ) stand for
the set

{γi (x/ϕ) ≈ δi (x/ϕ)}i∈I ,

where γi (x/ϕ) refers to the result of uniformly replacing any occurrences of x
in γi by ϕ, and similarly for δi (x/ϕ). For � ⊆ Fm (L), τ(�) is defined as⋃

{τ(γ ) : γ ∈ �}.
Now, let K be a class of algebras also of type L. We say that K is an algebraic

semantics for L if, for some such τ , the following condition holds for all � ∪ {ϕ} ⊆
Fm (L):

� �L ϕ iff τ(�) �Eq(K) τ (ϕ).

Given an L-equation ϕ ≈ ψ and a set of L-formulas in two variables ρ ={
α j (x, y)

}
j∈J , we use the abbreviation

ρ (ϕ, ψ) = {
α j (x/ϕ, y/ψ)

}
j∈J .

ρ, in the same guise as τ , will be also regarded as a function, mapping this time
equations to sets of formulas. Again, for E ⊆ (Fm (L))2, ρ (E) is defined as⋃

{ρ (ϕ, ψ) : ϕ ≈ ψ ∈ E}.
A logic L = 〈Fm (L) , �L〉 is said to be algebraisable with equivalent alge-

braic semantics K (where K is a class of algebras of type L) iff there exist a
map τ : Fm (L) → ℘

(
(Fm (L))2), and a map ρ : (Fm (L))2 → ℘ (Fm (L)),

both commuting with substitutions, such that the following conditions hold for any
� ∪ {ϕ, ψ} ⊆ FmlL and for all E ⊆ (FmlL)2:

AL1: � �L ϕ iff τ(�) �Eq(K) τ (ϕ);
AL2: E �Eq(K) ϕ ≈ ψ iff ρ (E) �L ρ (ϕ, ψ);
AL3: ϕ ��L ρ (τ(ϕ));
AL4: ϕ ≈ ψ ��Eq(K) τ (ρ (ϕ, ψ)).

This definition can be drastically simplified:

Lemma 2 [15, Prop. 3.12] A logic L is algebraisable with equivalent algebraic
semantics K iff it satisfies either AL1 and AL4, or else AL2 and AL3.

Theorem 3 [15, Cor. 3.18] In case L is finitary, any two equivalent algebraic seman-
tics for L generate the same quasivariety, also called the equivalent quasivariety
semantics of L.

Some notions other than algebraisability are of importance in AAL. A logic L of
type L is:

• protoalgebraic, if there is a set of L-formulas �(x, y) in two variables such that
∅ �L �(x, x) and x, �(x, y) �L y;

• equivalential, if there is a set of L-formulas �(x, y) in two variables, called
congruence formulas for L, such that for every 〈A, F〉 ∈ Mod(L),

〈a, b〉 ∈ AF iff �A(a, b) ⊆ F for all a, b ∈ A.
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• truth-equational, if there is a set of equations τ(x) in a single variable, called
defining equations for L, such that for all 〈A, F〉 ∈ Mod∗(L), a ∈ F iff A �
τA(a), for all a ∈ A;

• selfextensional, if the interderivability relation ��L is a congruence on Fm (L).

Remarkably, if L is equivalential, then Mod∗(L) is closed under the operators S and
P . Moreover, every equivalential logic is protoalgebraic. Also, it is not hard to show
that a logic is algebraisable iff it is both equivalential and truth-equational [15, § 6.4].

A matrix is trivial if it is of the form 〈A, A〉. Observe that the trivial matrix 〈1, {1}〉
over the trivial algebra is a Leibniz reduced model of every logic. Moreover, if L is a
protoalgebraic logic and 〈A, A〉 ∈ Mod∗(L) is a trivial matrix, then 〈A, A〉 = 〈1, {1}〉.
Given a protoalgebraic logic L, we set

A lg(L) = {A : there is F ⊆ A s.t. 〈A, F〉 ∈ Mod∗(L)}.
In other words, A lg(L) is the class of algebra reducts of matrices in Mod∗(L). The
class A lg(L) is called the algebraic counterpart of L. For the vast majority of logics
L, the class A lg(L) is the class of algebras intuitively associated with L.

Lemma 4 [15, Lm. 5.78] Let L be a logic defined by a class of matrices M. Then
A lg(L) ⊆ V (K), where K is the class of algebra reducts of matrices in M.

Lemma 5 Let L be a logic of type L, and let ε, δ ∈ Fm (L). The following are
equivalent:

(1) A lg(L) � ε ≈ δ;
(2) ϕ(ε, �z) ��L ϕ(δ, �z), for every L-formula ϕ(v, �z).

Proof See [15, Lm. 5.74(1)] and [15, Thm. 5.76].

2.2 Plonka Sums and Regularisations of Varieties

Płonka sums (for which see e.g. [22, 23, 25]) are a useful construction in universal
algebra. They are especially designed for the investigation of varieties satisfying only
regular identities. We recap hereafter the main definitions and concepts concerning
them.

Definition 6 Let {Ai }i∈I be a family of algebras of type L. The triple

T = 〈{Ai }i∈I , 〈I, ≤〉 ,
{

fi, j : i, j ∈ I and i ≤ j
}〉

is a direct system of type L in case:

(1) 〈I, ≤〉 is a join semilattice;
(2) If i, j ∈ I and i �= j , then Ai ∩ A j = ∅;
(3) Each fi, j is a homomorphism from Ai to A j s.t. fi,i (x) = x and

f j,k
(

fi, j (x)
) = fi,k (x).
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Definition 7 If T = 〈{Ai }i∈I , 〈I, ≤〉 ,
{

fi, j : i, j ∈ I and i ≤ j
}〉

is a direct system

of type L, then P (T) =
〈⋃

{Ai }i∈I , {gn : gn ∈ L}
〉
, where for ap ∈ Ai p (p ≤ n)

and k = i1 ∨ ... ∨ in ,

gP(T) (a1, ..., an) = gAk
(

fi1,k (a1) , ..., fin ,k (an)
)

,

is a total algebra also of type L, called the Płonka sum over T.

If L has constants, then the previous definitions are enriched by the stipulations
that 〈I, ≤〉 is a join semilattice with zero whose bottom element is ⊥, and that cP =
cA⊥ for all constants c in L.

It turns out that, for an algebra of a given type, representability as a Płonka sum over a
direct system depends on the presence of certain functions, called partition functions.

Definition 8 Let A = 〈A, {gn : gn ∈ L}〉 be an algebra of type L. A function p :
A2 → A is a partition function in A if the following conditions are satisfied for all
a, b, c, ai ∈ A and for all gn ∈ L:

P1: p (a, a) = a;
P2: p (a, p (b, c)) = p (a, p (c, b)) = p (p (a, b) , c);
P3: p

(
gn

(−→a )
, b

) = gn
(

p
(
a1,, b

)
, ..., p

(
an,, b

))
;

P4: p
(
b, gn

(−→a )) = p
(
b, gn

(
p

(
b, a1,

)
, ..., p

(
b, an,

)))
;

P5: gn
(−→a ) = p

(
gn

(−→a )
, ai

)
for 1 ≤ i ≤ n;

P6: p (a, gn (a, ..., a)) = a.

Any algebra A admitting a partition function p can be partitioned into classes
{Ai : i ∈ I }, where a, b ∈ A belong to the same component Ai exactly when
a = p (a, b) and b = p (b, a). Moreover, every Ai is the universe of a subalgebra Ai

of A. The relation ≤ on I given by the rule

i ≤ j iff there exist a ∈ Ai , b ∈ A j such that p (b, a) = b

is a semilattice order. Moreover, for all i, j ∈ I such that i ≤ j and b ∈ A j , the
map fi j : Ai → A j defined by the rule fi j (x) = p (x, b) is a homomorphism. The
definition of fi j is independent from the choice of b, since p (a, b) = p (a, c), for
all a ∈ Ai and c ∈ A j . A is isomorphic to the Płonka sum over the direct system

T = 〈{Ai }i∈I , 〈I, ≤〉 ,
{

fi, j : i, j ∈ I and i ≤ j
}〉

.

Thus, we have:

Theorem 9 [22, Thm. III] Let V be a variety of type L, let ϕ (x, y) be an L-formula
in two variables, and let A ∈ V . Moreover, let V ′ be the variety that is axiomatised
relative to V by the equation ϕ (x, y) ≈ x. Then ϕA is a partition function in A iff A
is isomorphic to the Płonka sum over a direct system of algebras from V ′ (called the
fibres of the Płonka sum).

Płonka sums have an interesting connection with the theory of regular equations.
Recall that an L-equation ϕ ≈ ψ is said to be regular in case V ar (ϕ) = V ar (ψ).
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Given a variety V of type L, we denote by R (V) the variety satisfying exactly the
regular L-equations satisfied by V . This variety is called the regularisation of V . It
can be proved that an algebra is in R (V) iff it can be represented as a Płonka sum
over a direct system of algebras from V [24].

2.3 Involutive Bisemilattices

Distributive bisemilattices were introduced by Płonka under the name of distributive
quasilattices in [21] as a substantive application of the techniques reviewed in the
previous subsection. Distributive bisemilattices are the algebras that are representable
as Płonka sums over direct systems of distributive lattices and include as limit cases
both distributive lattices and semilattices. A generic distributive bisemilattice may
fail non-regular identities in the language of lattices: a typical example is the absorp-
tion law x ≈ x∧(x ∨ y). Involutive bisemilattices, introduced and investigated in [1],
are the algebras that are representable as Płonka sums over direct systems of Boolean
algebras—or, which is the same, the regularisations of Boolean algebras. They stand
out as the algebraic counterpart of the paraconsistent three-valued logic PWK, the
logic over the weak Kleene tables with two designated values.

Definition 10 An involutive bisemilattice is an algebra A = 〈A, ∧, ∨, ¬, 0, 1〉 of
type L0 satisfying the following equations:

(1) x ∨ x ≈ x ;
(2) x ∨ y ≈ y ∨ x ;
(3) x ∨ (y ∨ z) ≈ (x ∨ y) ∨ z;
(4) ¬¬x ≈ x ;
(5) x ∧ y ≈ ¬(¬x ∨ ¬y);
(6) x ∧ (¬x ∨ y) ≈ x ∧ y;
(7) 0 ∨ x ≈ x ;
(8) 1 ≈ ¬0.

Thus, the class of involutive bisemilattices is a variety, which we denote by IBSL.

One can readily see that every involutive bisemilattice has, in particular, the struc-
ture of a join semilattice with zero, by virtue of axioms 1–3 and 7. More than that,
the negation and constant-free reduct of an arbitrary involutive bisemilattice is a dis-
tributive bisemilattice (lattice distribution is provable from the axioms in Definition
10).

Two notable subvarieties of IBSL (actually, as it happens to be, the unique two
nontrivial subvarieties) are the variety BA of Boolean algebras, axiomatised relative
to IBSL by one of the equivalent identities x ∧ (x ∨ y) ≈ x or x ∨ ¬x ≈ 1, and
the variety SL of semilattices with zero, axiomatised relative to IBSL by one of the
equivalent identities 0 ≈ 1, x ≈ ¬x , x ∧ (x ∨ y) ≈ x ∧ y or x ∧ y ≈ x ∨ y. Also, in
any involutive bisemilattice A the two relations defined, for all a, b ∈ A, by

a ≤∨ b iff a ∨ b = b and

a ≤∧ b iff a ∧ b = a
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are both semilattice orders on A. They coincide iff A is a Boolean algebra; they are
dual to each other iff A is a semilattice with zero.

IBSL is generated as a variety (but not as a quasivariety) by the 3-element algebra

WK, with universe
{

0, 1
2 , 1

}
and with the following tables:

∧ 0 1/2 1
0 0 1/2 0
1/2 1/2 1/2 1/2
1 0 1/2 1

∨ 0 1/2 1
0 0 1/2 1
1/2 1/2 1/2 1/2
1 1 1/2 1

¬ 0
0 1
1/2 1/2
1 0

The relationships between the class of involutive bisemilattices and the paracon-

sistent non-protoalgebraic logic PWK =
〈

Fm (L0) , �〈
WK,

{
1, 1

2

}〉

〉

are clarified in

[1]; its elucidation would require some concepts and tools from second-order AAL,
which lie outside the scope of the present paper.

If A is any involutive bisemilattice, it is possible to check that the function
p (a, b) = a ∧ (a ∨ b) is a partition function on A. According to Theorem 9, thus,
we get:

Theorem 11 A ∈ IBSL iff A is isomorphic to the Płonka sum over a direct system
of Boolean algebras.

Any involutive bisemilattice A falls under one of the following three cases, in
terms of its Płonka sum representation:

(1) A has only one Boolean fibre. In this case, A is a Boolean algebra.
(2) All the Boolean fibres of A are trivial. In this case, A satisfies the equation

x ∧ y ≈ x ∨ y, and hence it is a semilattice with zero.
(3) A has at least two nontrivial Boolean fibres. If so, WK is isomorphic to a sub-

algebra of a quotient of A, whence the only subvariety of IBSL containing A
is IBSL itself.

We now introduce a construction on involutive bisemilattices. In analogy with
other constructions in the broad family of twist products (see e.g. [4]), it yields an
algebra in an expanded type, whose universe is the Cartesian product of the argu-
ments, and whose operations are partly internal (meaning operations in the original
type, defined componentwise) and partly external (operations not in the original type,
involving an interplay between the components).

Definition 12 Let A,B ∈ IBSL. The I-product of A and B is the algebra A� B =
〈A × B, ∧, ∨, →, ¬, 0, 1〉, of type L1 = 〈2, 2, 2, 1, 0, 0〉, such that:

(1) its 〈∧, ∨, ¬, 0, 1〉-reduct is the direct product A × B;
(2) For all a1, a2 ∈ A and all b1, b2 ∈ B,

〈a1, b1〉 → 〈a2, b2〉 =
⎧
⎨

⎩

〈¬Aa1 ∨A a2, ¬Bb1 ∨B b2
〉
, if b1 ≤B∧ b2;

〈
0A, ¬Bb1 ∨B b2

〉
, otherwise.
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Hereafter, for K,K′ ⊆ IBSL, we denote by K�K′ the class

I
({
A� B : A ∈ K, B ∈ K′}) .

2.4 Demodalised Analytic Implication

As we recalled in our introduction, the logic DAI of demodalised analytic implication
is a containment logic that can be viewed as an extension of classical logic, rather than
a subclassical logic. There are several equivalent ways to formally introduce DAI;
what is perhaps the most perspicuous one is via the set-assignment semantics given
by Richard Epstein [10], who independently rediscovered DAI under the heading of
“dependence logic”.

Hereafter, given a set X , we denote by SX the join semilattice with zero (under-
stood as an algebra in the type L0) of subsets of X , and by SX its universe. The next
definition is essentially the one in [10] and in [9, p. 20].

Definition 13 A dependence model for L1 is a triple M =〈S, v, s〉, where S is a
countable set and the maps v : V ar (L1) → {0, 1} and s : V ar (L1) → SS are
extended to Fm (L1) as follows:

• s(ϕ) = ⋃{s(x) : x ∈ var(ϕ)};
• v(0) = 0 and v(1) = 1;
• v(¬ϕ) = 1 if and only if v(ϕ) = 0;
• v(ϕ ∧ ψ) = 1 if and only if v(ϕ) = v(ψ) = 1;
• v(ϕ ∨ ψ) = 1 if and only if either v(ϕ) = 1 or v(ψ) = 1;
• v(ϕ → ψ) = 1 if and only if s(ψ) ⊆ s(ϕ) and (not both v(ϕ) = 1 and v(ψ) =

0).

Definition 14 DAI is the logic 〈Fm (L1) , �DAI〉, where for all � ∪ {ϕ} ⊆ Fm (L1),

� �DAI ϕ iff for all dependence models M =〈S, v, s〉,
if v(ψ) = 1 for all ψ ∈ �, then v(ϕ) = 1.

It is immediate from the definitions that whenever � ∪ {ϕ} ⊆ Fm (L0), we have
that � �DAI ϕ iff � �CL ϕ.

3 Algebraic Analysis of DAI

3.1 Implicative Involutive Bisemilattices

In this section we consider an expansion of involutive bisemilattices by an addi-
tional binary operation of implication, meant to algebraically represent demodalised
analytic implication. Although, strictly speaking, such implicative involutive bisemi-
lattices do not lend themselves to an analysis in terms of Płonka sums, it turns out
that a suitable variation on this theme can provide us with a handy semantics that will
be conveniently exploited below.
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Definition 15 An implicative involutive bisemilattice is an algebra

A = 〈A, ∧, ∨, →, ¬, 0, 1〉
of type L1 that satisfies the following conditions:

(1) The reduct A− = 〈A, ∧, ∨, ¬, 0, 1〉 is an involutive bisemilattice.
(2) A satisfies the following quasiequations:

(I1) x ≈ ¬x ⇒ y ≈ z;

(I2) x ∧ (x ∨ y) ≈ x ⇒ x → y ≈ ¬x ∨ y;

(I3) x → y ≈ (x → y) ∨ 1 ⇒ x ∧ (x ∨ y) ≈ x .

The quasivariety of implicative involutive bisemilattices will be denoted by
IIBSL.

Observe that, whenever A ∈IIBSL, the arrow-free reduct A− of A is an involu-
tive bisemilattice whose Płonka sum representation either contains no trivial Boolean
fibres, or, by (I1), is the trivial algebra. In particular, neither WK (Section 2.3) nor
any nontrivial semilattice with zero is the L0-reduct of any member of IIBSL.

Example 16 We leave it to the reader to check that every member of

(BA\ {B1})�SL

(see Definition 12) is an implicative involutive bisemilattice.

We now want to use a variant of the Płonka sum construction to obtain implicative
involutive bisemilattices. As a preliminary step, following the lead of [2], we adjust
the notions of a direct system and of a Płonka sum to the case in which the summands
are not algebras but logical matrices—in particular, matrix models of classical logic.

Definition 17 Let {〈Ai , Fi 〉}i∈I ⊆ Mod(CL). The triple

Tm= 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

is a d-direct system of matrices of type L0 in case:

(1) 〈I, ≤, ⊥〉 is a join semilattice with zero;
(2) If i, j ∈ I and i �= j , then Ai ∩ A j = ∅;
(3) Each fi, j is a homomorphism from Ai to A j such that

fi,i (x) = x and f j,k
(

fi, j (x)
) = fi,k (x) ;

moreover, for all i, j ∈ I , f −1
i, j

(
Fj

) = Fi .

Definition 18 The Płonka sum over a d-direct system of matrices of type L0

Tm= 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉
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is the matrix, also of type L0, P (Tm) =
〈

P (T) ,
⋃

i∈I

Fi

〉

, where P (T) is the Płonka

sum over
T = 〈{Ai }i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j

}〉
.

Throughout the rest of the paper, given A ∼= P (T), h : Fm (L0) → A and ϕ ∈
Fm (L0), we denote by ih(ϕ) the index of the fibre that contains h(ϕ).

Lemma 19 Let P (Tm) =
〈

P (T) ,
⋃

i∈I

Fi

〉

be a Płonka sum over a d-direct system

Tm of matrices. Then P (Tm) ∈ Mod(CL).

Proof Consider P (Tm) =
〈

P (T) ,
⋃

i∈I

Fi

〉

as in the statement of the lemma and let

� �CL ϕ. Let also h : Fm (L0) → A be a homomorphism such that h [�] ⊆
⋃

i∈I

Fi .

Suppose towards a contradiction that h(ϕ) /∈
⋃

i∈I

Fi . As CL is finitary, without any

loss of generality we can take � to be the finite set {γ1, ..., γn}. We compute k =
ih(γ1) ∨ ... ∨ ih(γn) and let i = ih(ϕ). Observe that, as Tm is a d-direct system, the
fact that

h(γ1) ∈ Fih(γ1), ..., h(γn) ∈ Fih(γn)

implies
fih(γ1)k(h(γ1)) ∈ Fk, ..., fih(γn)k(h(γn)) ∈ Fk .

Now, fixing j = i ∨ k, clearly we have fk j (h [�]) ⊆ Fj . Moreover, as h(ϕ) /∈ Fi ,
fi j (h(ϕ)) ∈ A j � Fj . Define now a homomorphism v : Fm (L0) → Ai as

v(x) =
{

fih(x) j ◦ h(x), if x ∈ V ar(� ∪ {ϕ}),
a ∈ A j , otherwise.

Then clearly v [�] ⊆ Fj , while v(ϕ) ∈ A j � Fj , against the fact that � �CL ϕ and
〈A j , Fj 〉 ∈ Mod(CL). This is a contradiction, so h(ϕ) ∈ F .

Now, let

Tm = 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

be a d-direct system of matrices.

Lemma 20 If P (Tm) is non-trivial, then so is 〈Ai , Fi 〉 for each i ∈ I .

Proof We reason by contraposition. So, suppose there is a trivial fibre 〈Ai , Fi 〉. We
show that an arbitrary fibre 〈Ak, Fk〉 is trivial as well, i.e. 〈A, F〉 is trivial. Fix j =
i ∨ k. Since Ai = Fi for any v : Fm (L0) → Ai we have that v(x ∧ ¬x) ∈ Fi and so
fi j (v(x ∧ ¬x)) ∈ Fj . The fact that x ∧ ¬x �CL y for every y ∈ V ar (L1), together
with 〈A j , Fj 〉 ∈ Mod(CL), entails that A j = Fj . Indeed, if there were c ∈ A j � Fj ,
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we would define h : Fm (L0) → A j such that h(x) = fi j ◦ v(x) and h(y) = c,
whence h(x ∧ ¬x) ∈ Fj , h(y) /∈ Fj . This proves that if Ai = Fi then A j = Fj for
each i ≤ j . Moreover, as by Definition 13 f −1

k j [Fj ] = Fk we obtain Ak = Fk . This
proves that each fibre is trivial.

In view of Theorem 11, the algebra reducts of Płonka sums over d-direct systems
of matrices are involutive bisemilattices, and as such they do not contain any primitive
implication connective. In particular, they do not belong to IIBSL. We now show
how to obtain certain implicative involutive bisemilattices out of such algebra reducts.

Definition 21 A P-implicative involutive bisemilattice is an algebra AP(Tm ) of type
L1 such that:

(1) its L0-reduct is isomorphic to the algebra reduct of the Plonka sum P (Tm) over
a d-direct system of matrices

Tm= 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

such that either I = {1} or for no i ∈ I , Ai = B1;
(2) the binary operation →AP(Tm ) is defined for all a, b ∈

⋃
{Ai }i∈I by the stipulation

a →AP(Tm ) b =
⎧
⎨

⎩

¬P(T)a ∨P(T) b, if a ∧P(T)
(
a ∨P(T) b

) = a;

(a ∧P(T) ¬P(T)a) ∧P(T) (b ∧P(T) ¬P(T)b), otherwise.

The class of P-implicative involutive bisemilattices will be denoted by PIBSL.
Next, we prove that this denomination is not a misnomer.

Theorem 22 Every P-implicative involutive bisemilattice AP(Tm ) belongs to IIBSL.

Proof Condition (1) in Definition 15 is a direct consequence of Theorem 11 and
Definition 15 itself. We now verify the quasiequations in Condition (2).

As regards (I1), suppose that a ∈ AP(Tm ) is such that a = ¬a. Then the fibre
containing a is a trivial Boolean algebra and thus AP(Tm ) is also trivial, by Definition
21. For (I2), let a, b ∈ AP(Tm ) be such that a ∧ (a ∨ b) = a. Then by Definition 21,
a → b = ¬a∨b. Finally, for (I3), let a, b ∈ AP(Tm ) be such that a → b = (a → b)∨
1. If AP(Tm ) is trivial, the quasiequation is satisfied. If it is not, let a ∈ Ai , b ∈ A j .
This means that a → b is the top element of the fibre Ak , where k = i ∨ j . Were it
the case that a ∧ (a ∨ b) �= a, by Definition 21 the fibre Ak would be trivial and then
AP(Tm ) would also be trivial, a contradiction.

We postpone further investigation of these structures, and of their relationships
with DAI, until after we have examined some alternative semantics for this logic.

3.2 Some Completeness Theorems

The aim of this section is to provide two algebraic semantics for DAI. The former
is based on P-implicative involutive bisemilattices, while the latter uses the prod-
uct construction in Section 2.3. The completeness of these semantics will be proved
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by showing their equivalence to the more customary modellings of DAI, either in
terms of dependence models or in terms of the models discussed by Dunn in [8, § 6]
(although this is not the main approach employed in that paper). It will be observed
that such models are a special case of models based on products of involutive
bisemilattices.

We first need a technical lemma.

Lemma 23 (1) Let M =〈S, v, s〉 be a dependence model for L1. Then there exists
a countable set X such that the map v∗, defined by

v∗ (x) = 〈v (x) , s (x)〉 ,

belongs to Hom (Fm (L1) ,B2�SX ).
(2) If X is a countable set and v ∈ Hom (Fm (L1) ,B2�SX ), then g (M) =

〈X, π1 ◦ v, π2 ◦ v〉, where π1 (resp. π2) denote the operation of left (resp. right)
projection, is a dependence model for L1.

Proof (1). We only check that v∗ respects conjunction and implication.

v∗ (ϕ ∧ ψ) = 〈v (ϕ ∧ ψ) , s (ϕ ∧ ψ)〉
=

〈
v (ϕ) ∧B2 v (ψ) , s (ϕ) ∨SS s (ψ)

〉

= 〈v (ϕ) , s (ϕ)〉 ∧B2�SS 〈v (ψ) , s (ψ)〉
= v∗ (ϕ) ∧B2�SS v∗ (ψ) ;

moreover, if s (ψ) ⊆ s (ϕ) and v (¬ϕ ∨ ψ) = ¬B2v (ϕ) ∨B2 v (ψ) = 1, then

v∗ (ϕ → ψ) = 〈v (ϕ → ψ) , s (ϕ → ψ)〉 =
〈
1B2 , s (ϕ) ∨SS s (ψ)

〉

= 〈v (ϕ) , s (ϕ)〉 →B2�SS 〈v (ψ) , s (ψ)〉 = v∗ (ϕ) →B2�SS v∗ (ψ) ,

while otherwise we have that v∗ (ϕ → ψ) = 〈
0B2 , s (ϕ) ∨SS s (ψ)

〉 =
v∗ (ϕ) →B2�SS v∗ (ψ).

(2). Again, it suffices to show that π1 ◦ v and π2 ◦ v obey the clauses in Definition
13. π2 ◦ v : Fm (L1) → ℘(X) is such that

π2 ◦ v (ϕ) =
⋃

{π2 ◦ v(p) : p ∈ V ar(ϕ)}.
As regards π1 ◦ v, we confine ourselves to showing that π1 ◦ v (ϕ → ψ) = 1 iff
π1 ◦ v (¬ϕ ∨ ψ) = 1 and π2 ◦ v(ψ) ⊆ π2 ◦ v(ϕ). However, if the right-hand side of
the biconditional is true,

v (ϕ → ψ) = v (ϕ) →B2�SX v (ψ)

= 〈π1 ◦ v (ϕ) , π2 ◦ v (ϕ)〉 →B2�SX 〈π1 ◦ v (ψ) , π2 ◦ v (ψ)〉
=

〈
¬B2 (π1 ◦ v (ϕ)) ∨B2 π1 ◦ v (ψ) , π2 ◦ v (ϕ) ∨ π2 ◦ v (ψ)

〉

=
〈
1B2 , π2 ◦ v (ϕ) ∨ π2 ◦ v (ψ)

〉
,

so π1 ◦ v (ϕ → ψ) = 1. Similarly, it is easy to check that if the right-hand side of the
biconditional is false, then π1 ◦ v (ϕ → ψ) = 0.
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We now semantically introduce two logics that we want to prove coincident with
DAI. With an eye to doing so, we provide a recipe for associating logics to classes of
implicative involutive bisemilattices.

Definition 24 If K ⊆ IIBSL, let DAIK be the logic
〈
Fm (L1) , �DAIK

〉
, where, for

all � ∪ {ϕ} ⊆ Fm (L1),

� �DAIK ϕ iff for every A ∈ K and every h ∈ Hom (Fm (L1) ,A) ,

if 1A ≤A∨ h (γ ) for all γ ∈ �, then 1A ≤A∨ h (ϕ) .

Let us note that the subclasses of IIBSL of immediate concern, for us, are
Pr = (BA\ {B1})�SL and Pr x = {B2�SX : X a countable set}. The corre-
sponding logics DAIPr and DAIPr x correspond to the logics respectively deter-
mined by certain I-products of Section 2.3 and by the Dunn models referred to
in the introduction to this subsection. Observe that DAIPr can also be viewed
as the logic determined by the class of all matrices of the form 〈B�S, F〉,
where B is a nontrivial Boolean algebra, S is a semilattice with zero, and F ={〈a, b〉 ∈ B × S : 1B = a and 1S = 0S ≤S b

}
. Since the latter condition is always

satisfied, such DAIPr -filters have the form
{〈a, b〉 ∈ B × S : 1B = a

}
. Analogously,

DAIPr x is the logic determined by the class of all matrices of the form 〈B2�SX , F〉,
where F = {〈a, b〉 ∈ B2 × SX : 1B2 = a

}
.

Theorem 25 The logics DAI, DAIPr and DAIPr x coincide.

Proof We first show the coincidence of DAI and DAIPr x . Suppose that � �DAI
ϕ. Then, according to Definition 14, for every dependence model M =〈S, v, s〉, if
v (γ ) = 1 for all γ ∈ �, then v (ϕ) = 1. With an eye to establishing that � �DAIPr x

ϕ, consider an arbitrary countable set X and a given v ∈ Hom (Fm (L1) ,B2�SX )

such that 1B2�SX ≤B2�SX∨ v (γ ), for all γ ∈ �. By our previous remarks, this holds iff
1B2 = π1 ◦ v (γ ), for all γ ∈ �. By Lemma 23.(2), 〈X , π1◦v, π2◦v〉 is a dependence
model, and since 1B2 = π1 ◦ v (γ ) for all γ ∈ �, our assumption implies that 1B2 =
π1 ◦ v (ϕ). This ensures that 1B2�SX ≤B2�SX∨ v (ϕ).

Conversely, suppose that � �DAI ϕ. Thus, there exists a dependence model
M =〈S, v, s〉 such that v (γ ) = 1 for all γ ∈ �, yet v (ϕ) = 0. By Lemma 23.(1),
v∗ (p) = 〈v (p) , s (p)〉 belongs to Hom (Fm (L1) ,B2�SS). Since 1B2 = v (γ ) =
π1◦v∗ (γ ) for all γ ∈ �, then 1B2�SS ≤B2�SS∨ v∗ (γ ), for all γ ∈ �. However, it is
not the case that 1B2�SS ≤B2�SS∨ v∗ (ϕ). Therefore � �DAIPr x ϕ.

Since it is trivially the case that �DAIPr ⊆�DAIPr x , we prove the converse inclu-
sion. Assume that � �DAIPr x ϕ; since DAI = DAIPr x , � can be assumed to be a
finite set {γ1, ..., γn}. Take a nontrivial Boolean algebra B and a semilattice with zero
S, together with v ∈ Hom (Fm (L1) ,B�S), such that 1B�S ≤B�S∨ v (γ ), for all
γ ∈ �, but it is not the case that 1B�S ≤B�S∨ v (ϕ). By the structure of I-products,
this means that either 1B �= π1◦v (ϕ) or 1S �

S π2◦v (ϕ). If the former, then B2 fal-
sifies the quasiequation γ1 ≈ 1&...&γn ≈ 1 ⇒ ϕ ≈ 1, since B2 generates BA as a
quasivariety. Call v1 the falsifying valuation; then for any countable set X and for any
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v+ ∈ Hom (Fm (L1) ,B2�SX ) such that π1◦v+ = v1, the algebra B2�SX ∈ Pr x

will be such that 1B2�SX ≤B2�SX∨ v+ (γ ) for all γ ∈ �, but 1B2�SX
�

B2�SX∨ v+ (ϕ),
contradicting the assumption that � �DAIPr x ϕ. If the latter, then some countable
power SX

2 of the 2-element semilattice with zero S2 falsifies the same quasiequation,
because S2 generates SL as a quasivariety. Calling v2 the falsifying valuation, we get
another family of algebras of the form B2�SX , and of homomorphisms v+∗, where
π2◦v+∗ = v2, that contradict once more the assumption � �DAIPr x ϕ.

Theorem 25 can be viewed as showing that each of the classes Pr and Pr x

is an algebraic semantics for DAI, under the set of defining equations τ (x) =
{1 ∨ x ≈ x}. Our next step is proving that the class PIBSL of P-implicative
involutive bisemilattices is an algebraic semantics for DAI as well.

Theorem 26 The logics DAI and DAIPIBSL coincide.

Proof Suppose that � �DAI ϕ; as above, w.l.o.g. � can be taken to be finite. We
resort once more to Definition 14, which guarantees that for every dependence model
M =〈S, v, s〉, if v (γ ) = 1 for all γ ∈ �, then v (ϕ) = 1. Let now A = AP(Tm ) ∈
PIBSL, where

Tm= 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

.

Then notice that it also holds A = A
P
(
Tm′)

Tm′=
〈
{〈Ai , {1Ai }〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j

}〉

and let h ∈ Hom (Fm (L1) ,A) be such that 1A ≤A∨ h (γ ) for all γ ∈ �. Since we
are only interested in such members of PIBSL as can potentially falsify entailments
with finitely many premisses, A can be taken to be countable. For a ∈ A, the notation
↓ a will be shorthand for {

b ∈ A : b ≤A∨ a
}

.

Consider the triple MA = 〈SA, vA, sA〉, where:

SA = {↓ a : a ∈ A} ;

vA (x) =
⎧
⎨

⎩

1 if h (x) ∈
⋃

i∈I

{
1Ai

}
,

0, otherwise;

sA (x) = ↓ h (x) .

We prove that MA is a dependence model. The only nontrivial item to check is
that for all formulas χ, ψ , vA(χ → ψ) = 1 if and only if sA(ψ) ⊆ sA(χ) and (not
both vA(χ) = 1 and vA(ψ) = 0).

We claim that for all formulas χ, ψ , ih (χ) ≤ ih (ψ) if and only if sA(χ) ⊆
sA(ψ). From left to right, suppose ih (χ) ≤ ih (ψ) and let V ar (χ) = {x1, ..., xn},
V ar (ψ) = {y1, ..., ym}. By Definition 6 ih (χ) = ∨

i≤n ih (xi ) and ih (ψ) =
∨

j≤m ih
(
y j

)
. As ↓ ih (χ) = ⋃

i≤n ↓ ih(xi ) = sA(χ) and ↓ ih(ψ) = ⋃
j≤m ↓

ih(yi ) = sA(ψ), we obtain sA(χ) ⊆ sA(ψ) as desired. Conversely, the fact that
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sA(χ) ⊆ sA(ψ) implies ↓ ih (χ) ⊆↓ ih (ψ) and this, together with the fact that
ih (χ) = ∨

i≤n ih (xi ) and ih (ψ) = ∨
j≤m ih

(
y j

)
, entails ih (χ) ≤ ih (ψ). This

proves our claim.
Thus, vA(χ → ψ) = 1 iff h (χ → ψ) ∈

⋃

i∈I

{
1Ai

}
, iff ih (ψ) ≤ ih (χ) and (not

both h (χ) ∈
⋃

i∈I

{
1Ai

}
and h (ψ) /∈

⋃

i∈I

{
1Ai

}
), iff sA(ψ) ⊆ sA(χ) and (not both

vA(χ) = 1 and vA(ψ) = 0). So our claim is proved and MA is a dependence model.
Since 1A ≤A∨ h (γ ) for all γ ∈ �, it follows that vA (γ ) = 1 for all γ ∈ �, whence

vA (ϕ) = 1 and so h (x) ∈
⋃

i∈I

{
1Ai

}
. Consequently, 1A ≤A∨ h (ϕ).

Conversely, suppose that � �DAI ϕ. Thus, there exists a dependence model
M =〈S, v, s〉 such that v (γ ) = 1 for all γ ∈ �, yet v (ϕ) = 0. Consider the
semilattice with zero 〈℘ (S) , ∪,∅〉, and let

Tm= 〈{〈Ai , Fi 〉}i∈℘(S), 〈℘ (S) , ∪,∅〉 ,
{

fi, j : i, j ∈ ℘ (S) and i ⊆ j
}〉

,

where each Ai is an isomorphic copy of B2, Fi = {
1Ai

}
for all i ∈ ℘ (S), and

fi, j (a) is the image of a under the unique automorphism of B2. It can be checked that
Tm is a d-direct system of matrices. Now, define h : Fm (L1) → AP(Tm ) as follows
for any ψ ∈ Fm (L1): h (ψ) = 1As(ψ) if v (ψ) = 1, h (ψ) = 0As(ψ) otherwise.

It follows that 1AP(Tm ) ≤AP(Tm )
∨ h (γ ), for all γ ∈ �, while it is not the case that

1AP(Tm ) ≤AP(Tm )
∨ h (ϕ).

4 Leibniz ReducedModels

In this section we characterise the Leibniz reduced models of the logic DAI. Recall
that {¬a ∨ b, ¬b ∨ a} is a set of congruence formulas for CL, as the next lemma
makes clear:

Lemma 27 [15, Ex. 6.67] Let 〈A, F〉 ∈ Mod∗(CL), and a, b ∈ A. Then

〈a, b〉 ∈ AF ⇐⇒ {¬a ∨ b, ¬b ∨ a} ⊆ F.

We will also need the following result.

Lemma 28 [15, Cor. 6.56] A set �(x, y) of formulas defines the Leibniz congruence
of F on A if and only if it defines the identity in 〈A/AF, F/AF〉.

Theorem 29 Let 〈A, F〉 ∈ Mod(DAI). Then for all a, b ∈ A, 〈a, b〉 ∈ AF iff
{a → b, b → a} ⊆ F.

Proof The left-to-right direction follows directly from Lemma 1. Conversely, let
a →, b, b → a ∈ F . Suppose, towards a contradiction, that 〈a, b〉 /∈ AF , i.e.
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there exists a unary polynomial function ϕ(x, �v) such that for appropriate parameters
�c ∈ A, ϕ(a, �c) ∈ F iff ϕ(b, �c) /∈ F . If we show the admissibility of the rule

x → y, y → x, ϕ(x, �v) �DAI ϕ(y, �v) (R)

we obtain the desired contradiction. By Theorem 26, DAI = DAIPIBSL, whence
it suffices to show that the rule is admissible in the latter. To this end let 〈C, G〉 ∼=
P (Tm) ∈ Mod(DAIPIBSL), where

Tm = 〈{〈Ci , Gi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

.

W.l.o.g., we take C to be non trivial. Let h : Fm (L1) → C be s.t. h(x → y), h(y →
x), h(ϕ(x, �v)) ∈ G. At first observe that h(x → y), h(y → x) ∈ G implies (i):
h(x), h(y) ∈ Ci and (ii): h(x), h(y) ∈ Gi or h(x), h(y) ∈ Ai � Gi . In fact, if (i)
were false, h(x → y) ∈ G would imply h(y → x) /∈ G, while (ii) is justified by
noticing that if h(x) ∈ G and h(y) /∈ G we would have that h(¬x ∨ y) ∈ G if and
only if h(¬y ∨ x) /∈ G.

By induction on the complexity of ϕ(x, �v) we show h(ϕ(y, �v)) ∈ G. We assume
that the variable x actually occurs in ϕ(x, �v), for otherwise the rule (R) is trivially
admissible. For the base case, let first ϕ(x, �v) = x ; then our conclusion is immediate,
as h(x → y), h(y → x) ∈ G together with h(x) ∈ G implies h(y) = h(ϕ(y, �v)) ∈
G. The cases ϕ(x, �v) = ¬x and ϕ(x, �v) = x ∗ z, for ∗ ∈ {∧, ∨}, are also immediate
(here z is an arbitrary variable in �v). To round off the base case, let ϕ(x, �v) = x → z
(if ϕ(x, �v) = z → x we argue analogously). As h(ϕ(x, �v)) = h(x) → h(z) ∈ G,
we have ih(x) ≤ ih(z) and h(x ∨ z) ∈ G, so ih(x) = ih(y) ≤ ih(z). Moreover
h (¬x) ∨ h (z) ∈ G implies h(x) /∈ G or h (z) ∈ G. Recalling that if h(x) /∈ G then
h(y) /∈ G we conclude h(y → z) ∈ G. Next, we deal with the inductive step. If
ϕ(x, �v) = σ(x, �v) ∗ ε(x, �v), by induction hypothesis we can assume h(σ (x, �v)) ∈ G
if and only if h(σ (y, �v)) ∈ G and h(ε(x, �v)) ∈ G if and only if h(ε(y, �v)) ∈ G. This,
together with the fact that h (x) , h (y) belong to the same fibre in P (Tm), entails
ϕ(y, �v) ∈ G, proving the admissibility the rule (R) in DAIPIBSL = DAI. This
shows ϕ(b, �c) ∈ G, and leads us to the desired contradiction. So 〈a, b〉 ∈ AF .

Theorem 29 boils down to the fact that {x → y, y → x} is a set of congruence
formulas for DAI. The next theorem identifies the Leibniz reduced models of DAI
with a reduct representable as Płonka sum over a d-direct system of matrices.

Theorem 30 Let 〈A, F〉 ∈ Mod(DAI), such that its L0-reduct is a Płonka sum over
a d-direct system

Tm = 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

.

Then 〈A, F〉 ∈ Mod∗(DAI) iff either A is trivial, or for each i ∈ I , 〈Ai , Fi 〉 ∈
Mod∗(CL)\ {〈B1, {1}〉}.

Proof From left to right, consider 〈A, F〉 ∈ Mod∗(DAI). We show that for each
i ∈ I and for all a, b ∈ Ai such that a �= b, 〈a, b〉 /∈ Ai Fi . Fix a, b ∈ Ai . Since
AF = id, Theorem 29 implies that {a → b, b → a} � F . Moreover, as in this
case a → b = ¬a ∨ b and b → a = ¬b ∨ a, we obtain {¬a ∨ b, ¬b ∨ a} � Fi
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which, by Lemma 27, entails 〈a, b〉 /∈ Ai Fi , as desired. It remains to show that
if A is nontrivial, each fibre Ai is nontrivial. Suppose otherwise. This implies there
exists j ∈ I , j �= i and, by Lemma 20, for every k ∈ I it holds Ak = Fk . Therefore
AF = A × A, a contradiction.

We now prove the other direction. Suppose either A is trivial, or for each i ∈ I ,
〈Ai , Fi 〉 ∈ Mod∗(CL)\ {〈B1, {1}〉}. If the former, then trivially AF = id. So, let
A be nontrivial, which entails that each fibre Ai is nontrivial. Fix a, b ∈ A such
that a �= b; let moreover a ∈ Ai and b ∈ A j . Observe first that if i = j then the
assumption Ai Fi = id directly entails 〈a, b〉 /∈ AF . If i �= j consider i ∨ j = k
(in case i, j are comparable, assume w.l.o.g. i < j). Consider the unary polynomial
function x → b. Clearly b → b = 1A j ∈ Fj ⊆ F , while a → b = 0Ak . The fact
that Ai �= Fi and Lemma 20 imply Ak �= Fk and therefore a → b = 0Ak /∈ Fk . By
Lemma 1, we obtain 〈a, b〉 /∈ AF .

Corollary 31 Let 〈A, F〉 ∈ Mod(DAI), such that its L0-reduct is a Płonka sum over
a d-direct system

Tm = 〈{〈Ai , Fi 〉}i∈I , 〈I, ≤, ⊥〉, { fi, j : i, j ∈ I and i ≤ j
}〉

.

Then AF = ⋃
i∈i Ai Fi .

Proof Assume 〈a, b〉 ∈ AF . By Theorem 29 {a → b, b → a} ⊆ F , which entails
a, b ∈ Ai . So {¬a ∨ b, ¬b ∨ a} ∈ Ai Fi ⊆ ⋃

i∈i Ai Fi . The converse inclusion
follows from Theorem 30.

5 Algebraisability and Related Properties

In this final section, we show that DAI is algebraisable with IIBSL as an equiva-
lent algebraic semantics; moreover, we prove that it fails to be selfextensional. Thus,
while DAI ranks among the best-behaved logics in terms of the so-called Leibniz
hierarchy—which measures the “degree to which [logics] can be faithfully repre-
sented by the equational logic of [their algebraic counterpart]” [16, p. 44], it is not
so ideal in terms of the Frege hierarchy, which measures the degree to which the
interderivability relation of a given logic obeys by compositionality principles.

We start with a useful lemma. Throughout this section, given an involutive bisemi-
lattice A, we denote by A→ the result of adding to it a binary operation → according
to the stipulations of Definition 21.

Lemma 32 Let A ∈ IIBSL and ϕ, ψ ∈ Fm (L1). For h ∈ Hom (Fm (L1) ,A),
the following conditions are equivalent:

(1) 1 ≤∨ h(ϕ → ψ) = h(ϕ) →A h(ψ);
(2) for every v ∈ Hom

(
Fm (L1) ,

(
A−)→)

such that v(x) = h(x) for all x ∈
V ar (L1), 1 ≤∨ v(ϕ → ψ) = v(ϕ) →(A−)

→
v(ψ).

Proof W.l.o.g. we assume ϕ, ψ do not contain occurrences of →.
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(1)⇒(2). Let A− ∼= P(T), where

T = 〈{Ai }i∈I , 〈I, ≤〉 ,
{

fi, j : i, j ∈ I and i ≤ j
}〉

.

Recall that A− ∈ IBSL and that A and
(
A−)→ have the same →-free reduct; there-

fore v(χ) = h(χ) for every →-free formula χ and for every v : Fm (L1) → (
A−)→

that coincides with h on the set V ar (L1). Assume now 1 ≤∨ h(ϕ → ψ) =
h(ϕ) →A h(ψ). By I3 in Definition 15 we have iv(ψ) ≤ iv(ϕ) and thus, by I2,
1 ≤∨ v(ϕ → ψ) = v(¬ϕ ∨ ψ), which, by Definition 21 entails 1 ≤∨ v(ϕ → ψ) =
v(ϕ) →(A−)

→
v(ψ).

(2)⇒(1). Let v : Fm (L1) → (
A−)→ be such that v(x) = h(x) for all x ∈

V ar (L1). Our assumption implies that 1 ≤∨ v(ϕ → ψ) = v(ϕ) →(A−)
→

v(ψ). By
Definition 21 we have iv(ψ) ≤ iv(ϕ) and 1 ≤∨ v(¬ϕ ∨ ψ). Since iv(ψ) ≤ iv(ϕ)

implies
v(ϕ ∧ (ϕ ∨ ψ)) = h(ϕ ∧ (ϕ ∨ ψ)) = h(ϕ) = v(ϕ),

by I2 in Definition 15 we obtain 1 ≤∨ h(ϕ → ψ) = h(¬ϕ ∨ ψ) = v(¬ϕ ∨ ψ), as
desired.

Theorem 33 DAI is algebraisable with IIBSL as equivalent quasivariety seman-
tics via the mappings τ(α) = {1 ∨ α ≈ α} and ρ(α, β) = {α → β, β →
α}.

Proof By Lemma 2, it will suffice to establish Conditions AL1 and AL4 in the
Definition of algebraisability.

(AL1) We have to show that � �DAI ϕ iff τ(�) �Eq(IIBSL) τ (ϕ).
From left to right, assume � �DAI ϕ; w.l.o.g. � = {γ1, ..., γn} can be taken

to be finite. Suppose towards a contradiction that there exist A ∈ IIBSL and
h ∈ Hom (Fm (L1) ,A) such that 1 ≤∨ h (γ1) , ..., h (γn), yet 1 �∨ h (ϕ). By
Lemma 32, for every v ∈ Hom

(
Fm (L1) ,

(
A−)→)

such that v(x) = h(x) for all
x ∈ V ar (L1), 1 ≤∨ v (γ1) , ..., v (γn), yet 1 �∨ v (ϕ). Since

(
A−)→ ∈ PIBSL,

this means � �DAIPIBSL ϕ and thus, by Theorem 26, � �DAI ϕ, which contradicts
our assumption.

From right to left, since PIBSL ⊆ IIBSL, it follows that DAIIIBSL ⊆
DAIPIBSL. Thus, by Theorem 26,

τ(�) �Eq(IIBSL) τ (ϕ) ⇐⇒ � �DAIIIBSL ϕ ⇒ � �DAIPIBSL ϕ ⇐⇒ � �DAI ϕ.

(AL4) We must prove that ϕ ≈ ψ ��Eq(IIBSL) {1 ≤∨ ϕ → ψ, 1 ≤∨ ψ → ϕ}.
Thus, let A ∈ IIBSL and let a ∈ A. Recall that every IBSL (whence also A−)
satisfies the identities 1 ≤∨ 1 ∨ x ≈ x ∨ ¬x . Since a = a ∧ (a ∨ a), by I2 in
Definition 15 we have that 1 ≤∨ a → a = a ∨ ¬a. Let now a, b ∈ A, and let
1 ≤A∨ a → b, 1 ≤A∨ b → a. By I3, a and b belong to the same fibre Ai in the Płonka

sum representation of A−. Thus, by I2, 1 ≤Ai∨ b ∨ ¬a, a ∨ ¬b, which implies (since
Ai is Boolean) a ≤Ai∨ b ≤Ai∨ a, hence a = b.

To obtain an important corollary of algebraisability, we need a standard result in
AAL.
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Theorem 34 [15, Prop. 4.57] Let L be algebraisable with equivalent quasivariety
semantics K and with defining equations τ(x). Then 〈A, F〉 ∈ Mod∗(L) if and only
if A ∈ K and F = {a ∈ A : ϕA(a) = ψA(a), for all ϕ(x) ≈ ψ(x) in τ(x)}.

The next corollaries refine Theorem 29 to a full characterisation of the Leibniz
reduced models of DAI and their algebra reducts.

Corollary 35 A lg∗(DAI) = A lg(DAI) = IIBSL.

Corollary 36 〈A, F〉 ∈ Mod∗(DAI) if and only if A ∈ IIBSL and F = {a ∈ A :
1 ≤A∨ a}.

Taking into account Theorems 22 and 26, Theorem 33 can be easily straightened
up into a proof that PIBSL is an equivalent algebraic semantics of DAI as well.
By Theorem 3, it follows that IIBSL =I S P PU (PIBSL). It is natural to wonder
whether a stronger result holds to the effect that every implicative involutive bisemi-
lattice is isomorphic to a P-implicative involutive bisemilattice, and whether all the
matrices in Mod∗(DAI) can be represented as Płonka sums over d-direct systems of
matrices. The next example answers both questions in the negative.

Example 37 Consider the following algebra A of type L1, where the operations in
the L0-reduct are computed according to Definition 7, and → is defined as follows
for a, b ∈ A:

a → b =
⎧
⎨

⎩

¬a ∨ b if a = a ∧ (a ∨ b) ,

0 otherwise.

3

��
��
��
��
��
��
�

��
��

��
��

��
��

�

1

���������

a

��
��

��
��

��
��

� b

��
��
��
��
��
��
�

0

���������

2

Clearly A ∈ IIBSL, but A /∈ PIBSL, as

0 →A a = 0 while 0 →(A−)→ a = 3.

So, in particular, A /∈ PIBSL, and 〈A, {1, 3}〉 is a Leibniz reduced model of DAI
whose algebra reduct is not in {A→ : A ∈ IBSL}.
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We leave it for future research to determine whether IIBSL is a proper quasiva-
riety, and to find out the exact relationships between the algebraic structures studied
in this paper and the algebras investigated in [9].

Finally, we show that in terms of its placement within the Frege hierarchy, DAI is
not even selfextensional.

Theorem 38 DAI is not selfextensional.

Proof We have to show that ��DAI is not a congruence on Fm (L1). To this end,
it suffices to observe that α ∨ ¬α ��DAI β ∨ ¬β while (α ∨ ¬α) → α ��DAI
(β ∨ ¬β) → α.
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