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Abstract
We model the conventional meaning of utterances that combine two distinct clause
types: a (positive) declarative or imperative (in rare cases, interrogative) anchor and
a (negative) interrogative tag, such as won’t you?. We argue that such utterances
express a single speech act, and in fact, a single conventional update of the conversa-
tional scoreboard. The proposed model of this effect is a straightforward extension of
prior proposals for the semantics of declaratives, imperatives, and preposed-negation
interrogatives. Ours is the first unified account of these phenomena that addresses the
sentential force of these utterances and outlines how the speech act effects arise from
the scoreboard update and contextual factors.We enrich the conversational scoreboard,
interpreted as a model of sentential force, to include graded commitments and non-
at-issue meanings. A consequence of our model is that modified utterances can create
“blended” speech acts which share some, but not all, properties with the unmodified
utterances. The proposal has implications for models of other utterance modifiers, as
well as for negative interrogatives and negation in general, and for imperative/jussive
constructions.
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1 Introduction

The relationship between linguistic forms of utterances and the speech acts they
express has been the subject of much recent debate. To provide a window into the
nature of the semantics-pragmatics interface, we study an utterance modifier which
cuts across both clause type and speech act categories, calling for a unified analysis.
We look at the negative reverse polarity question tag won’t you? in American English,
which can be attached to declarative or imperative clauses alike (1)–(2). Intuitively,
the speaker seems to be uttering a kind of confirmation request in both cases.

(1) You’ll take care of it, won’t you? [OpenSubtitles2016, ex.#928796]

(2) Excuse us, won’t you? [BYU SOAP Corpus, GH 2003-02-14]

We start from two empirical observations about won’t you?: that a tagged utterance
expresses a single speech act, and that for some utterances this single effect is the
same, whether it is produced by reverse-polarity (RP) tagged declarative or tagged
imperative utterances (Sect. 2). We follow these with two further observations regard-
ing the RP-tagged declaratives: that they can express modified assertions or modified
directives, and that in the former use they express higher levels of commitment and
place different restrictions on their context of use than related constructions, such as
preposed-negation questions (PrepNegQs). These observations lead us to investigate
how to bridge the gap from the semantics of a sentence to the speech act realized by
its utterance.

We follow the line of research that divides this computation into two separate stages,
in which the first step is determining the sentential force of the utterance, a meaning at
the semantics-pragmatics interface which is closely tied to linguistic form, followed
by the second step, a pragmatic computation to determine the corresponding speech
act (e.g. Chierchia & McConnell-Ginet, 2000; Murray & Starr, 2021).

The illocutionary force (speech act) results from the sentential force via pragmatic
reasoning that takes into account speakers’ aims and contextual factors. Chierchia
and McConnell-Ginet (2000) define sentential force as “what the grammar assigns to
the sentence to indicate how that content is conventionally presented,” the semantic
correlate of (declarative, interrogative, or imperative, a.o.) sentence type. As noted by
many scholars (e.g. Levinson, 1983), the same sentence can be used to perform many
illocutionary acts, at times several illocutionary acts at the same time. For instance,
the utterance in (3) is compatible with the speech act of assertion, defined by Searle
(1969) as the speech act type whose “point or purpose […] is to commit the speaker
[…] to something’s being the case, to the truth of the expressed proposition”. It is also
compatible with a directive speech act, whose “illocutionary point […] consists in the
fact that they are attempts […] by the speaker to get the hearer to do something.” It
is not compatible with the act of wishing abstractly that something may happen. In
contrast, the utterance in (4) could be used to convey a directive speech act or a wish
for the addressee to have a good time, but not an assertion.

(3) You will help her.

(4) Go have an adventure!
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In addition, it is often explicitly or implicitly assumed that speech acts fall into several
clearly distinguished categories, and this is sometimes encoded in covert speech act
operators that drive the semantic/pragmatic computation (e.g. Haegeman, 2004; Frey,
2012; Krifka, 2014, 2015; Korotkova, 2015). In the simplest case, the covert speech
act operator is associated with the syntactic clause type of its sentence as a Force
operator: declarative sentences are then taken to encode assertions, interrogative sen-
tences correspond to queries, etc. More complex theories of the semantics-pragmatics
interface associate individual aspects of speech acts, such as speaker commitment,
with specific linguistic forms, including declarative or interrogative clause types, as
well as intonation.

This paper develops an account of the semantics-pragmatics interface that falls into
the tradition of sentential force followed by a separate pragmatic process to deter-
mine the speech act, and where different aspects of sentential force, such as speaker
commitments, are expressed by different aspects of linguistic form. This allows us
to derive meanings that combine aspects of different speech act types, accounting
for utterances that express essentially “hybrid” speech acts. We demonstrate that a
syntactic encoding of speech acts is not fine grained enough to capture the semantic
flexibility of utterance modifiers such as the one studied here.

Our analysis spells out the semantic components of won’t you? utterances and
considers these components’ impact on the conversational scoreboard in the Table
model of conversational dynamics (Farkas & Bruce, 2010, subsequently, F&B). We
analyze won’t you? tags as elliptical PrepNegQs, using Romero’s (2015) and Repp’s
(2013) falsum operator.

Further, we model the contribution of imperative utterances to the scoreboard by
adapting Kaufmann’s (2016) proposal to the F&Bmodel. We argue that F&B’s score-
board is not a model of speech acts, but rather of conventional dynamic semantic
effects. We modify and extend the model to propose a unified analysis of the meaning
of imperatives and declaratives, and the way that won’t you? tags modify it. The tag
does this by changing the dynamics of the conversational scoreboard, which repre-
sents aspects of meaning closely tied to linguistic form of the utterance, and thereby
affecting the pragmatic calculations that use the scoreboard as their starting point. We
follow with a sketch of this pragmatic reasoning from conventional meaning to the
direct or indirect speech act. Finally, we compare our proposal to previous scholarship
on themodeling of tag questions in the conversational scoreboard and on the semantics
of clause types.

2 The empirical landscape

In this paper, we specifically investigate the English question tag won’t you?, used as
a reverse-polarity tag as in (1)–(2).
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2.1 Methodology

We start from naturally occurring corpus examples from the BYU corpora of Ameri-
can English: COCA (24 examples; Davies, 2010) and SOAP (190 examples; Davies,
2011), as well as 80 additional examples from the OpenSubtitles2016 corpus (Lison
& Tiedemann, 2016).

Our target dialects are US American English ones, including speakers from the
North East, Midwest, and California. We do not consider British English dialects. We
selected the COCA and SOAP corpora with the aim of having a sufficiently large
number of natural examples from contemporary informal speech. Please note that
the SOAP corpus consists of transcripts of what the actors actually said, which are
presumably more natural than the original scripted dialog. We normed the naturalness
of all the OpenSubtitles examples by collecting acceptability ratings from 11 native
speakers on a 3-point scale. The acceptability for the examples was at ceiling.1

While all our examples are based on spoken English, for native speaker annota-
tors the data was presented in written form. The data was separated into the main
dataset containing tags, where won’t you? was separated from its prejacent/anchor
with a comma, and a smaller section with independent Won’t you? utterances, sepa-
rated from preceding material by a period. An investigation of prosodic properties of
such examples lies outside the scope of our paper. We expect, however, that there is
considerable correlation between the prosody of the original examples and the tran-
scribers’ choice to use a comma or a period. We suspect that the correlation between
punctuation and intonation is imperfect, and that punctuation reflects intent (same vs.
separate speech act) more than it reflects intonation. Dehé and Braun (2013), as well
as Eisenacher (2016) suggest that phrasing is more important than pitch contour in the
intonation of tag questions.

Eleven native speaker annotators rated various properties of the examples, includ-
ing acceptability and aspects of meaning such as desirability or certainty. They also
compared tags to modified examples where the tags were replaced by corresponding
PrepNegQs, see (5). Five annotators saw the constructed PrepNegQs first, while six
saw the original tag data first.

(5) Won’t you come sit? [BYU SOAP, AMC 2011-1-31]

Three native speaker annotators trained in pragmatics additionally annotated speech
acts, both those that would be expressed by the anchor by itself, and those of the
complete tagged utterances.

2.2 The first pattern

The phenomenon consists of four data patterns, which we present in this section.
We start by noting that the effect of the anchor+tag (1) differs markedly from

examples like (6), in which the declarative and the question appear as independent
utterances.

1 In the following, we report our native informants’ judgments, though according to one reviewer, not all
speakers of American English agree with them.
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(6) You’ll take care of it. Won’t you?

The most natural analysis of (6) is that the two clauses represent two separate speech
acts. In contrast, the RP tag in (1)might represent one or two speech acts. Prior scholars
argue for different analyses: thus, Reese and Asher (2007) propose that the declarative
anchor and the question tag represent two speech acts, the effect of the second one
interacting with that of the first, whileWiltschko et al. (2018) treat the tag as a modifier
of the anchor within a single speech act.

We observe that the tag question (1) has the effect of a mitigated (possibly polite)
request. This construction is used frequently in English to politely request real-world
actions from the hearer. In contrast, (6) invites the inference that the speaker has
taken part of their first utterance back. A very strong assertion or order uttered in
the first sentence is partially retracted by the speaker after the fact, by adding the
second sentence. An order or request uttered in the first sentence, when followed by
the separate “Won’t you?” question, conveys uncertainty regarding whether it will be
carried out, since the question is a request for explicit commissive confirmation from
the hearer, doubling-down on the initial request and indirectly also taking away from
the initial authority or certainty behind it.

The difference between the tagged utterance (1) and the separate two-utterance
discourse (6) shows that the tag prevents the anchor from realizing the full speech act
effects that it would have if it remained untagged. We can see this from the fact that
the felicity conditions for the two cases are quite different: (6) is only felicitous if the
speaker has a high level of social authority over the hearer, similar to the bare utterance
of the anchor without the tag, while (1) is felicitous even if the speaker has no specific
authority over the hearer (that is, the speaker can’t make the hearer do anything). We
conclude that (1) represents a single modified speech act, while (6) represents two
separate ones. It remains to be shown what exactly the contribution of the tag is to the
meaning of the entire utterance.

The following naturally occurring examples2 demonstrate won’t you? utterances
which would be infelicitous if replaced by a two-sentence sequence, since it’s odd for
the speaker to make the commitment induced by the first sentence:

(7) You’ll have children, won’t you? They make such a difference.

(8) A: Now let’s get up front, huh?
B: You really will let my father go, won’t you?
A: Why would I hurt the old boy […]?

To figure out what is different about Won’t you? as a separate utterance, we searched
the BYU SOAP corpus (Davies, 2011). In contrast to the won’t you? tag, of which
there were 191 examples in the corpus, we found only 6 instances of the separate
Won’t you? utterances following declaratives, and 3 more with Won’t you? doubling
the tag.

These rare instances of Won’t you? as a separate utterance following up on a declar-
ative statement or declarative request all result in an interpretation wherein the speaker
revises their initial speech act:

2 Both examples are from the OpenSubtitles corpus (Lison & Tiedemann, 2016).
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(9) EJ: And I trust that you will do what is right to make sure that our children
aren’t affected by Rafe’s recent erratic behavior. Won’t you?

[BYU SOAP, DAYS 2011-04-05]

In (9)we can see the speaker beginswith a declarative assertionmarkedwith a certainty
marker, an epistemic ‘I trust’. This speech act is then immediately undermined by the
question Won’t you? which serves as an attempt to extract a promise of compliance
from the addressee.

(10) I will do whatever it takes to beat this, to beat this curse, because you will wait
for me. You will. Won’t you?
Lucy: Yeah. I – I will wait for you. [BYU SOAP, PC 2003-01-20]

In (10) the prediction that Lucy will wait for the speaker is presented in a factive
construction, so the speaker presents himself as initially strongly committed to it. The
question Won’t you? makes that commitment dependent on the hearer’s answer.

2.3 The second pattern

Having concluded that won’t you? is an utterance modifier that affects the kind of
speech act realized by the utterance, we must now investigate at which level in the
semantic/pragmatic computation the operator comes in to achieve this effect. We
observe that the tag won’t you? cannot apply simply to the proposition denoted by the
anchor, since it can occur with types of anchor clauses that do not denote propositions.
The imperative anchors in tag questions like (2) may or may not denote propositions.
In addition, in corpus data we even find won’t you? tag questions with interrogative
anchors, such as (11) from the SOAP corpus (Davies, 2011). The interrogative anchor
in (11) cannot denote a proposition (Groenendijk & Stokhof, 1984; Francez, 2017).

(11) Why don’t you hold me down outside for a moment, won’t you?
[BYU SOAP, OLTL 2007]

While the anchor is syntactically interrogative in (11), it does not express a query
speech act. The interrogative in the anchor is instead interpreted as a directive, creating
the impression that the tag modifies the fully-interpreted indirect speech act of the
anchor. The fact that “Why don’t you”-questions can be used as indirect directives in
English is a matter of linguistic convention (“Why don’t you”-questions are a common
way of expressing suggestions, advice, or even requests). We thus conclude that the
tag won’t you? comes in at the level of the (conventional) speech act expressed by the
anchor to modify it.

As just shown, clause types do not always match the speech act of the anchor
(including clauses modified by tags (Holmes, 1984; Heim et al., 2016)). In the case
of won’t you?, the speech act of the utterance is often a kind of directive. Directives
with both declarative and imperative anchors are often very similar to each other in
terms of the effect of the won’t you? RP tag. The modified request in (1), repeated
here, could also be rephrased using an imperative anchor:

(12) You’ll take care of her, won’t you?
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(13) Take care of her, won’t you?

A model of discourse that accounts for this pattern must have enough flexibility to
encode modifiers like won’t you?, whose meaning cuts across clause types and speech
acts to create an utterance expressing a blended/hybrid meaning combining elements
of different speech acts, such as directive and query.

This is problematic for several types of syntactic approaches to speech acts. Any
theory that encodes sentential force (Chierchia & McConnell-Ginet, 2000: 214; Port-
ner, 2004; Murray, 2010; Starr, 2010) via “assert”, “question”, and “direct” operators,
cannot account for tag question data, which shows that there are blended/intermediate
types of utterances. For instance, the definition of the ASSERT operator in Krifka
(2014) and the associated notion of commitment (liability for the truth of the propo-
sition, such as providing evidence for it) provide no way of handling non-assertive
speech acts (cf. in contrast, Scheffler, 2008, 2013), or hybrid speech act types.

A more flexible approach, in which syntax constrains aspects of sentential or illo-
cutionary force, without discrete operators determining the total force of a clause,
would fare better in this respect, since we would no longer need different versions of
the tag for attaching to the different types of clauses in (1,13), and so would no longer
be losing the generality that the same effect is derived in both variants. In this paper,
we pursue such an approach, using the conversational scoreboard model (Farkas &
Bruce, 2010).

2.4 The third pattern

Declarative won’t you?-tagged utterances show an additional ambiguity. In addition
to or instead of the modified request reading, some tagged declaratives are understood
as true confirmation questions about the speaker’s prediction about the future. The
difference is obvious with these examples from the OpenSubtitles corpus (Lison &
Tiedemann, 2016).

(14) You will keep an eye on them, won’t you?

(15) Now you’ll sulk, won’t you?

Both sentences have declarative anchors. While (14) can be interpreted as a (polite)
request to “keep an eye on them”, (15) cannot be understood as a request. It is clear
that sulking is not something a speaker would ever prefer a hearer to do, and thus
not something she would request of the hearer. Instead, the anchor contributes the
prediction by the speaker that the hearer will be in a bad mood. The tag won’t you?
acts as a confirmation request to check whether the speaker’s predictions about the
hearer’s future actions are true. RP tagged declaratives used as confirmation questions
such aswon’t you?-tagged (15), have been extensively studied (cf. Cattell, 1973; Ladd,
1981; Tottie &Hoffmann, 2006; Dehé &Braun, 2013; Malamud& Stephenson, 2014,
among others). The tag matches the anchor in agreement features, but in this case, also
in its future tense. The utterance parallels an RP tagged declarative in present tense
like:

(16) He’s sulking, isn’t he?
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Given this possible interpretation for (15), it becomes clear that (14) can also be
interpreted in this way. In addition to the action request reading, (14) has another
reading as a confirmational check question, by which the speaker wants to reassure
herself of the hearer’s future actions: In this case, the speaker checks to confirmwhether
the hearer will in fact “keep an eye on them”, as she predicts. This readingmay bemore
salient if the speaker has no preference over who keeps an eye on them, or whether
they are being watched at all.

2.5 The fourth pattern

The fourth and final pattern, like the third one, concerns RP-tagged declaratives, and
demonstrates the kind of restrictions such utterances place on their context of use
when they are used as modified assertions. In assessing these restrictions, it is useful
to compare tagged utterances with a related construction, specifically PrepNegQs. In
fact, since negative RP tags look like elliptical preposed negation questions attached
to a declarative anchor (as analyzed in Huddleston and Pullum (2002), among others),
we expect a large overlap in the use of these two constructions. This is borne out by our
corpus data and our own acceptability judgement study, in which 8 native speakers
of American English judged 81 declaratives RP-tagged with won’t you? from the
OpenSubtitles corpus Lison and Tiedemann (2016), and parallel preposed-negation
question versions of the same sentences. Annotators were asked whether the two
versions are essentially synonymous; at least 6 out of the 8 annotators agreed 42% of
the time, and at least 5 out of 8 annotators agreed 73% of the time.

However, the remaining examples and inter-annotator variability showed that there
are some differences, both in the contexts in which these utterances are acceptable
and in the meanings they convey. This is confirmed by native speaker judgements on
RP tags that are not won’t you?. The most revealing contrast emerges in constructed
examples based on Frana and Rawlins (2019).

(17) A says “I’m staying home.”

B: � Aren’t you going out? (Frana & Rawlins, 2019: 75)
# You’re going out, aren’t you?
# You’re going out. (Aren’t you?)

(18) B sees A wearing make-up and a nice outfit.

B: # Aren’t you going out?
� You’re going out, aren’t you?
� You’re going out. (Aren’t you?)

In (17), the speaker A (say, Alice), utters something that implies (perhaps entails)
¬p, where p is the propositional content of the declarative anchor—what Frana and
Rawlins (2019) call the contradiction scenario. In this context, as they show, the
PrepNegQ is felicitous. However, the corresponding RP-tagged declarative is out.
There is a sense that it can only be uttered by someone who didn’t hear or is ignoring
Alice’s statement implying ¬p, and so the declarative anchor, even in the presence of
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the subsequent tag, is directly contradicting Alice’s utterance. We further note that the
samepattern holds in scenarioswhereAlice doesn’t say anything but there is contextual
evidence supporting ¬p, e.g., Alice is wearing sweatpants and an old ripped T-shirt.

In contrast, in a scenario inwhich there is contextual evidence supporting p, the pat-
tern is reversed (18): the PrepNegQ is infelicitous, whereas the RP-tagged declarative
is fine.

What (17) demonstrates is that RP-tagged declaratives express a higher level of
independent speaker commitment to the anchor proposition p than PrepNegQs do.
This is due to the presence of the declarative anchor, and not to the tag, since an
independent declarative, optionally followed by an independent elliptical PrepNegQ,
patterns with the tagged utterance.

At the same time, (18) shows that PrepNegQs are incompatible with contextual
evidence supporting the anchor proposition (as Frana and Rawlins (2019) argue),
whereas RP-tagged declaratives (like independent declaratives optionally followed by
an independent elliptical PrepNegQ) are compatible with such scenarios.

2.6 The patterns ofwon’t you?

In this section, we have presented the empirical patterns involving won’t you? in
English. We have described won’t you? as a question tag that can attach to anchors
of different clause types, in particular imperatives and declaratives. For both types of
anchors, won’t you? acts as a speech act modifier, the resulting construction is used as
a polite request in American English. This usage differs markedly from cases where
won’t you? is added as a separate, additional question after the completion of the
first utterance. We have also observed that won’t you? tag questions with declarative
anchors allow for another reading which acts not as a request for speaker action, but
as a confirmation question modifying an assertion. This reading is similar to general
reverse polarity tag questions, and is the only contextually available reading in some
cases (15). Finally, we noted that even though syntactically these tags are elliptical
preposed negation questions, the tagged utterances differ from PrepNegQs that are
not preceded by a declarative clause expressing the prejacent proposition, suggesting
that the felicity conditions for the two constructions emerge as a result of pragmatic
calculations, rather than being hardwired into the syntactic structure.

In the following, we introduce our analysis of the meaning of this construction
in several steps. First, we discuss the semantic components in the next section. We
then describe the theoretical approach to pragmatic computations before proposing
our model of won’t you? and negative RP tags in general and, finally, addressing the
mentioned empirical patterns.

3 Themodel of the semantics-pragmatics interface

We assume that (most) linguistic expressions carry static semantic content, which
is eventually used by pragmatic calculations to arrive at a speech act expressed by
an utterance. This is mediated by an intermediate dynamic semantic representation
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serving as the site of the semantics-pragmatics interface. Following other authors, we
continue to call this intermediate level the conversational scoreboard, even though its
content is closely tied to aspects of linguistic form (such as clause type and intonation)
and it does not represent felicity conditions or other properties of speech acts.

We assume a static semantics of the standard kind: declaratives denote propositions
(sets of possible worlds), interrogatives denote questions (sets of propositions), and
imperatives denote special kinds of propositions (Schwager, 2006a; Kaufmann, 2012,
2016; see also Condoravdi & Lauer, 2012). In tagged utterances like (1)–(2), as well as
in their counterparts in which Won’t you? occurs as a separate utterance, we propose
that won’t you? is a preposed-negation interrogative clause (with VP ellipsis). The
semantics of such clauses has been discussed by Han and Romero (2002), Romero
and Han (2004), Romero (2006a, 2015); we adopt the last (2015) version of the
analysis.

3.1 Conversational scoreboard

Our point of departure is the model presented by Farkas and Bruce (2010) (henceforth
F&B), building on Hamblin (1971), Gunlogson (2003), Ginzburg (2012) and others,
and further developed in Farkas and Roelofsen (2017). F&B’s representation of the
“conversational state” (or Lewis (1979) style “scoreboard”) includes the elements in
(19).

(19) Scoreboard components:

a. DCX : for each participant X, X’s public discourse commitments.

b. Table: stack of “proposals” or issues to be resolved (the top issue first),
where issues are represented as sets of propositions, in which one or more
proposition in a proposal may be highlighted 3(made available for future
anaphora) (Farkas & Roelofsen, 2017).4

The issues remain on the Table only while they have not been resolved
yet, in the sense of the propositions entering the CG or the participants
agreeing to remove the issue from the Table (cf. Ginzburg, 2012; Roberts,
1996).

c. CommonGround (CG): the set of propositions that all speakers are publicly
committed to.5

d. Projected CGs (F&B’s “Projected Set”): a set of potential CGs giving pos-
sible resolution(s) of the top issue on the Table in the expected (canonical)
next stage of the conversation.

For F&B, the commitment sets and the Table completely determine the other two
elements of the scoreboard: the CG consists of propositions that both (all) participants

3 Highlighted propositions will be in boldface.
4 Below we point out the differences between the Farkas and Roelofsen (2017) proposal we are adopting
and the original F&B Table.
5 Background assumptions are considered on par with joint commitments by Farkas and Bruce (2010) and
are included here, as well.
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are committed to, while the projected CG consists of these joint commitments updated
with all possible resolutions to the issues on the Table.

However, we need to slightly modify the dynamics of the projected CG, to account
for not-at-issue commitments (such as presuppositions to be accommodated), which
are not addressed at all in the Farkas and Bruce (2010) model. We need to make
our model explicit with regards to the treatment of not-at-issue contributions because
some components of the semantics of won’t you? utterances are not-at-issue, as will
be explained in detail in Sect. 4.

The proper treatment of not-at-issue contributions is not immediately obvious. On
the one hand, they are not on the Table, since they do not provide discourse referents
for anaphoric elements such as response particles. On the other hand, these not-at-
issue contributions do become joint commitments, and thus enter the CG, once the
utterance introducing them is accepted into the CG. For example, in the semantics
of imperatives Kaufmann (2012) proposes, the presuppositions associated with them
must be accepted by the hearer, to ensure the effect of the imperative utterance (see
below).

One approach to not-at-issue commitments in a scoreboard model would be to
follow Murray (2010), in that novel not-at-issue commitments directly enter the CG.
However, the CG is generally taken not as an independent component of the score-
board, but rather as the intersection of the public commitments of the interlocutors.
Directly modifying it would mean that one speaker’s utterance has the power to pub-
licly commit another speaker to something, which goes directly against the main idea
of the F&B model, in which utterances are mere proposals to change the CG.

We propose a different approach, in which the projected CG consists of the existing
CGupdatedwith all possible resolutions to the issues on the Table, plus the not-at-issue
commitments not already in theCG that are part of the current utterance. This preserves
the basic idea that each speaker can only change those portions of the scoreboard over
which they hold “ownership”, while still ensuring that not-at-issue commitments such
as conventional implicatures or accommodated presuppositions end up in the CG.

For example, “Pat is a climber” is a novel not-at-issue commitment, specifically,
a conventional implicature, for the speaker who utters “Pat, a climber, scaled the
Grand Teton”. When this utterance is accepted, the CI, as well as the main assertion,
becomes part of the common ground. Similarly, presuppositions such as “Chris has
a sister” for an utterance of “Chris’s sister is here”, as well as other preconditions
on utterances, such as felicity conditions on speech acts, must be accepted by all
interlocutors, entering the CG, in order for the utterance to go through.6

Every utterance comes with additional pragmatic presuppositions, such as the pre-
supposition that its felicity conditions are satisfied. We will, in general, not represent
such not-at-issue preconditions, assuming they enter the CG as part of general cultural
and linguistic knowledge of the interlocutors. In some cases, when especially rele-
vant, we might explicitly represent these presuppositions, as we do novel not-at-issue

6 This does not preclude the possibility of certain at-issue and not-at-issue commitments to be tied to a
contextually determined judge, such as the speaker. Thus, accepting Alice’s utterances “This is tasty! The
chef is damn good!” does not commit the hearer Boris to finding the dish tasty (an at-issue commitment
indexed to Alice) or sharing Alice’s attitude to the chef.
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commitments of other types, such as conventional implicatures, secondary speech acts
(Bach, 1999), etc.7

In the F&B model, conversational moves—in F&B’s terminology, assertions,
queries, and their modified variants—are distinguished by the way their associated
denotations are added to the scoreboard. We will step away from speech act terminol-
ogy to describe scoreboard updates representing sentential force, and more accurately
use terms established for clause types such as declarative, interrogative, or imperative.
In our proposal, as outlined above, if A utters a declarative with the content propo-
sition p and not-at-issue contribution q that is not already in the CG, then p and q
are added to DCA, the highlighted {p}(Farkas & Roelofsen, 2015) is added to the
top of the Table, and p and q are added to each Projected CG (20.i). If B accepts
the utterance (a separate move), this removes {p} from the Table and adds p and q
to the CG (20.ii).8 The Table in (20) illustrates these changes in the scoreboard in a
case where the proffered utterance is a declarative assertion whose content is p = “Pat
scaled the Grand Teton.” and which has a not-at-issue commitment not already in the
CG, namely, the CI q = “Pat is a climber.” This CI enters the CG when the utterance
is accepted.

(20) A utters: Pat, a climber, scaled the Grand Teton.
in an empty context (nothing noted in the commitments, on the Table, or in the
CG, thoughwe assume general pragmatic presuppositions to be part of theCG).

(i) (ii)
after A’s utterance after B accepts A’s utterance

DCA
{Pat scaled GT, { }
Pat is a climber}

DCB { } { }
Table 〈{Pat scaled GT}〉 〈 〉
CG

{ } {Pat scaled GT,
Pat is a climber}

Proj. CGs
{{Pat scaled GT, {{Pat scaled GT,
Pat is a climber}} Pat is a climber}}

In contrast, a polar interrogative with the content {p,¬p} (with the highlighted
proposition corresponding to the pronounced alternative in the question) and a novel
not-at-issue contribution q in the same context creates projected CGs containing p
and q as well as ones containing ¬p and q. The table in (21.i) illustrates this, again
in a case where p = “Pat scaled the Grand Teton.”

7 Distinguishing the effects of these different types of not-at-issue commitments in the general case is
beyond the scope of this paper.
8 We follow the convention fromF&B thatwhen p is added to theCG, it is also removed from any individual
commitment sets; this just avoids redundancy, since common ground propositions are public commitments
of every participant in the conversation.
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(21) (Similarly, the previous CG, commitments, and the Table are empty.)
A asks: Did Pat, a climber, scale the Grand Teton?
B answers: Yes.

(i) (ii) (iii)
after A utters after B answers after A accepts

B’s answer

DCA {Pat is a climber} { } { }
DCB { } {Pat scaled GT} { }
Table 〈 {Pat scaled GT, 〈 {Pat scaled GT} 〉 〈 〉

Pat didn’t scale GT} 〉
CG {} {Pat is a climber} {Pat is a climber,

Pat scaled GT}
{{Pat scaled GT,

Proj. Pat is a climber}, {{Pat scaled GT, {{Pat scaled GT,
CGs {Pat didn’t scale GT, Pat is a climber}} Pat is a climber}}

Pat is a climber}}

Thus, a declarative that p pushes the singleton {p} on top of the Table, while a polar
interrogative whether p pushes the issue {p,¬p} on the Table. In both cases p is
highlighted (Farkas & Roelofsen, 2015). The content of the Table and highlighting are
modeling the availability of propositional discourse referents for subsequent anaphora.
Specifically, in F&B’s proposal as recast by Farkas and Roelofsen (2015), the polar
particles yes and no responding to assertions and polar questions refer, anaphorically,
to the highlighted propositions. Content that bypasses the Table, like CIs or presup-
positions, is not available for such anaphora.

3.2 Relationship between scoreboard updates and speech acts

F&B’smodel builds on the commonground / scoreboard proposals inGinzburg (1996),
Roberts (1996), Stalnaker (1978) and others; in particular, it retains Stalnaker’s and
Roberts’s use of speech act labels such as “assertion” for the conversational moves
reflected in the scoreboard. Unlike Stalnaker and Roberts, F&B and subsequent pro-
posals in Farkas and Roelofsen (2015) tie the nature of the scoreboard update to the
linguistic form of the utterance, specifically declarative clause type with falling into-
nation and (polar) interrogative clause type with rising intonation. However, the clause
type (and morphosyntactic shape of an utterance more generally) underdetermines the
speech act it is used to express. This means that a scoreboard update is not, in fact, a
speech act. Since F&B do not specifically discuss the relationship between scoreboard
updates and speech acts, this leads to potential conflation between the two.9

9 One example of such conflation is Yuan and Hara’s (2019) proposal for Mandarin assertion and question
modifiers in the F&Bmodel. Such conflation is not limited to work based on the F&Bmodel, but is a pitfall
of any proposal for the semantics-pragmatics interface which does not draw a clear distinction between
aspects of the utterance meaning determined by grammar and those determined by pragmatic reasoning,
e.g. see our discussion of Krifka (2014) in Sect. 2.3.
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We feel that it is important to avoid speech act labels for the meanings which
are mostly determined by grammatical convention, and to clarify the relationship
between updates (what some scholars have termed “sentential force”, e.g. Chierchia
and McConnell-Ginet (2000: 214), Portner (2004), Murray (2010), Starr (2010)) and
speech acts. We will thus take as our starting point the F&B model while terming
these moves declarative and (polar) interrogative, respectively, and we will proceed to
discuss the relationship between the initial scoreboard update and the intended speech
act.

For example, a declarative directive (22) will have essentially the same effect on
the scoreboard as a declarative assertion, namely, adding the content proposition to
the speaker’s commitments, and pushing the singleton set containing this proposition
(highlighted) onto the Table, as in (20).

(22) You will take care of her.

Based on this update, the speech act expressed by this utterance is computed via
pragmatic reasoning, taking into account the felicity conditions obtaining in the extra-
linguistic context (we assume reasoning along the lines of Searle (1965, 1975), Grice
(1975)). In the case of (22), the speaker is publicly committing to the proposition
that the hearer will do something and proposing to add this proposition to the CG.
Assuming that the speaker is sincere (Searle, 1965)/ observing the Maxim of Quality
(Grice, 1975), and in the absence of a context in which the speaker is prophetic, the
reason enabling the speaker’s commitment to the hearer’s future action is the high level
of social authority that the speaker has over the addressee. The utterance is therefore
inferred to be a directive speech act, and the speaker to be very sure of the hearer’s
compliance.

One prediction of this analysis is that unmodified declarative directives with falling
intonation, unlike imperatives, are compatible with only a narrow range of directive
meanings, specifically, those where compliance is very likely, such as orders. This
means that, unlike their imperative counterparts, the utterance of a falling declarative
(23) cannot be a wish, the one in (24) cannot be an offer, and (25) cannot be a polite
request.

(23) You will get better.

(24) You will have a cookie.

(25) You will open the door.10

In our interpretation of the F&B model, the scoreboard reflects the sentential force
of the utterance, which constrains but does not capture its illocutionary force. This is
similar to the proposal in Roberts (1996) in that conversational moves reflect some
but not all properties of the speech act the utterance expresses. For example, both the
assertion “You will marry your mother, Oedipus” and the directive “You will excuse
us” are moves involving a public commitment to and expected acceptance into the
CG of the content proposition; while the queries “Where is Jo?” and “I wonder if you
know where Jo is” are different moves effecting different scoreboard updates. This is

10 A reviewer notes that adding “please” may be able to help here, cf. “You will please open the door.”
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because, unlike Roberts (1996), we consider the aspects reflected in the scoreboard
to be mostly semantic in nature, and thus a query speech act expressed indirectly by
a declarative and a pragmatically similar query speech act expressed directly by an
interrogative would have different effects on the scoreboard.

These dynamic effects are tied to the form of the utterance (in the sense of syntactic
clause type and intonation), as they are in both the F&B and Farkas and Roelofsen
(2015) frameworks (and Groenendijk and Stokhof (1984), among others, before that),
while potentially also being to some extent sensitive to contextual factors, such as
salience and interlocutors’ goals. In addition, we consider these sentential force effects
to include one type of pragmatic computation—those that affect contributed commit-
ment. This becomes apparent especially in utterances that Farkas andRoelofsen (2015)
term “non-default”, such as tagged declaratives and, as we will see, preposed negation
questions.

We will be extending this dynamic framework to include imperative utterances and
won’t you? tags. We will then outline pragmatic reasoning that uses this scoreboard
as well as the context of the utterance as its input to derive the full speech act.

3.3 Preposed negation questions and VERUM/FALSUM operators

Our starting point is the semantics of preposed negation questions, such as won’t you?
or (26)–(27).

(26) Won’t you open the door?

(27) Didn’t Maribel win?

Repp (2006) hypothesizes that preposing the negation-bearing auxiliary can introduce
the epistemic operator falsum, expressing something like “don’t add the prejacent to
the Common Ground” or “remove the prejacent from the Common Ground”. Falsum
is a direct antonym of the verum operator, proposed as the translation of really and
preposed negation in Romero and Han (2004). These operators have an epistemic
component, but are argued to be operating at a pragmatic level, essentially expressing
meta-linguistic propositions that the relevant conversational participant is sure that the
prejacent proposition should be added to the common ground (in the case of verum)
or should not be added to the common ground (in the case of falsum)(Stalnaker,
1978). Repp (2006, 2009, 2013) relegates these operators to a separate speech-act
dimension called “Common Ground (CG) Management”.

Romero (2015) modifies this proposal in two ways. First, she proposes that, in
addition to their epistemic contribution in the CG-management dimension, there is
also an at-issue contribution of verum and falsum, which is trivial (an identity
function).

(28) �falsum� =
λp<s,t>[p] (at-issue)
λp<s,t>λw.∀w′ ∈ Epix (w)[∀w" ∈ Convx (w

′)[p¬ ∈ CGw"]] (CG-manag.)
= λpλw.for-sure-not-CGx (p)(w)

where Epix (w) is the set of epistemic alternatives of x at w, and Convx (w
′)

is the set of worlds where all the conversational goals of x in w′ are fulfilled.
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Second, Romero (2015) builds on the standard Hamblin (1973)/Karttunen (1977)
(cf. Groenendijk & Stokhof, 1984) denotation for polar (yes/no) questions, in which
polar interrogatives contain the question morpheme Q; she assumes for Q identical
denotations at the at-issue level of meaning and the CG-management level of meaning:

(29) �Q� = λp<s,t>λwsλq<s,t>.[q = p ∨ q = ¬p]
A preposed negation question such as (26) or (27) has an LF as shown in (30).11

(30) a. Q [falsum [You open the door]
= Are you sure we don’t want to add “You open the door” to the CG?

b. Q [falsum [Maribel won]]
= Are you sure we don’t want to add “Maribel won” to the CG?
cf. Didn’t Maribel win too?

A polar interrogative with falsum raises the meta-linguistic issue of whether the
interlocutor(s) are sure that the positive prejacent should not be added to the common
ground. Posing such a question leads to the positive epistemic implicature that the
speaker of sentences like (26) or (27) is biased in favor of the non-negated proposition
(that you open the door or that Maribel won) (Romero, 2006a).

This meaning is explicitly spelled out in (32). The at-issue contribution explains the
behavior of polar response particles yes and no (LanceNathan p.c. toMaribel Romero),
which fail to pick up on the contribution of falsum and address the prejacent instead
(31).

(31) Didn’t Maribel win?

a. Yes(, she did).

b. No(, she didn’t).

The response pattern is completely in line with the data in Farkas and Bruce (2010)—
yes picks out the positive answer, while no picks out the negative answer, regardless
of the polarity of the question itself.

(32) a. Didn’t Maribel win?
at-issue: { Maribel won, Maribel didn’t win }
CG management: { for-sure-not-CG (Maribel won),

¬for-sure-not-CG(Maribel won)}

b. Won’t you open the door?
at-issue: {Open(you,door), ¬Open(you,door)}
CG management: { for-sure-not-CG (Open(you,door)),

¬for-sure-not-CG(Open(you,door))}

11 Ladd (1981) claims there is another reading for negated polar questions, whichRomero (2015) represents
with an LF involving verum (i). We hold that tags don’t have a corresponding reading. In fact, Sailor (2013)
provides convincing evidence that Ladd’s inner negation reading represented in (i) is not generally available
in American English.

(i) Q [verum [not [Maribel won/You open the door]]]

The presence or absence of Ladd’s ambiguity does not affect our analysis and a complete account of preposed
negation questions is outside the scope of this paper.
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We adopt this proposal for the meaning of negative reverse polarity tags, including
won’t you?,12 and recast it in the pragmatic framework of Farkas and Bruce (2010), as
in (33) below. Specifically, the at-issue question is placed on the Table, capturing the
intuition that the Table models the behavior of response particles. At the same time,
the CG-management content, like all other not-at-issue content, bypasses the Table but
affects the Projected Common Ground. Specifically, different projected CGs contain
resolutions to both the at-issue and meta-linguistic CG-management questions put
forth by the preposed negation question. Combinations of issue resolutions that are
contradictory are excluded, since a proposed CG cannot be inconsistent. This means
that proposing to put Open(B,door) in the common ground is incompatible with being
sure it shouldn’t enter the CG, and also that proposing to put ¬Open(B,door) in the
common ground is incompatible with being unsure that Open(B,door) should be kept
out of the CG.

(33) Assuming an empty context: nothing in the commitments, the Table, or the
CG13

A: Won’t you open the door?
B: Yes/Okay.

(i) (ii)
After A asks After B answers

DCA { } { }
DCB { } { }
Table

〈{Open(B,door), 〈 〉
¬Open(B,door)}〉

CG { } {Open(B,door)}

Proj. CGs

{{for-sure-not-in-CG Open(B,door), {{Open(B,door)}}
¬Open(B,door)},

{¬ for-sure-not-in-CG Open(B,door),
Open(B,door)}}

In the remaining projected CGs, we can omit the weaker metalinguistic propositions
when they are superseded by stronger at-issue propositions in the same projected

12 We’re not adopting any of several alternative analyses proposed for PrepNegQs since Romero (2015),
such as AnderBois (2019) or Frana and Rawlins (2019) since we’re not fully convinced by their arguments.
Specifically, AnderBois’s pragmatic derivation of positive bias based on competitionwith positive questions
has a weak link in that by failing to assign more importance to the positive answer, the speaker doesn’t nec-
essarily thereby assign high importance to the negative answer. In fact, AnderBois’s analysis goes against
the arguments in Sailor (2013) that the negation in PrepNegQs doesn’t behave quite like normal sentential
negation. We are taking Sailor’s evidence (and others) to mean that PrepNegQs contain falsum, rather
than regular negation. In addition, regardless of whether Ladd’s ambiguity exists in general, AnderBois’s
account has no way to derive the readings with sentences that contain NPIs (like either), since positive bias
and double-checking the positive proposition are tied together in the pragmatic derivation.

We also don’t wish to adopt Rawlins’s (2019) approach and declare falsum to introduce a presuppo-
sition. This is due, in addition to data involving tags that we discuss below, to variations of their example
(75) in which this presupposition is satisfied, but the PrepNegQ is infelicitous:

(i) H: I’m not going out today. S: #Aren’t you going out?
13 We are presenting this in an empty context for the sake of illustrating the effects of the preposed-negation
question, and not as a claim about the felicity conditions of this type of questions.
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CG. We therefore propose that the scoreboard resulting from the preposed negation
question in (33) is functionally equivalent to the simplified one in which the Projected
Common Grounds are just {{¬Open(B,door)}, {Open(B,door)}}. The positive answer
such as Yes then narrows it down and puts Open(B,door) into the CG itself, since both
interlocutors are now committed to it.

With this rendering of the preposed negation questions’ contribution to the conver-
sational scoreboard in place, we turn to the remaining ingredient needed for an account
of reverse polarity tags such as won’t you? that cut across declarative and imperative
anchors.

3.4 Imperatives

There have been several proposals for the interpretation of imperative clauses couched
in frameworks similar to F&B’s conversational scoreboard (Cormany, 2013; Rudin,
2018b; Starr, 2010).We choose instead to adopt the semantics of imperatives proposed
by Schwager (2006b), Kaufmann (2012, 2016), which allows us to easily separate the
semantic content of an imperative utterance from its pragmatic effect, which we can
then integrate into the conversational scoreboard. In Sect. 5, we discuss the compat-
ibility of our analysis with other models of imperatives, including the proposal in
Condoravdi and Lauer (2012).

For Kaufmann, committing to a proposition p means adding to the common ground
the proposition that necessarily, according to the speaker’s epistemic alternatives, p
is true. Imperatives, like declaratives, express propositions, though these propositions
come with presuppositions that ensure their differences from declarative assertions.
Specifically, an imperative is self-verifying and non-descriptive.

By uttering an imperative like “Help her”, a speaker S commits to the proposition
that the hearer should 14 help her, and in addition requires, via presuppositions, that
the utterance is performative and the right kind of modal base and ordering source are
used. More formally:

(34) In a context c containing a salientQuestionUnderDiscussion�c, salientmodal
base fc and ordering source gc, an imperative expresses the speaker’s commit-
ment to the proposition� fc,gc p, and carries two presuppositions regarding the
context of the utterance:

Epistemic authority:15 The speaker S is considered an epistemic authority in
c. This means that at all 〈w, t ′〉 such that 〈w, t ′〉 ∈ C S and t ′ ∈ [t, t+], for
all p,
� f ,g p at 〈w, t ′〉 ↔ �Re

S � f ,g p at 〈w, t ′〉.
14 We use “should” in the paraphrases sometimes, but note that the actual content of the imperative is not
equivalent to “should” in all contexts. Where the ordering source creates obligations, then the “should”
paraphrase is appropriate. However, imperatives are compatible with a wider range of ordering sources than
the modal “should”, e.g. (i) does not create obligations. We briefly discuss this further in Sect. 3.4.1. For
more discussion of ordering sources and modal flavors of imperatives, see Kaufmann (2012), Condoravdi
and Lauer (2012), among others.

(i) Get well!
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Paraphrase:At everypoint of evaluation in theStalnakerianContext SetC S,
propositions are necessary with respect to the modal base f and ordering
source g, if they are necessary wrt. f and g in the epistemic alternatives of
the speaker S.
Non-descriptivity: The context c is practical for the addressee A or else
expressive. This means that either
The context is practical for A: The QUD �c is a set of non-overlapping
propositions where each cell represents a future course of events that can
be chosen by A, gc represents a set of rules, preferences, or goals, and C S
entails that the fc, gc characterize the modality relevant to resolving �c.
or
The context c is expressive, which means there is no agent α such that c is
a practical context for α (e.g., in wishes).

Kaufmann embeds this proposal in a pragmatic framework, in which committing to a
proposition has an effect on the Stalnakerian Context Set C S, as well as a Robertsian
QUD�C . We will move away from this framework, and instead express the sentential
force of an imperative utterance in the F&B-style scoreboard.

3.4.1 Proposal: imperatives in the scoreboard

We adopt Kaufmann’s proposal that the utterance of an imperative denotes the propo-
sition � fc,gc p. If imperatives were treated exactly as assertions in the F&B style
scoreboard, uttering an imperative would update the scoreboard as follows:

(35) (Take 1 – to be revised) � fc,gc p is added to DCA, to the Table, and to the
projected CG.

With respect to the imperatives’ effect on the QUD, whichmight be thought equivalent
to F&B’s Table, Kaufmann (2012) states that imperatives and performative modal
declaratives are identical in their at-issue content, while Kaufmann (2016) observes
that either the whole modal proposition or just the prejacent can be at-issue,16 in the
sense of providing a (partial) answer to the QUD.17 Her example (36) illustrates the
case when the whole modalised proposition is at-issue (also illustrated in (37)).

(36) Bella: Which of these two films should I show?
Alice: Show this one. (based on Kaufmann, 2016: ex. 25)

15 Epistemic authority is different from social authority. The former is a presupposition causing the impera-
tive to be self-verifying, as paraphrased here. The latter is a felicity condition for directive speech acts—that
the speaker has the authority to ask the hearer to perform some action. For example, imperative wishes like
Get well soon! involve epistemic but not social authority, while declarative directives like You will help me.
involve social but not epistemic authority, illustrating the difference.
16 Kaufmann (2012) proposes that the future orientation of imperatives is due to the imperative operator
itself (p. 96). The object that goes on the Table, is, thus, not just the timeless prejacent, but rather the
prejacent forward-expanded in time by the imperative operator (cf. Condoravdi, 2002). For perspicuity, we
will spell out this future-expanded prejacent in imperatives as “You will ...” or “will-p”, but nothing in our
analysis depends on this one way or another.
17 We note that both of those options are fully compositional, because the imperative operator combines
with the prejacent as its argument to form the modal proposition.
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(37) Bella: Which of these two films should I show?
Alice: You should show this one.

However, we argue that the proposition most relevant to the QUD and the at-issue
proposition can be different for imperatives. In most cases, the issue that the speaker
of an imperative “Do the action” puts on the Table is whether you will do the action,
even if the context suggests that the QUD is whether you should do the action.

The Table in the F&B model was designed to model those propositions and issues
that are up for discussion and are picked up by response particles after an utterance.
The issues on the Table are, in a sense, anaphoric antecedents for expressions like
response particles, and we can think of them as issue-sized discourse referents (cf.
Murray, 2010). Such referents are assumed to become available through a grammar-
driven semantic interpretation process (Heim, 1982; Kamp, 1981); their salience and
availability for pragmatic computation are often influenced by both grammatical and
contextual factors (Malamud, 2006; Walker et al., 1998).

In this sense of at-issueness, diagnostics for the most part point to the proposition
that the imperative puts on the Table being along the lines of you will help her; you
will show this one, that is, just the prejacent proposition.

This anaphoric uptake by response particles is illustrated in (38)–(41) below.18

(38) Bella: Which of these two films should I show?
Alice: Show this one.
Bella: Okay (= “I will show this one”, not “I should show this one”)

(39) Ann, wish him a happy Father’s Day for all of us.
ANN: Yes, I will. NPR (COCA)

(40) MITCHELL: Well, tell us what it is, Mika.
BRZEZINSKI: No , I won’t. I won’t do it. CBS (COCA)

(41) Mom: Have a nice day at school!
Son: No, I won’t! (attested)

Conversely, attempts to use response particles to address the modal proposition, such
as those in (42)–(44), are infelicitous on directive uses, as has been noted byKaufmann
(2012), Condoravdi and Lauer (2012), among others, as well as on wish uses.

(42) Alice (suggestion to a colleague): Show this film.
Bella: # Yes, though I won’t do it.
(Intended: “I should show this film, though I won’t do it.”)

(43) Alice (addressing a sullen teen): Have a nice day in school.
Bella: # No, you don’t really wish that./# No, I shouldn’t have a nice day in
school.

(44) Ann, wish him a happy Father’s Day for all of us.
ANN: # No, I shouldn’t
(Intended: “I shouldn’t wish him a happy Father’s Day for all of you/us.”)

18 “Okay” is however not a strong marker of issues on the Table, unlike “yes” and “no”.
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However, this preference for the prejacent being on the Table is not categorical. For
instance, the modal proposition seems to be at-issue in this anaphoric sense in disinter-
ested advice uses of imperatives. A “yes” response to the advice in (45) is infelicitous,
because it conveys that Bella, the hearer, can independently commit to the proposition
“Bella should take the ‘A’ train to get to Harlem”, which is in contrast with Bella
asking for advice in the first place. So, on the advice uses, it appears that the modal
proposition is on the Table, since “yes” picks up on it.We can conclude that availability
of the modal proposition for response particles is affected by the speech act expressed
by the imperative, since it seems to become at-issue when the hearer’s preferences and
goals drive the ordering source, as in these disinterested advice uses.

(45) Bella: How do I get to Harlem?
Alice: Take the ‘A’ train.

We therefore suggest that imperatives don’t place any issue on the Table automatically,
but that either the modal proposition or the prejacent proposition might be pushed to
the fore by contextual factors, specifically, by interlocutors’ goals. This means that the
scoreboard (and the notion of sentential force it represents) is not a purely semantic
object, since the Table updates are affected by such clearly pragmatic considerations.
The prejacent proposition can become salient more easily, since the modal proposition
comes with the presupposition of the speaker’s epistemic authority and thus is unlikely
to be up for debate. However, contextual factors can override this preference, such as,
for the disinterested advice uses,mutual public knowledge that the speaker doesn’t care
if the hearer follows the advice.Note that this is another difference between imperatives
and “should” declaratives, in that the latter always put the modal proposition on the
Table.

We thus propose the following minimal change to (35):

(46) (Take 2 – to be amended) Imperatives put � fc,gc p on DCA, but unless contex-
tual factors override this default, the issue on the Table (and therefore in the
projected CG) is {will-p}.

We note that this change is not crucial to our proposal for independent “Won’t you?”
utterances following an imperative, or for won’t you? tags. In the case of the former,
the imperative issue, whether �p or will-p, is superseded by the issue introduced by
the question. In the case of the tag, the issue that the imperative puts on the Table is
disambiguated in favor of the one introduced by the tag question. This means that B’s
response in (47) cannot be interpreted as a disinterested friendly advice responding to
the question directly, but only as a request to play the movie.

(47) Bella: Which of these two films should I show?
Alice: Show this one, won’t you?

In addition, the imperatives impose preconditions on their input context corresponding
to the two presuppositions proposed in Kaufmann (2016) and explained in (34). If
the context doesn’t already meet these preconditions, they are accommodated in the
DCA and projected CG, but not added to the Table (see our discussion of not-at-issue
commitments above, cf. (20)).
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The two presuppositions contributed by the imperative make the imperative itself
self-verifying. As a result, the full modalized proposition � fc,gc p is presented as
a public commitment of the speaker destined for the CG. Recall that based on the
evidence in this section, we conclude that the modalized proposition bypasses the
Table in most cases, and is added directly to the projected CG. Determining the exact
status of this modalized not-at-issue proposition within the typology of not-at-issue
commitments lies beyond the scope of this paper.

Given our adaptation of Kaufmann’s analysis, a typical imperative directive or wish
has the following effect on the scoreboard:

(48) Assuming an empty context: nothing noted in the commitments, the Table, or
the CG, though we assume general pragmatic presuppositions to be part of the
CG.
A: Open the door!
B: Okay.

(i) (ii)
after A’s utterance after B accepts A’s utterance

DCA � fc,gc B open the door { }
DCB { } { }
Table 〈{B will open the door}〉 〈 〉
CG

{ } {{� fc,gc B open the door,
B will open the door}}

Proj. CGs
{{� fc,gc B open the door, {{� fc,gc B open the door,
B will open the door}} B will open the door}}

Note that after the hearer commits to “B will open the door”, this proposition becomes
a joint commitment of the speaker and hearer—a part of the CG. The speaker’s side
of this commitment comes about in the same way that all dependent commitments do
(Gunlogson, 2008), by taking the hearer’s word for it, since putting a proposition on
the Table does not constitute any kind of commitment to it.

Such a proposal for future joint commitment without simultaneous speaker com-
mitment is a normal feature of questions, which propose future joint commitments
to an answer, as well as other constructions. In the case of imperatives, the speaker
endorsement that is part of themodal proposition prevents the speaker from continuing
an imperative with “but I don’t want you to”. Continuations such as “though I doubt
you will” are perhaps not semantically precluded, but they are in conflict with the
felicity conditions for directive uses of imperatives, and possibly with felicity condi-
tions for the wish uses. However, examples like (49) are possible, demonstrating lack
of speaker commitment to the prejacent proposition of the imperative.

(49) A: What do I do to win the race? - B: Practice every day, though I doubt you
will.

In the absence of independent commitment of the hearer to the prejacent proposition
“Bwill open the door”, such as when the hearer only signals uptake and not agreement,
only themodal proposition�p makes it to the CG, and so neither interlocutor becomes
committed to “B will open the door”.
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In this analysis, all imperatives have the same effect on the scoreboard modulo the
Table, as described above. As with previous proposals, the different speech acts, such
as (50), are derived via pragmatic reasoning from the scoreboard and felicity conditions
reflected in the context. Such contextual factors may include, e.g., the presence in the
scoreboard of a previous question about the speaker’s future choice of action, deriving
the disinterested advice interpretation.

(50) a. Get well! (wish)

b. Have a cookie! (invitation/offer)

c. How do I get to Harlem? – Take the A train! (disinterested advice)

4 Our proposal

The semantic content of declarative or imperative anchors and of won’t you? tags,
together with some contextual considerations, is used to dynamically update the
conversational scoreboard, which reflects the sentential force of the utterance. The
scoreboard, in turn, serves as the input to further pragmatic reasoning whereby the
speech act expressed by the utterance is determined. We will now propose a model of
various utterances involving declaratives, imperatives, and Won’t you? as a separate
utterance and as a tag, based on the F&B style scoreboard interpreted as tracking the
dynamic semantics of utterances.

4.1 Negative RP tags and levels of commitment

We noted already that elliptical PrepNegQs (whether they are used as tags or as inde-
pendent utterances such as Won’t you?) have the same exact semantics and effect on
the scoreboard as regular PrepNegQs. In light of this, the complementary distribution
of PrepNegQs on the one hand, and tagged declaratives or independent declaratives
followed by an elliptical PrepNegQ on the other hand in (17) and (18), repeated below,
is surprising. We take this distribution to be evidence against the meaning that Frana
and Rawlins (2019) propose for falsum. According to their analysis, falsum is part
of the structure of PrepNegQs, and its meaning introduces a presupposition that the
context is at least neutral between p and ¬p, and possibly supports ¬p. Yet, the tags
and independent elliptical PrepNegQs have the same structure as plain PrepNegQs,
but different felicity conditions.

(17) A says “I’m staying home.”

B: � Aren’t you going out? (Frana & Rawlins, 2019: 75)
# You’re going out, aren’t you?
# You’re going out. (Aren’t you?)

(18) B sees A wearing make-up and a nice outfit.

B: # Aren’t you going out?
� You’re going out, aren’t you?
� You’re going out. (Aren’t you?)
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The infelicity of the tagged and independent declaratives in (17) is evidence that
these utterances express some level of speaker commitment to the prejacent p that
is absent from plain PrepNegQs. This commitment provides a direct contradiction
to A’s utterance, and yet B’s (tag or independent) question makes it seem that B is
still attempting to defer to A. The flipped pattern in (18) shows that the requirement
that the context does not favor p is not in force for the tag and independent elliptical
PrepNegQs that follow a declarative.

Together, these examples mean that both the bias/commitment and the requirement
of neutrality between p and ¬p or evidence for ¬p emerge as a result of pragmatic
calculations based on the meaning of falsum in the PrepNegQ, and are not hardwired
into it. This flexibility allows the presence of the declarative (whether as an indepen-
dent utterance or as an anchor for the tag) to intervene in the pragmatic calculations,
resulting in the different felicity conditions for PrepNegQs by themselves vs. preceded
by a declarative clause with the propositional content of the prejacent p.

What is the precise nature of the calculation that means the tag and the elliptical
PrepNegQ following a declarative are felicitous in (18) while PrepNegQ off the bat is
infelicitous?

APrepNegQ introduces falsum focus, raising the issue ofwhether the hearerwants
to keep the proposition p out of the CG. This focus needs to be licensed—there should
be a reason why B is making it easy for A to say “no”, why the question of keeping p
out even arises.19 In the presence of evidence towards p (nice outfit and make up) and
absence of concurrent conflicting evidence or other discourse, there is no such reason,
so PrepNegQ is infelicitous. But B uttering a declarative, whether as the anchor for
the tag or an independent utterance, provides such a reason, since at the very least
it puts a singleton issue {p} on the Table, and thus raises the expectation that p will
eventually become a shared commitment, that is, that it will be added into the CG. This
expectation licenses the focus on the truth or falsity of p, raising the stakes enough to
justify the request, expressed by the elliptical PrepNegQ (tag or independent), for A
to speak up against putting p in the CG or forever hold their peace.

While PrepNegQs express a lower level of speaker commitment to the prejacent
proposition than tagged declaratives, there is evidence that they nevertheless express a
significant level of speaker commitment, as noted by all prior analyses. This becomes
especially clear when we compare this construction with rising declaratives.
Jeong (2018), Rudin (2018a, b) treat the overall effect of an independent utterance as
arising from two sources: clause type of the declarative or imperative, and the falling
or rising final tune with which it is uttered. Specifically, Rudin (2018a) attributes
the raising of the singleton issue in both declaratives and imperatives to the clause

19 We don’t want to say that falsum/raising the issue of keeping p out of the CG is only licensed in
the presence of evidence against p, since PrepNegQs are felicitous in scenarios that are completely neutral
between p and¬p inLadd’s (1981) suggestion scenarios, like the one below,where PrepNegQs are felicitous
with or without a preceding declarative:

A: Do you want to grab some food? (Frana & Rawlins, 2019: (27))
B: � Isn’t there a vegetarian restaurant around here?

� There’s a vegetarian restaurant around here, isn’t there?
� There’s a vegetarian restaurant around here. (Isn’t there?)
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type of the utterances, whereas the speaker commitment to a particular proposition is
attributed to the falling intonation assigned to the utterance. To show this separation
of commitment from the clause type, Rudin uses sequences of incompatible rising
utterances, such as (51) which are nevertheless felicitous.

(51) Context (adapted from Rudin (2018a, b)). Bella: I misplaced my planner, so I
have no idea what I will be doing this evening, do you remember?

a. Alice: You will work on your paper↑? You will go to the beach↑?
b. Alice: You will work on your paper↓. # You will go to the beach↓.

We observe that, in contrast, incompatible sequences of PrepNegQs (52) are infe-
licitous, which suggests that the positive epistemic implicatures arising from the
PrepNegQs commit the speaker to the prejacent proposition enough to create the
infelicity.

(52) Won’t you open the door↑? # Won’t you leave the door closed↑?
(53) You will work on your paper, won’t you↑? # You will blow it off and go to the

beach, won’t you↑?
As expected, sequences of incompatible tagged declaratives are also infelicitous (53).

Together with the evidence from (17) that the level of commitment expressed by
tagged declaratives is higher than that expressed by PrepNegQs alone, this indicates
that our model needs to include a scale of commitment. Plain declaratives which
express full commitment, and neutral polar questions which express no commitment
provide endpoints for this scale. A single intermediate level of commitment between
these endpoints could be modeled by using the notion of projected speaker com-
mitments (Malamud & Stephenson, 2014). However, this notion does not provide a
means to formally model a distinction in commitment between plain PrepNegQs and
the higher (but still not full) level of commitment in tagged declaratives.

The existence of at least two distinct commitment levels between no commitment
and full commitmentmeans that instead of or in addition to projected commitments,we
need a commitment scale providing a graded notion.We start with the idea that various
levels of private belief make an utterance assertable, based on the quality threshold in
a given context (Potts, 2006; Scheffler, 2013). Translating this into the realm of public
commitments, we propose that an utterance may contain a signal that its speaker’s
commitment to its content is in a range that falls short of the contextual threshold
for assertions. Specifically, we propose that both regular PrepNegQs and PrepNegQs
following a declarative do this: in effect, both PrepNegQs and tags locally lower the
level of commitment to the prejacent proposition. Both constructions are compatible
with a range of commitment levels, but the lower bound of the range signaled by plain
PrepNegQs is below the lower bound of the commitment range signaled by a tagged
declarative or a PrepNegQ following an independent falling declarative utterance.

This difference in expressed public commitment results from the presence of the
declarative raising the bar.

Turning to imperative utterances, we note that tagged imperatives (55) pattern with
PrepNegQs (52) and tagged declaratives (53), and differently from rising imperative
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utterances, which can form felicitous incompatible sequences (54), (Rudin, 2018b,
from ex. 9).20

(54) Bella: I’m having trouble managing my time lately. I don’t know what my
plans should be for this evening, do you have any advice?

a. Alice: Work on your paper↑? Blow it off and go to the beach↑?
b. Alice: Work on your paper↓. # Blow it off and go to the beach↓.

(55) Work on your paper, won’t you↑? # Blow it off and go to the beach, won’t
you↑?

This indicates that tagged imperatives also contribute an (intermediate) level of com-
mitment to themodal proposition, unlike rising imperatives.Whether this commitment
is contributed only by the preposed negation tag, or if, like tagged declaratives, tagged
imperatives express a higher level of commitment, we leave as an open question for
future research.

4.2 Modeling intermediate levels of commitment on the scoreboard

We next turn to the modeling of utterances expressing an intermediate level of com-
mitment in the conversational scoreboard.

First, let us consider the effect of a PrepNegQ such as Won’t you? itself in (58)–
(60) or Won’t you open the door?, expressing the lower of the two intermediate levels
of speaker commitment to the prejacent proposition. When ellipsis is present, it is
resolved bymechanisms which are beyond the scope of this paper, so that the elliptical
questions above are interpreted as Won’t you open the door? in (58)–(59) and as Won’t
you sulk (now)? in (60). The meaning of the PrepNegQ is spelled out in (56).

(56) a. Won’t you (open the door)?

b. LF: [Q [falsum [you will open the door]]]

c. at-issue content: {you will not open the door , you will open the door}
d. CG-management: {for-sure-not-CGx (you will open the door),¬for-sure-

not-CGx (you will open the door)}
Dynamically and pragmatically, this move contributes several effects, though perhaps
not all at the same time:

(i) The at-issue dynamic semantic effect is to place the issue of whether you will open
the door on the Table.

20 Rudin (2018a, b) argues that sequences of contradictory rising imperatives present a problem for both
Kaufmann’s proposals and Condoravdi and Lauer’s (2012), because these are different from sequences
of rising modal declaratives that paraphrase Kaufmann’s semantics for imperatives and of rising want
statements that paraphrase Concoravdi and Lauer’s (2012) proposal. We feel that these objections might
not be fully fair, in that the behavior of the declarative paraphrase under changing intonation might well
differ from that of the imperative original, including that, as we point out in our discussion of Kaufmann’s
proposal, should-declaratives are not equivalent to imperatives to begin with. In addition, Condoravdi and
Lauer (2012) never propose that imperatives are equivalent to a want-statement. Moreover, in recent work,
Condoravdi and Lauer argue that rising imperatives (like declaratives) yield list readings which are fully
compatible with their analysis (Condoravdi, 2019).
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(ii) The CG-management content gives rise to the positive epistemic implicature p
that the speaker thinks it likely that the hearer will open the door, indicating an
intermediate level of speaker commitment, while making it easy for the hearer to
overrule this bias.

(iii) As discussed in the previous section, the presence of the CG-management content
with the focus on the truth or falsity of p requires licensing. This licensing can
come about if the speaker is not sure whether the prejacent should be kept out of
the CG, whether because of the presence of conflicting evidence, in the absence
of evidence one way or another, or if a speaker is checking if a proposition they’re
publicly committing to should be kept out of the CG.

We record these effects resulting from a mix of grammatical contributions and prag-
matic computations in the scoreboard. We model intermediate levels of commitment,
such as described in (ii) above, by making DCX be a set of pairs, rather than a set
of propositions, where each pair consists of a proposition and a level of commitment
associated with this proposition, which can be thought of as a subjective probability
the speaker assigns to the sentence (Davis et al., 2007; Potts, 2006). This level indica-
tor could be a real number, an interval, or a categorical marker. For simplicity we will
use intervals representing a minimum and maximum level of commitment conveyed
by the speaker.

The dynamics of the common ground, therefore, depends on the contextual thresh-
old determining the level of commitment that allows an utterance to become accepted
by other participants. Only propositions associated with commitment levels higher
than the threshold will be accepted and thereby added to the CG (Davis et al., 2007;
Potts, 2006). In contrast, propositions associated with only tentative commitments
will remain unshared by other interlocutors, unless confirmed. A confirmation will
not only commit other players at a high level, but also can serve to raise the original
speaker’s level of commitment to the proposition (cf. Gunlogson’s (2008) notion of
dependent commitment).

The state of the scoreboard after an utterance such as (56) is as follows (as we
explain in footnote 16, we spell out the prejacent proposition in imperatives as will-p,
rather than just p).

(57) Won’t you (open the door)?

DCA {〈will-Open(B,door), [0.5,0.8]〉}
DCB { }
Table

〈{will-Open(B,door),
¬ will-Open(B,door)}〉

CG { }

Proj. CGs

{ {for-sure-not-in-CG will-Open(B,door),
¬ will-Open(B,door)},

{¬ for-sure-not-in-CG will-Open(B,door),
will-Open(B,door)}}

These effects interact with the effects of the declarative anchor in the case of a tagged
declarative to achieve the higher intermediate level of speaker commitment, as we
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discuss in Sect. 4.4.2 below. But first, let us consider the dynamics and the cumulative
effect of an independent Won’t you? question following a declarative or imperative
utterance.

4.3 SeparateWon’t you? utterances in the scoreboard

Wewill discuss the full paradigmof separateWon’t you? utterances in turn: imperatives
(58), declarative directives (59), and declarative assertions (60).

(58) Open the door! Won’t you?

(59) You will open the door. Won’t you?

(60) Now you’ll sulk. Won’t you?

To start, let us consider how the effect of Won’t you? interacts with the contribution
of the imperative in (58). As we described above, the plain imperative, as in (48), puts
only the singleton issue {will-p} on the Table, while committing the speaker to the
modal proposition � f (c),g(c) p at the default full level of commitment (cf. Davis et
al., 2007), as well as contributing presuppositions ensuring that the modal proposition
is interpreted performatively. The projected CG reflects the state of the Table in that
it contains will-p as part of the single path forward envisioned for the conversation
in the normal course of events. In the absence of further remarks by the speaker, the
hearer can resolve the issue on the Table by accepting the proposition {will-p} into
the CG. Since this is a singleton issue, not much of a contribution is required for the
acceptance to go through, i.e. it can be tacit.

The example (58) is modeled as updating this post-“Open the door” context
with interrogative “Won’t you?”, which adds the issue of {will-Open(B,door),¬will-
Open(B,door)} to the Table. Coming right after a move that already put the singleton
{will-Open(B,door)} on the Table, this move expands the projected CG to include the
negative possibility. The interrogative serves to request a verbal response from the
addressee, since implicit agreement is not sufficient to resolve this issue consisting of
two incompatible propositions. The choice of the proposition tomove the conversation
forward is up to the hearer.

In addition, when the speaker of the imperative continues to the interrogative
utterance, there is a presumption of tacit acceptance of the not-at-issue high-
level commitments of the imperative by the hearer, putting the modal proposition
� f (c),g(c)Open(B,door), in the CG. At the same time, the preposed-negation inter-
rogative adds a tentative commitment 〈will-Open(B,door), [0.5, 0.8]〉 to DCA, as we
propose in the previous section.

(61) Assuming an empty context: nothing noted in the commitments, the Table, or
the CG
A: Open the door! Won’t you?
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(i) (ii)
after imperative after Won’t you?

DCA {〈� fc,gc Open(B,door), {〈will-Open(B,door), [0.5,0.8]〉}
[0.98, 1]〉}

DCB { } { }
Table 〈{will-Open(B,door),

¬ will-Open(B,door)},
〈{will-Open(B,door)}〉 {will-Open(B,door)}〉

CG { } {� fc,gc Open(B,door) }
Proj. CGs {{� fc,gc Open(B,door), {{� fc,gc Open(B,door),

will-Open(B,door)}} for-sure-not-in-CG will-Open(B,door),
¬ will-Open(B,door)},
{� fc,gc Open(B,door),

¬ for-sure-not-in-CG will-Open(B,door),
will-Open(B,door)}}

The scoreboard update serves as an input to pragmatic reasoning leading to the interpre-
tation of the imperative as a directive, wish, or disinterested advice, depending on the
context and whether the imperative includes an action under the hearer’s control. We
have no new proposal regarding this step (Grice, 1975; Searle, 1965, 1975). The inter-
pretation of the independent Won’t you? utterance following an imperative depends
on the speech act the imperative expresses.

We can see two alternative inferences that may arise from adding the interrogative
following an imperative directive. If this solicitation of the hearer’s input is a sign that
the speaker does not have full social authority for a directive speech act, this could be a
partial walking back of the directive. If the raising of the issue and requesting hearer’s
answer is interpreted as an insistence that the hearer address the issue, then there is no
“walking back” feeling, but more of a “nagging” feeling expressed, where the speaker
is doubling down and asking the hearer to concede and promise compliance with the
imperative directive.

Disinterested advice uses of imperatives are not felicitously followedupbyquerying
whether the hearer will follow the advice, since the query contradicts the speaker’s lack
of personal interest, with the result that the preceding imperative becomes reinterpreted
as a directive.

(62) How do I get to Harlem? – Take the A train! # Won’t you?

Finally, it seems that wish uses of imperatives, such as “Get well”, cannot be felici-
tously followed up by querying whether the hearer will or won’t get well, since it is
common knowledge that the hearer is not in a position to resolve this issue.

(63) Get well! # Won’t you?

Turning to the interaction of a declarative utterance and a Won’t you? question in the
following utterance, let us first consider the directive declarative from (59).
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(59) You will open the door. Won’t you?

Recall that the declarative adds the content proposition that the hearer will open the
door to the speaker’s commitment set (at a high level of commitment), while also push-
ing the singleton set containing this proposition onto the Table. Pragmatic reasoning
based on this update and contextual factors results in a directive interpretation for this
utterance (likely an order, or other types of directives resulting when the speaker has a
high level of social authority). Following this speech act with the Won’t you? question
introduces speaker commitment to the same proposition at a much lower level, which,
together with the introduction of the negative possibility to the Table, introduces prag-
matic tension with the previous utterance. This tension can be interpreted in several
different ways:

The PrepNegQ can be a signal that the speaker does not have full social authority
after all, which is a break with the previous high-authority context and thus a partial
walking back of the directive.

Another possibility stems from the fact that the CG-management content of the
interrogative makes it easy for the hearer to say “No”. This means that the follow-
up could also be interpreted as introducing a higher level of politeness than a very
authoritative (perhaps even rude) declarative directive expressed—a mitigation.

Yet another alternative, as with the imperative followed by Won’t you?, is that
this sequence could be interpreted as nagging the hearer to concede and promise
compliance.

In all of these paths the pragmatic computation can take, the declarative expressing
commitment to p licenses the falsum focus on the truth or falsity of p contributed
by the elliptical PrepNegQ.

Similarly to the directive declarative, when the independent utterance ofWon’t you?
follows a declarative interpreted as an assertion, as in (60), a pragmatic tension arises
between the speaker’s high-level commitment to the prejacent proposition p conveyed
by the declarative, and the PrepNegQ expressing a lower level of commitment to p
while also raising the issue of whether that same proposition holds or not.

(60) Now you’ll sulk. Won’t you?

The result is a feeling that the speaker is partially taking back the commitment
expressed by the assertion. Formally, this “taking back” move is reflected in both
the reduced level of speaker commitment, as well as in the projected CG, which first
contains only possible common grounds with p, but after addition of Won’t you? must
be extended to include both compliant and noncompliant worlds.Willingness to enter-
tain noncompliant worlds signals a willingness to take back the original commitment
expressed by the declarative.

Finally, note that while a declarative conveying p followed by a PrepNegQ in both
the directive and assertive versions results in a lowered level of commitment to the
proposition p, this level is nevertheless higher than what would result from a plain
PrepNegQ without the preceding declarative.

We propose that the pragmatic process of inferring a new level of speaker com-
mitment based on the PrepNegQ and the preceding declarative can be modeled as
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taking an average of the minimum and maximum levels of the two utterances. For
instance, if a default full level of commitment to a declarative is [0.98, 1], then follow-
ing this with a tentative commitment [0.5, 0.7] based on the PrepNegQ will result in
〈p, [0.74, 0.9]〉 being added to DCA. While below the full level of commitment that
serves as a threshold for propositions to be added to the CG in most contexts, this is
still sufficiently high that the infelicity caused by the declarative following the other
interlocutor’s utterance to the contrary is not repaired by the addition of the PrepNegQ,
as we could see from the contrast in (17) (see Sects. 2.5 and 4.1).

4.4 Won’t you? tags in the scoreboard

Tags differ from independentWon’t you? utterances in that the anchor and the tag effect
a single scoreboard update. The overall update consists of the effect of the utterance
on the speaker’s commitments and its effect on the Table.

In considering commitments of imperative and declarative anchors in won’t you?
tagged sentences, we follow the evidence discussed in Sect. 4.1, which demonstrates
that the tagged declarative expresses a higher level of commitment to the prejacent
proposition than a plain PrepNegQ.

4.4.1 The overall effect of tagged imperatives

As we pointed out before, the tagged imperative in (64) feels quite different from the
independent utterance in (58), in that in out-of-the-blue contexts, the felicity condition
of the speaker’s social authority is not fully applied in the first place: the tag seems to
serve to lower the social authority threshold for directives, leading to an interpretation
as a polite request. In a more specific context, this tagged imperative may convey a
different speech act than the polite request.

(64) Open the door, won’t you?

The ultimate context-dependent effect is achieved in two steps. First, the scoreboard
update is compositionally derived from the effects of the anchor and the tag. Second,
pragmatic reasoning computes the ultimate interpretation based on this scoreboard
update and the context. In the following we go over the steps in detail.

We propose that, while the imperative by itself puts only {you will open the door}
(abbreviated as will-Open(B,door)) on the Table on most uses, in contrast, the tagged
imperative includes the possibility where the hearer won’t do it as well. This effect is
conveyed both via the non-singleton issue {will-Open(B,door),¬will-Open(B,door)}
on the Table, and in the form of the proposition that Open(B,door) should not be added
to the CG. This is just the expected effect of an interrogative clause containing falsum
on the scoreboard. As a result, the projectedCGs following a tagged imperative contain
several incompatible options for the expected direction of the following conversation,
including the possibility where B will not open the door.

The projected CGs also contain the modalized proposition � fc,gc p expressed by
the imperative anchor, which inmost cases is a not-at-issue contribution by the speaker
(cf. discussion in Sect. 3.4.1). Recall that all not-at-issue contributions are added to
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the corresponding speaker’s public commitments (at a full commitment level, as a
default), as well as to the projected CGs, since they will be unchallenged and enter
the CG, in the normal course of the conversation.

Finally, as with the separate Won’t you? question, the preposed-negation interroga-
tive tag adds a tentative commitment 〈will-Open(B,door), [0.5, 0.8]〉 to the speaker’s
commitment set DCA.

The state of the scoreboard after the utterance (64) is nearly identical to the state
of the scoreboard after the separate question in (58) as shown in column (ii) of (61).
The only difference between them is the presence of a singleton issue on the Table
underneath the top-level “will you? will you not?” issue introduced by the question, in
the case of the two independent utterances, and the lack of this singleton issue in the
stack for the tagged imperative. However, this final result for the tagged utterance is
achievedwithout passing through the intermediate state in which the issue on the Table
is only the singleton {will-Open(B,door)}, and in which a minimal lack-of-objection
response is sufficient to put will-Open(B,door) in the CG.

One aspect of the effect of (64) is that the tagged imperative is requesting a verbal
response from the addressee—in this respect, the tag won’t you? is functioning like a
regular question. The tag creates a call on the addressee to respond through the general
pragmatic pressure to resolve issues on the Table and move propositions towards the
common ground (Ettinger & Malamud, 2015).

This call on the addressee is issued simultaneously with the speaker’s (inferred
high-level) commitment to� f (c),g(c)Open(B,door), and tentative commitment to will-
Open(B,door). In the meantime, will-Open(B,door) has not been accepted into the
common ground yet. As with any question, different interpretations arise based on the
motivation that the addressee infers for the speaker’s issuing this call. For instance, if
the call on the addressee is taken as the speaker seriously seeking input, this means
that the addressee receives a share of authority and a more explicit choice of whether
to actually open the door, simultaneously with the necessity of opening the door being
introduced. When the tagged imperative is interpreted as a directive speech act, the
result is that the directive is taken as a polite request. On the other hand, if it’s clear
that the speaker cannot be seriously asking for information or confirmation, then the
call is taken as an attempt to get the hearer to explicitly acknowledge that they will
comply with the directive.

Untagged imperatives that work well to express wishes21 have tagged versions that
are very similar in meaning (65).

(65) a. Have a nice vacation.

b. Have a nice vacation, won’t you?

Since the future proposition is clearly not something that the hearer has knowledge
about, the tag is not taken as a serious confirmation or information question. Hence the
similarity in effect between the tagged and untagged version. As above, the call on the
addressee contributed by the addition of the tag has the effect of eliciting an explicit
response (compare with ‘facilitating’ uses of tags discussed by Holmes (1983)).

21 Deriving different readings of imperatives, including the wish readings, lies beyond the scope of this
paper. See discussions in Kaufmann (2016), Condoravdi and Lauer (2012).
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In analogy with untagged imperatives followed by an independent Won’t you?
utterance, disinterested advice readings are not possible for tagged imperatives (66),
presumably for the same reasons.

(66) How do I get to Harlem? – # Take the A train, won’t you?

4.4.2 The overall effect of tagged declaratives and comparison with
preposed-negation questions

For declarative anchors tagged with won’t you? such as (53), the final state of the
scoreboard is nearly identical to the two separate utterances such as (59). As with the
imperatives, the only differencebetween the taggedutterance and a separate declarative
followed by a PrepNegQ is the presence of a singleton issue on the Table underneath
the top-level “will you? will you not?” issue introduced by the question, in the case
of the two independent utterances, and the lack of this singleton issue in the stack for
the tagged declarative.

Nevertheless, the difference between the tagged declaratives like (53) and an
untagged declarative followed by a separate Won’t you? question is more pronounced
than it is for the imperatives discussed above. That is because, in addition to the differ-
ences in the dynamics of the scoreboard, the untagged declarative utterance expresses
a full public commitment to the at-issue proposition. However, in the case of the
tagged utterance, there is no point at which the speaker is publicly fully committed
to the anchor proposition {will-Open(B,door)}, as the level of commitment for the
tagged utterance is the average of what would be expressed by two separate utter-
ances: a declarative and a PrepNegQ (cf. the discussion of this process in Sect. 4.3.
The corresponding Table is shown in (67).

(67) Assuming an empty context: nothing noted in the commitments, the Table, or
the CG
A: You will open the door, won’t you?
B: Yes

(i) (ii)
after A’s utterance after B accepts

DCA {〈will-Open(B,door), [0.74,0.9]〉} { }
DCB { } { }
Table 〈{will-Open(B,door), { }

¬will-Open(B,door)}〉
CG { } {will-Open(B,door)}

Proj. CGs { {for-sure-not-in-CG will-Open(B,door), {will-Open(B,door)}
¬ will-Open(B,door)},

{¬for-sure-not-in-CGwill-Open(B,door),
will-Open(B,door)}}

As we compare the effect of the tagged declarative, modeled above in (67) with that
of a PrepNegQ that’s not preceded by a corresponding declarative, such as the one
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whose effects are detailed in (57) in Sect. 4.2, we can see that the only difference
is the level of speaker commitment involved. Our model correctly predicts that the
tagged declarative expresses a higher level of commitment than the PrepNegQ, as we
observed in the empirical pattern introduced in Sect. 2.5.

At the same time, our proposal predicts that the two constructions share many prop-
erties, stemming from the fact that tagged declaratives and PrepNegQs both convey
some level of speaker commitment to the at-issue proposition.

First, contradictory sequences are infelicitous, as we have seen in (52)–(53), and
unlike rising declaratives (51) and rising imperatives (54).

Second, predictably, both tagged utterances and preposed-negation questions,
unlike rising declaratives (68), are infelicitous in negative-bias contexts (69).

(68) Rudin (2018a: ex.33), pointed out to him by Donka Farkas (p.c.)
DonaldTrump: I think I’vemade a lot of sacrifices. Iwork very, very hard…I’ve
created thousands of jobs, tens of thousands of jobs, built great structures. I’ve
had tremendous success. I think I’ve done a lot.
George Stephanopoulous: Those are sacrifices?

(69) a. # Those are sacrifices, aren’t they?

b. # Aren’t those sacrifices?

Third, both tagged declaratives and preposed-negation questions licence “oh”
responses, which express dependent commitment based on another interlocutor’s inde-
pendent public commitment (Gunlogson, 2008).

Along with these similarities, our pilot corpus annotation experiment indicated that
there are some differences in the meaning expressed by the two constructions (cf. the
empirical pattern described in Sect. 2.4), including, for some examples, which speech
acts they can convey, e.g. in (70)–(71).

(70) a. Now you’ll sulk, won’t you?

b. Now won’t you sulk?

(71) a. You’ll keep ratting on us, won’t you?

b. Won’t you keep ratting on us?

The fact that the PrepNegQs in (70)–(71) can express directives, even though directives
are infelicitous in the context, is not modeled directly in our proposal.We don’t want to
hardwire directiveness into the meaning of PrepNegQs since not all examples convey
directive meaning. Instead, it can be derived via pragmatic reasoning from the context
in these examples and the differences in commitment levels between the PrepNegQs
and the tagged declaratives.

In contrast to our model, Krifka (2015) predicts significant differences in com-
mitment patterns between the two constructions, but the specific predictions are not
corroborated by the meaning differences uncovered in our study. For instance, Krifka
(2015) predicts that a speaker of a high negation question, such as (26), repeated
below, is asking the hearer to express a non-commitment towards the proposition
that the hearer helps her. This is in direct contradiction with the request uses of such
questions, as well as with most other examples of PrepNegQs in this paper.
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(26) Won’t you help her?

5 Comparison with other approaches

5.1 Other approaches to imperatives

We base our analysis of imperatives tagged with won’t you? on Kaufmann’s semantics
of imperatives. However, our claims about the semantics-pragmatics interface and
pragmatic inferencing are relatively independent of the details of her analysis. For
instance, as far aswe can see, our proposal is compatiblewith the propositional analysis
of imperatives proposed by Condoravdi and Lauer (2012). The only difference would
be the content of the not-at-issue proposition that enters the speaker’s commitments.
In fact, the effective preference structures proposed by Condoravdi and Lauer (2012)
can be imported into Kaufmann’s semantics by serving as ordering sources for the
modal proposition.

Starr (2010; 2012), Murray and Starr (2021) is a competing proposal for the seman-
tics of imperatives that is, in fact, a unified approach to declarative, imperative, and
interrogative clause types. On Starr’s approach, the content of the CG is not proposi-
tional, but rather, a preference state—a set of propositions with a preference ordering
relation on them. An utterance dynamically updates this preference state, with the
nature of the update depending on the clause type. A declarative clause updates the
preference state to eliminate possible worlds incompatible with the at-issue proposi-
tion. An interrogative clause partitions the preference state according to Groenendijk
and Stokhof’s (1984) question denotation. An imperative clause such as Open the
door! imposes a preference for you open the door over you don’t open the door. Our
discussion of speaker commitments translates directly to the dynamics of this prefer-
ence state, except that speakers commit to preference states, rather than to propositions.
The computation of the Table is a separate component altogether. The full details of a
recasting of our proposal in a framework compatible with Starr (2010) lie beyond the
scope of this paper.

AnderBois (2017) has proposed a model for modified imperatives which uses the
Table model, and builds effective preferences directly into the conversational score-
board, like Starr (2010). His proposal is that an imperative puts the effective preference
p > ¬p on the Table. If this proposal is accepted, this preference enters a novel score-
board component, Common Preferences. However, we believe that the Table is not the
correct place for proposed effective preferences, because they are not under discussion,
as argued in Sect. 3.4.1.

A proposal by Portner (2018) builds on Portner’s (2004) model for imperatives, in
which a component of the conversational scoreboard termed To Do List is updated
with a (structured) proposition that the addressee fulfills the property expressed by the
imperative. He proposes that functional variability of the imperatives can be captured
by positing different types of scoreboard updates for “strong” imperatives such as
commands and “weak” imperatives such as invitations, and posits that intonation
serves as a cue for the different updates. On this approach, the scoreboard does not
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represent the dynamic semantics of imperative clause types, but rather a pragmatics
of speech acts. It is not clear to us that Portner’s (2018) model successfully captures
the functional variability of imperatives.Moreover, given the fundamentally pragmatic
nature of the scoreboard in his proposal, we cannot easily recast our dynamic semantics
for won’t you? tags in Portner’s framework.

The framework developed in Roberts (2018, 2021) unifies some of the above ideas
about the semantics of imperatives (drawing most directly on Kaufmann (2012), Port-
ner (2018)), as well as their pragmatics in her QUDmodel of discourse, which inspired
the Table model. It may be a view in which our analysis of tag questions, and their
interaction with declarative and imperative anchors, could be recast.

5.2 Other approaches towon’t you? tags

English tag questions have received treatment in the Table model in prior scholarship,
most notably in Malamud and Stephenson (2014) and Farkas and Roelofsen (2017).
In addition, many related constructions have been analyzed in the model, including
final rises on declaratives and imperatives (Farkas & Roelofsen, 2017; Malamud &
Stephenson, 2014; Rudin, 2018a), utterance final particles in Mandarin (Ettinger &
Malamud, 2015; Yuan &Hara, 2019), German (Clausen & Scheffler, 2020, 2022) and
other languages, and evidentials (AnderBois, 2017; Faller, 2014). Two prior treatments
of reverse-polarity tag questions in the Table model are in our opinion insufficient for
capturing the empirical facts relating to won’t you? described in this paper.

Malamud and Stephenson (2014) consider three utterance modifiers with declar-
ative anchors: reverse-polarity tags, like (71a), rising intonation, and same-polarity
tags, like (72), and their functions in American English.

(72) You’ll just keep on ratting on us, will you?

To capture the distinct patterns of interlocutors’ commitments in these constructions,
Malamud and Stephenson (2014) extend the basic Farkas andBruce (2010) framework
to include the notion of projected commitment—propositions towhich speakers expect
themselves or their hearers to become publicly committed in the normal course of the
conversation. They do not examine how the effects they propose come about based on
the contributions of the anchor and the utterance modifier, and they do not consider
non-declarative anchors.

Extending this work, Ettinger and Malamud (2015) consider the Mandarin utte-
rance-final particle ba in comparison with the reverse-polarity won’t you? in English.
Both modifiers attach to a variety of speech acts and clause types, including directives.
They propose a scoreboardwhichmodels speech acts, adopting the dynamic semantics
of declarative, interrogative, and imperative clause types fromStarr (2010). Themodel,
however, is lacking any proposal for the semantics-pragmatics interface, which is
necessary, sinceStarr’smodel is purely semantic.As a result, theEttinger andMalamud
(2015) proposal seems limited to modifiers attached to declarative assertions and
imperative directives, blurring the lines between dynamic semantics of clause types
and pragmatics of speech acts. Like Malamud and Stephenson (2014), the Ettinger
and Malamud (2015) model is not compositional.
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In contrast, our current proposal describes dynamic semantic updates derived from
the contributions of the anchor and the tag, which serve as input to pragmatic reasoning
leading to ultimate effects of the tagged declaratives and imperatives in context.

Our analysis has consequences for the semantics of twoclosely related constructions
with positive tags: reverse-polarity tags attaching to negative anchors (73) and same-
polarity tags attaching to positive anchors (74); we set aside analysis of anchors like
(75).

(73) a. Oh, you won’t do that, will you? [BYU SOAP, OLTL 2009-09-01]

b. If Lucy’s there, don’t mention my name, will you?
[BYU SOAP, PC 2002-05-03]

(74) a. You will handle it, will you? [BYU SOAP, GL 2003-05-06]

b. Just give the boy a minute to dry off and catch his breath, will you?
[BYU SOAP, GL 2005-08-08]

(75) Why don’t you tell him to back off, will you?
[BYU SOAP, DAYS 2009-02-13]

If the relationship between the anchor and the tag is compositional at the level of
sentential force (as modeled by the scoreboard update), the contribution of the anchor
will compose with that of the tag in both constructions. The tags themselves could be
interpreted in one of two ways, with slightly different predictions for each one.

First, the tag could be a plain polar question (albeit an elliptical one). This type of
questionwould carry either no bias or a slight positive bias, and contribute either a very
low level of commitment to the positive proposition, or no commitment either way.
On this interpretation of the tag, it would contribute the issue {will-p,¬will-p} to the
Table. By raising this issue, the positive tag in both constructions solicits the hearer’s
input onwhich proposition should be added to the CommonGround. If this socilitation
is taken seriously, the tag could be interpreted as a marker of deference to the hearer
and uncertainty in assertive utterances, and as a marker of deference and lowered
social authority of the speaker with directives. With declarative anchors, the tag would
also significantly lower the speaker’s public commitment level to the negative anchor
proposition in sentences like (73a), or to the positive anchor proposition in (74a).

Second, the tag could be interpreted as a verum question, an interpretation that has
been independently proposed for polar questions with intonational focus on the auxil-
iary. Such a question, like the falsum operator in the preposed-negation tags, would
contribute not only the issue of whether will-p, but also the not-at-issue possibilities
for-sure-CG will-p and ¬for-sure-CG will-p, which will enter the Projected CGs that
they are compatible with, bypassing the Table. These possibilities will give rise to the
negative epistemic implicature, conveying the speaker’s lower-level public commit-
ment to the proposition¬will-p. For the negative cases, this would result in a meaning
that parallels our proposal for the preposed-negation tags: a level of commitment to
the negative proposition that is lower than an unadorned negative declarative, but for
the declarative anchor, higher than a non-tag verum question. This is a higher level
of commitment than is predicted under the first possible interpretation of the tag.

For the positive anchor cases (74), the declarative anchor would contribute a com-
mitment that is direct conflict with that implicated by the tag. How such conflicting
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contributions affect the sentential force and ultimately the illocutionary force of the
tagged utterance is a question we leave for future research; we likewise leave to future
work the disentangling of the two possible interpretations of a positive tag.

The next steps in this line of research are to examine whether the model has enough
“moving parts” to differentiate the semantic updates of various constructions within
the same language and cross-linguistically. We suggest that some constructions in
different languages that represent the same semantic update can produce different
pragmatic effects due to cross-linguistic differences in the division of pragmatic labor
between competing constructions. We plan to examine such potentially semantically
synonymous but pragmatically distinct constructions in future work, in addition to
testing our model against data from multiple related constructions within a single
language.

6 Discussion and conclusion

In this paper, we put forward a model of the semantics-pragmatics interface, building
on the Tablemodel (Farkas&Bruce, 2010; Farkas&Roelofsen, 2017), that reflects the
semantics of declarative, imperative, and interrogative clauses, and their composition
to form tagged utterances. We see the conversational scoreboard as a model of sen-
tential force, and thus mostly falling on the semantic side of the semantics-pragmatics
interface (cf. Roberts, 1996; Farkas & Bruce, 2010; Malamud & Stephenson, 2014;
Murray & Starr, 2021; Farkas & Roelofsen, 2017; Rudin, 2018a). The model cap-
tures both the grammatical and some somewhat more pragmatic aspects of sentential
force (such as epistemic implicatures associated with the PrepNegQ construction), and
serves as a starting point tomore purely pragmatic calculations, accounting for indirect
uses of declaratives and imperatives, beyond assertions and directives, respectively.
We outline how these (indirect) speech act effects are derived by pragmatic compu-
tations on top of the more semantic sentential force, clarifying the dynamics of the
semantics-pragmatics interface. In doing that, our model argues that linguistic form
produces underspecified (rather than default) speech act interpretations, which prag-
matics then helps clarify.

Through modeling imperatives with and without interrogative tags, we spell out
the effect of not-at-issue commitments on the conversational scoreboard. In doing
so, we provide additional evidence for the distinction between different notions of
at-issueness (Koev, 2018): the first, the notion of providing a discourse referent for
anaphoric uptake (cf. Murray, 2010), such as via a response particle, from the second,
the notion of relevance to theQUD.Only the first of these ismodeled by the scoreboard
Table on our account.

These theoretical points emerge through an empirical investigation of won’t you?
tags. We provide an account of the meaning of these tag questions as regular reverse-
polarity negative tag questions, which are in turn treated as elliptical negated polar
questions. The tag forms a single unitwith its anchor clause causing a single scoreboard
update (cf. the first empirical pattern from Sect. 2). The meaning of this unit emerges
compositionally from the meaning of the interrogative tag itself and the meaning of
the imperative or declarative anchor. As a sentential force modifier, the tag cuts across
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clause types (cf. the second empirical pattern from Sect. 2) and produces uniform
effects regardless of the ultimate speech act expressed (cf. the third empirical pat-
tern from Sect. 2). We note that untagged declaratives, preposed negation questions,
and tagged declaratives convey a scale of public speaker commitments (cf. the fourth
empirical pattern from Sect. 2), leading us to incorporate an interval representing the
level of commitment to the at-issue proposition, rather than using a categorical dis-
tinction between full and tentative commitments (cf. Gunlogson, 2008; Davis et al.,
2007; Scheffler 2013; Malamud & Stephenson, 2014; see Sect. 4.4.2). In developing
this account, we also explore the effect of imperative clauses on the conversational
scoreboard. Our analysis of won’t you? uses only the standard ingredients indepen-
dently proposed for interrogatives, as well as imperatives and declaratives, recasting
these prior accounts in our framework.

In particular, we combine the following proposals from prior work to model won’t
you?-tag questions in American English: (i) Farkas and Bruce’s (2010) scoreboard
approach for modeling plain declaratives in the anchor of tag questions and the polar
interrogative tags themselves; (ii) the falsum operator in the scope of the ques-
tion operator (Romero, 2015) for modeling preposed negation questions such as (the
reduced interrogative) won’t you?; and (iii) Kaufmann’s (2016) analysis of impera-
tives as conveying the modal proposition � fc,gc p. We combine these elements in the
Table model, including a proposal for novel not-at-issue commitments, a commitment
scale, and a model of how sentences composed of two different clause types can effect
a single scoreboard update.

The empirical patterns presented by this construction turn out to be fully explainable
once we examine them in light of their components, so recast. The resulting analysis is
a first unified account of preposed-negation tags with both declarative and imperative
anchor clauses, and the variety of resulting speech acts.
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