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Abstract The paper deals with multiple soft fault diagnosis of
linear analog circuits. The basic problem of arranging diag-
nostic tests performed in DC or AC states is considered in
detail. A systematic method is developed that allows finding
values of the sources applied to the excitation nodes as well as
the measurement nodes at which the voltage variations due to
the parameter deviations are sufficiently large. For this pur-
pose the sensitivity analysis and the nonlinear programming
technique, with appropriate objective function and constraints,
are used. Four numerical examples reveal effectiveness of the
proposed method for arranging the diagnostic tests.

Keywords Analog circuits . DC andAC states . Diagnostic
tests . Nonlinear programming

1 Introduction

Fault diagnosis of analog circuits plays a key role in electronic
circuit design. In integrated circuits it represents the main cost
factor of the production process. In consequence, the subject is of
considerable interest, leading to numerous publications, e.g.
[1–25]. Generally, fault diagnosis includes detection of the cir-
cuit, location of the faulty elements, and evaluation of their pa-
rameters. If a faulty parameter is drifted from its tolerance range,

but does not lead to some topological changes, the fault is said to
be soft or parametric. If the fault is open circuit or short circuit, it
is classified as catastrophic or hard. In some cases, physical
imperfections such as near–opens and near–shorts may occur.

This paper is focused on soft fault diagnosis of linear ana-
log circuits and offers a method for arranging diagnostic tests
that allow effective performing of the multiple fault diagnosis.
During the last years a number of methods for soft fault diag-
nosis have been proposed, e.g. [1–4, 7, 10–13, 15–20, 23, 25].
They exploit various concepts and techniques, e.g. neural net-
works [1], linear programming [20], fuzzy approach [3, 25],
wavelet transform [2], frequency response function [11, 23],
support vector machine [10, 12], V-transform of polynomial
coefficients [13], evolutionary algorithm [7], Volterra series
[4], block relaxation method [16]. Several papers have been
devoted to soft fault diagnosis of the process parameters in
analog integrated circuits, e.g. [17–19].

Methods for fault diagnosis of analog circuits exploit var-
ious measurement tests which constitute a preliminary step of
the diagnostic process. To determine the optimal set of the test
points required by the dictionary approach, different tools
have been proposed, e.g. evolutionary computations [6] and
fault–pair isolation tables [24]. A method for selection of op-
timal test frequencies, used by soft and hard fault diagnoses, is
developed in reference [22]. A test that finds a set of optimal
sampling points in CMOS circuits with ramp input signal is
proposed in reference [14].

Certain methods devoted to multiple fault diagnosis, e.g.
[15, 18, 19], exploit a test leading to a system of algebraic
equations expressing some measured node voltages in terms
of the diagnosis parameters p1 , … , pn. The circuit under
test is driven by voltage or current sources applied to the nodes
accessible for excitation. In general, to arrange the test several
sets of the source values are applied in succession and every
time voltages at some nodes are measured. The total number
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of the measured voltages is equal to n. Thus, the final result of
the test is a system of n nonlinear algebraic type equations in n
unknown variables p1 , … , pn

v1 ¼ f 1 p1; …; pnð Þ
v2 ¼ f 2 p1; …; pnð Þ

⋮
vn ¼ f n p1; …; pnð Þ ;

ð1Þ

where v1 , … , vn are the measured node voltages. The
above mentioned diagnostic methods do not require the func-
tions f1 , … , fn in explicit analytical form, which in real
circuits either do not exist or are very complex and costly to
obtain. To arrange an effective test the measurement voltages
whose variations due to deviations of the diagnostic parame-
ters are sufficiently large should be selected. Thus, the devia-
tions of the parameters must considerably influence the tested
voltages. The influence is specified by the sensitivities of the
voltages with respect to the parameters. Because the sensitiv-
ities due to different parameters may vary enormously we will

operate with semi–relative sensitivities of the form pk
∂vi
∂pk
,

where vi is a voltage and pk is a parameter.
In this paper linear DC and AC circuits, with real and

positive parameters p1 , … , pn, are considered. The circuit
has N nodes, except the datum one, including m nodes acces-
sible for excitation. Let all N nodes be considered to select
appropriate measurement nodes, which can be exploited in the
diagnostic test. Thus, the circuit under test will be driven bym
current sources, labelled b1 , … , bm, and some node volt-
ages from among v1 , ⋯ , vNwill be measured. We want to
select the measurement nodes and the sets of the input currents

B ið Þ ¼ b ið Þ
1 ; ⋯; b ið Þ

m

n o
so that the magnitudes of the semi–

relative sensitivities of the voltages at these nodes with respect
to all the parameters are greater than a threshold value γ > 0
and the node voltages do not exceed a maximum value μ.

To shed more light on the discussed problem we consider a
very simple example. Some details of full diagnosis process
are presented in Section 5 (Example 1). In the circuit shown in
Fig. 1 [20], where nominal values of the parameters are indi-
cated, we want to identify the faulty resistors R3, R4. For this
purpose the method developed in reference [18] will be used.

To estimate the values of the unknown parameters (R3 and R4)
this method needs two diagnostic tests: the principal test (test
A) and the validation one (test B). To arrange these tests the
circuit is supplied with current sources i1 and i2 at the acces-
sible for excitation nodes 1 and 2 and all three nodes are taken
into account to select the measurement nodes. To construct a
proper test that satisfies the above described requirements the
values of the current sources and the measurement nodes must
be selected. Using the systematic method described in
Sections 2–4, with γ = 0.1 V, μ = 5 V, and assuming the ini-

tial currents i 0ð Þ
1 ¼ 0:1 A, i 0ð Þ

2 ¼ 0:1 A several tests can be
applied. On the basis of the obtained results (see Section 5) we
choose the measurement nodes 2 and 3 and the source currents
i1 = 5.7855 A, i2 = − 1.2127 A (test A). To verify the correct-
ness of the selected tests we assume the actual values R3 =
2.60 Ω and R4 = 2.80 Ω. On the basis of the test A, with the
measurement accuracy 1 mV, the diagnostic method pro-
posed in reference [18] determines the parameter values
R3 = 2.6058 Ω, R4 = 2.8050 Ω which are very close to the
actual ones and they are confirmed by the verification test B.
On the other hand, if ad hoc test with the current sources equal
to the initial values i1 = 0.1 A, i2 = 0.1 A and the same mea-
surement nodes 2 and 3, is exploited by the diagnostic method
presented in [18], then the computed parameter values are
R3 = 2.6296 Ω, R4 = 10077.9389 Ω. Resistance R4 is
completely incorrect and the method, on the basis of the val-
idating test B, discards the obtained result. Thus, the diagnos-
tic method based on this test fails.

The main idea of the proposed method will be presented
using DC linear circuits driven by current sources b1 , ⋯ ,
bm. Next it will be extended to AC circuits. The method ex-
ploits the sensitivity analysis with respect to the diagnostic
parameters and the nonlinear programming (NLP) technique.
It should be emphasized that the proposed in this paper sys-
tematic method for arranging the diagnostic tests is dedicated
to linear analog circuits only. The tests can be arranged in DC
or AC states and used by different methods devoted to multi-
ple fault parametric diagnosis, including location and identifi-
cation of the faulty parameters. The systematic method, de-
scribed in Sections 2–4, simplifies and improves creation of
the test and increases its quality.

K= 0.5 S

i6 =Kv4
R3 = 2 Ω

R4 = 4 Ω R5 = 1 Ω

R2 = 2 ΩR1 = 1 Ω i2 i1 

2

v4

31 Fig. 1 An exemplary circuit

148 J Electron Test (2017) 33:147–156



2 The Main Idea of the Method

This section brings a foundation of the systematic method for
arranging diagnostic tests presented in Section 4.

Let us consider a linear DC circuit with n positive parame-
ters p1 , … , pn considered as potentially faulty. They form
an n-vector p = [p1 ⋯ pn]

T, where T denotes transposition.
The circuit is described by the node equation in symbolic form

Y pð Þv ¼ b ð2Þ

where v = [v1 ⋯ vN]
T is the node voltage vector, b = [b1

⋯ bN]
T is the source vector, consisting of the current sources

entering the nodes 1 , ⋯ , N, and Y(p) = [yij(p)] NxN is the
node admittance matrix, whose elements depend on the pa-
rameters p1 , … , pn. Using the solution of eq. (2)

v ¼ Y pð Þ½ �−1b ð3Þ

we calculate the sensitivity vector ∂v
∂pk

¼ ∂v1
∂pk

⋯ ∂vN
∂pk

h iT
with

respect to a parameter pk

∂v
∂pk

¼ ∂ Y pð Þ½ �−1
∂pk

b ð4Þ

Since Y(p)[Y(p)]−1 = 1, we write

∂Y pð Þ
∂pk

Y pð Þ½ �−1 þ Y pð Þ ∂ Y pð Þ½ �−1
∂pk

¼ 0 ð5Þ

and find

∂ Y pð Þ½ �−1
∂pk

¼ − Y pð Þ½ �−1 ∂Y pð Þ
∂pk

Y pð Þ½ �−1 ð6Þ

Substituting (6) into (4) yields

∂v
∂pk

¼ − Y pð Þ½ �−1 ∂Y pð Þ
∂pk

Y pð Þ½ �−1b ð7Þ

Let p be pnom ¼ pnom1 ⋯ pnomn

� �T
, where pnomj (j = 1,

…, n) means the nominal value of pj, then it holds

∂v
∂pk

¼ C kð Þb ð8Þ

where

C kð Þ ¼ − Y pnomð Þ½ �−1 ∂Y pð Þ
∂pk

���
pnom

Y pnomð Þ½ �−1 ¼ c kð Þ
ij

h i
NxN

.

Equation (8) allows finding sensitivity vectors ∂v
∂pk

for k = 1 ,

… , n. For this purpose we need [Y(pnom)]−1 and ∂Y pð Þ
∂pk

at

pnom for all k. The derivatives ∂Y pð Þ
∂pk

can be efficiently comput-

ed if Y(p) is given in symbolic form.

Since the circuit is driven by the sources b1 , … , bm, the
source vector b can be presented in the form b = [b1 ⋯
bm 0 ⋯ 0] T. The sensitivities of the node voltages vi for
i = 1 , ⋯ , N, on the basis of (8), are given by the equations

∂v1
∂pk
∂v2
∂pk
⋮
∂vN
∂pk

266666664

377777775 ¼

c kð Þ
11 c kð Þ

12 ⋯ c kð Þ
1m

c kð Þ
21 c kð Þ

22 ⋯ c kð Þ
2m

⋯ ⋯ ⋯ ⋯
c kð Þ
N1 c kð Þ

N2 ⋯ c kð Þ
Nm

2666664

3777775
b1
b2
⋮
bm

2664
3775; k ¼ 1;…; n ð9Þ

The set of eqs. (9), for k = 1 , … , n, allows writing the
following systems of equations

pnom1

∂v1
∂p1

¼ pnom1 c 1ð Þ
11 b1 þ⋯þ c 1ð Þ

1mbm
� �

pnom2

∂v1
∂p2

¼ pnom2 c 2ð Þ
11 b1 þ⋯þ c 2ð Þ

1mbm
� �

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
pnomn

∂v1
∂pn

¼ pnomn c nð Þ
11 b1 þ⋯þ c nð Þ

1mbm
� �

8>>>>>>><>>>>>>>:
⋮

pnom1

∂vN
∂p1

¼ pnom1 c 1ð Þ
N1b1 þ⋯þ c 1ð Þ

Nmbm
� �

pnom2

∂vN
∂p2

¼ pnom2 c 2ð Þ
N1b1 þ⋯þ c 2ð Þ

Nmbm
� �

⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯⋯
pnomn

∂vN
∂pn

¼ pnomn c nð Þ
N1b1 þ⋯þ c nð Þ

Nmbm
� �

8>>>>>>><>>>>>>>:

ð10Þ

Each of theN systems of n eqs. (10) relates to semi–relative
sensitivities of one of the voltages v1 , ⋯ , vN with respect
to all parameters p1 , … , pn, at the nominal values of the
parameters. Using the first set of n equations of the represen-

tation (10) we wish to find the excitations b1 ¼ b 1ð Þ
1 ; …; bm

¼ b 1ð Þ
m so that the magnitude of each of the semi–relative sen-

sitivities of the voltage v1 at node 1, pnom1
∂v1
∂p1

; pnom2
∂v1
∂p2

;…; pnomn
∂v1
∂pn

is greater than or equal to the threshold value γ.

Furthermore, the excitations should cause the magnitudes of
the node voltages not to exceed some maximum value μ. For
this purpose we use the nonlinear programming technique
with an objective function f(b1, …, bm) = (b1b2 ⋯ bm)

2

and constraint functions as follows

max b1b2 ⋯ bmð Þ2
subject to

γ − pnom1 c 1ð Þ
11 b1 þ⋯þ c 1ð Þ

1mbm
��� ���≤0

γ − pnom2 c 2ð Þ
11 b1 þ⋯þ c 2ð Þ

1mbm
��� ���≤0

⋮
γ − pnomn c nð Þ

11 b1 þ⋯þ c nð Þ
1mbm

��� ���≤0
∑
m

j¼1
zijb j

�����
�����−μ≤0; i ¼ 1; …; N

ð11Þ
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where zij are elements of the matrix [Y(pnom)]−1.
The maximization of the objective function is to counteract

very small values of the current sources, whereas ∑
m

j¼1
zijb j

�����
����� −

μ ¼ vij j−μ≤0; i = 1 , … , N, ensure the magnitudes of
the node voltages against exceeding μ. To solve the NLP
problem, the procedure ‘fmincon’ implemented in MATLAB
2013b is used, where max(b1b2 ⋯ bm)

2 is replaced by
min(−(b1b2 ⋯ bm)

2).

The set of excitationsB 1ð Þ ¼ b 1ð Þ
1 ; …; b 1ð Þ

m

n o
provided by

the nonlinear programming (11) guarantees that magnitudes of
all the semi–relative sensitivities of voltage v1 at node 1, with
respect to all the parameters p1 , … , pn, are sufficiently large.
Similar approach is applied to the other systems of n equations of

the representations (10). As a result the sets of excitations B 2ð Þ

¼ b 2ð Þ
1 ; …; b 2ð Þ

m

n o
; …; B Nð Þ ¼ b Nð Þ

1 ; …; b Nð Þ
m

n o
,

which satisfy the sensitivity requirements at nodes 2 , … ,
N, are determined. However, the number of useful test nodes and
the corresponding sets B(i) may be smaller than N because in
some cases NLP fails. The actual number of the nodes will be

labelled N ̂ .

3 Extension to AC Circuits

Let us consider a linear AC circuit with real and positive
diagnostic parameters p1 , … , pn. In the frequency domain
sinusoidal current sources acting in the circuit are represented
by their phasors. Let all initial phases of the sources be either
zero or π, then the phasors are real numbers (positive or neg-
ative). The node equation describing the circuit has the form
(2), were b = [b1 ⋯ bm 0 ⋯ 0] T, v = [v1 ⋯ vN]

T, with
vi (i = 1, …, N) being complex numbers (phasors)

vi ¼ ~vi þ je~vi, (i = 1, …, N) ,where ~vi is the real part of vi
and e~vi is the imaginary part of vi. Hence, it holds

∂vi
∂pk

¼ ∂~vi
∂pk

þ j
∂~~vi
∂pk

ð12Þ

and

∂vi
∂pk

���� ���� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂~vi
∂pk

 !2

þ ∂~~vi
∂pk

� 	2
vuut ð13Þ

Also elements of matrix Y(p) are complex. In conse-

quence, elements c kð Þ
ij of matrix C(k) (see(8)) are complex

c kð Þ
ij ¼ ~c kð Þ

ij þ je~c kð Þ
ij . As a resul t the equat ions of the

representation (10) have to bemodified as it is explained using
the first of them

pnom1

∂~v1
∂p1

þ j
∂~~v1
∂p1

 !
¼ pnom1 ~c

1ð Þ
11 b1 þ⋯þ ~c

1ð Þ
1mbm

� 	
þ j ~~c

1ð Þ
11 b1 þ⋯þ ~~c

1ð Þ
1mbm

� �
 �
ð14Þ

and

pnom1

∂v1
∂p1

���� ���� ¼ pnom1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~c
ð1Þ
11 b1 þ⋯þ ~c

1ð Þ
1mbm

� 	2

þ ~~c
1ð Þ
11 b1 þ⋯þ ~~c

1ð Þ
1mbm

� �2s
ð15Þ

Hence, the nonlinear programming corresponding to (11)
becomes

max b1 b2 ⋯ bmð Þ2
subject to

γ − pnom1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~c

1ð Þ
11 b1 þ⋯þ ~c

1ð Þ
1mbm

� 	2

þ ~~c
1ð Þ
11 b1 þ⋯þ ~~c

1ð Þ
1mbm

� �2s
≤0

γ − pnom2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~c

2ð Þ
11 b1 þ⋯þ ~c

2ð Þ
1mbm

� 	2

þ ~~c
2ð Þ
11 b1 þ⋯þ ~~c

2ð Þ
1mbm

� �2s
≤0

⋮

γ − pnomn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~c

nð Þ
11 b1 þ⋯þ ~c

nð Þ
1mbm

� 	2

þ ~~c
nð Þ
11 b1 þ⋯þ ~~c

nð Þ
1mbm

� �2s
≤0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
m

j¼1
rijb j

 !2

þ ∑
m

j¼1
xijb j

 !2
vuut −μ≤0; i ¼ 1; …; N

ð16Þ

where rij = Re (zij) and xij = Im (zij).

4 Method for Arranging the Diagnostic Tests

Diagnostic test asks for n equations with n unknown variables

p1 , … , pn. If N ̂≥n then the simplest way to arrange a test
leading to n equations with n unknown variables p1 , … ,

pn is choosing n measurement nodes from the set of N ̂ nodes
and the corresponding excitation sets. To write the test equa-
tions we consider n circuits, each driven by one of the excita-
tion sets and measure the voltages at the appropriate nodes. As
a result the system of n equations, expressing the measured

Table 1 Exemplary results provided by the method

The sets of excitations Number of node

k1 k2

B k1ð Þ x

B k2ð Þ x x
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voltages in terms of the parameters p1 , … , pn, can be
written. Thus, n measurement nodes and n sets of excitations
are exploited to arrange the test. However, usually less number
of nodes and/or sets of excitations may be used to arrange a

test and the test can be organized even if N ̂ < n. To make
possible creating different tests, on the basis of the obtained

results, we take into account one of the nodes kl∈

1; …; N ̂
n o

and the corresponding set of excitations B klð Þ.

We check whether the set B klð Þ also meets the constraints re-
quired by any other NLP corresponding to other node. This

checking is performed for each B klð Þ, l ¼ 1; …; N ̂ and all
the nodes. The results are summarized in a table consisting of

rows corresponding to the sets B klð Þ and columns correspond-

ing to the nodes. If a set B klð Þ meets the constraints required by
the NLP relating to node kj, we insert x at the crossing of l-th
row and j-th column. The table allows arranging different
tests. For example, let us consider Table 1 corresponding to

n = 3 and N ̂ ¼ 2. Although N ̂ < n the test leading to three
equations, can be arranged by measurement of the voltages at
nodes k1 and k2 in the circuit driven by the excitations belong-
ing to B k2ð Þ and measurement of the voltage at node k1 in the

circuit driven by the excitations belonging to B k1ð Þ.

If Table 2 is obtained, with n = 3, N ̂ ¼ 3, then several tests,
leading to three equations, can be arranged. For this purpose

three nodes k1, k2, k3 and the set of excitations B k3ð Þ or three sets
of excitations B k1ð Þ, B k2ð Þ, B k3ð Þ and one node k1 can be used.
Several other tests can be generated on the basis of Table 2.

More marks in the table, more different tests can be ar-
ranged. Thus, the crucial point of arranging the diagnostic test,

suitable to the diagnosis problem, is constructing the table
having the above described structure. The table, labelled DT,
contains information about possibility of arranging a test and
forming various alternative tests. It provides the set of the
measurement nodes and the excitations (current source
values), which can be exploited in the diagnostic tests. If sev-
eral of the obtained sets of excitations are identical, the corre-
sponding rows of the DT table are the same. Then, only one of
them is essential and the others repeat the information
contained in this row. Therefore, such redundant rows are
discarded and the size of the DT table is reduced.

5 Numerical Examples

5.1 Example 1

Consider again the simple DC circuit shown in Fig. 1. This
example is exhibited to compare the systematic and ad hoc
methods and to manifest the influence of the test on the diag-
nostic process carried out using the method of reference [18] at
different levels of themeasurement uncertainty. In work [18] no
systematic method for arranging the tests is proposed. They
were created by performing many numerical experiments.

In this exemplary circuit we concentrate on the location and
identification of the faulty resistors R3 and R4, as described in
Section 1, with the parameters γ = 0.1 V and μ = 5 V. The
value of γ guarantees that in the selected test the measurements
can be executed with proper accuracy. The value of μ prevents
the voltages from exceeding the threshold values, e.g. from the
breaking down of some devices. The nodes 1 and 2 are consid-
ered as the excitation ones and DC current sources i1 and i2 are
applied to them. Thus, the elements b1 , ⋯ , bm (m = 2) of
the vector b are b1 = i1, b2 = i2. It is assumed that all the nodes of
the circuit are accessible for measurement. To solve the nonlin-
ear programming problem we pick the initial values

b 0ð Þ
k ¼ i 0ð Þ

k ¼ 0:1 A, where k = 1 , 2. The NLP technique ap-
plied in succession to the nodes 1, 2, and 3 leads to the sets of
excitations B(1), B(2), and B(3) comprising the input current
sources, gathered in the first column of the Table 3.

Table 2 Exemplary results provided by the method

The sets of excitations Number of node

k1 k2 k3

B k1ð Þ x x

B k2ð Þ x x

B k3ð Þ x x x

Table 3 DT table relating to the set of parameters {R3, R4}

The sets of excitations Number of node

1 2 3

B(1) = {5.2777 A, 3.6111 A} x

B(2) = {5.8105 A, − 1.4505 A} x

B(3) = {5.7855 A, − 1.2127 A} x x

Table 4 The comparison results of the diagnosis process of the circuit
shown in Fig. 1

Case (i) Case (ii) Case (iii)

Test A Test SM Test AH Test SM Test AH Test SM Test AH

R3 [Ω] 2.6058 2.6296 2.5999 2.5982 2.5999 2.6001

R4 [Ω] 2.8050 10,077.9389 2.8002 2.2512 2.7999 2.7900

Test B Pass Fail Pass Fail Pass Pass

J Electron Test (2017) 33:147–156 151



The information contained in this table allows arranging
six diagnostic tests. They are specified by B(k) and the num-
bers of the corresponding measurement nodes: B(3), 2, 3; B(1),
1 and B(2), 2;B(1), 1 and B(3), 2;B(2) and B(3), 2;B(1), 1 and B(3),
3; B(2), 2 and B(3), 3. Let us concentrate on two of them, as
follows. To arrange test A of [18] we choose the set of exci-
tation B(3) and the measurement nodes 2 and 3. In the case of
test B of [18] we choose the set of excitations B(1) and the
measurement node 1 and B(2) with the measurement at node 2.
The actual values of the faulty parameters are R3 = 2.60 Ω,
R4 = 2.80 Ω. Alternatively, ad hoc tests A and B are arranged
with the current sources i1 = i2 = 0.1 A in test A and i1 = 0.2 A,
i2 = 0.5 A in test B with the measurement nodes 2 and 3. In all
the tests the measurements were performed with three levels of
the uncertainty: case (i) – 1mV, case (ii) – 0.1 mV, and case (iii)
– 0.01 mV.

The results provided by the method proposed in reference
[18], exploiting the test arranged with the help of the systematic
method (SM) and the ad hoc (AH) method are summarized in
Table 4. They reveal that the method of [18] with the test SM
gives correct values of the faulty parameters at all levels of the

measurement uncertainty. The influence of the measurement
accuracy on the values of the parameters is not essential in this
case. When the test AH is applied the method of [18] gives
correct results only with the highest measurement accuracy
(0.01 mV) and fails in the other cases, (i) and (ii).

5.2 Example 2

Let us consider the DC circuit shown in Fig. 2, containing the
operational amplifiers that operate in the linear region.We wish
to construct DT tables that allow arranging the tests suitable to
multiple fault diagnosis of the following sets of three parame-
ters: P(1) = {R1, R2, R3}, P

(2) = {R1, R4, R7}, P
(3) = {R1,

R3, R6}, P
(4) = {R2, R4, R6}, P

(5) = {R4, R5, R6}. For this
purpose the nodes 1, 2, 3 are chosen as the excitation nodes and
all the nodes 1 , … , 8 are taken into account to select the
measurement nodes. The current sources i1, i2, i3 with the in-
ternal resistors Rg1 , Rg2 , Rg3 are applied to nodes 1, 2, 3.

Thus, elements b1 , … , bm (wherem = 3) of vector b are:
b1 = i1, b2 = i2, b3 = i3. To construct DT tables the method de-
scribed in this paper is used with the constants γ = 1 V,
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50 Ω

1g
R

3g
R

R7 
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R5 
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i3 

30 kΩ
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Fig. 2 An exemplary DC circuit

Table 5 DT table relating to the set of parameters P(3) = {R1, R3, R6}

The sets of excitations Number of node

6 8

B(6) = {70.20 mA, 79.90 mA, 75.30 mA} x x

B(8) = {94.89 mA, 97.44 mA, 92.03 mA} x

Table 6 DT table relating to the set of parameters P(5) = {R4, R5, R6}

The sets of excitations Number of node

6 8

B(6) = {68.14 mA, 84.00 mA, 75.30 mA} x x

B(8) = {94.89 mA, 97.44 mA, 92.03 mA} x
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μ = 12 Vand the initial guess of the NLP b 0ð Þ
1 b 0ð Þ

2 b 0ð Þ
3

h i T
is

picked with b 0ð Þ
k ¼ i 0ð Þ

k ¼ 0:1 A, k = 1 , 2 , 3. In the case

P(2) the method leads to 1 × 1 matrix N ̂ ¼ 1
� �

and the test,

which has to comprise three equations, cannot be arranged. In
all the other cases the DT tables allow arranging one test. Two
of them, relating to cases P(3) and P(5), are enclosed (Tables 5
and 6).

5.3 Example 3

Consider the AC circuit (http://www/ti.com/lit/an/snoa586
d/snoa586d.pdf) shown in Fig. 3 containing the operational
amplifiers operating in the linear region. In this circuit 11 sets
consisting of three parameters selected from the capacitors
C1 , … , C4 and resistances R1 , … , R8 are considered:
S(1) = {C1, C2, C3}, S

(2) = {C1, R2, R8}, S
(3) = {C1, R3,

C3}, S
(4) = {C1, R4, R6}, S

(5) = {R1, C1, C2}, S
(6) = {R1,

C1, R7}, S
(7) = {R1, R2, R3}, S

(8)= {R2, C3, C4}, S
(9)

= {R2, C3, R5}, S
(10) = {R3, C3, C4}, S

(11) = {R6, R8,
C4}. We want to construct the DT tables which allow
arranging the tests suitable to the diagnoses of these sets of
three parameters. For this purpose the nodes 1 and 2 are
chosen as the excitation nodes and all nine nodes are
considered to select the measurements nodes. The sinusoidal

current sources i1, i2 at the frequency 80 Hz with internal
resistors Rg1 , Rg2 are connected to nodes 1 and 2. The
sinusoidal currents are chosen so that their phasors I1, I2 are
real numbers. They are elements of the source vector, I1 = b1,
I2 = b2. To construct DT tables we use the method proposed in
this paper with the constants γ = 0.1 V, μ = 12 V. The initial

guess of each NLP is b 0ð Þ
1 b 0ð Þ

2

h i T
where

b 0ð Þ
1 ¼ I 0ð Þ

1 ¼ b 0ð Þ
2 ¼ I 0ð Þ

2 ¼ 0:1 A. In the cases S(1), S(2), S(3),
S(5) the method leads to DT tables that allow arranging proper
tests. One of them is Table 7. In the other cases the method does
not allow arranging a test consisting of three equations.
However, if the restriction concerning the minimal values of
the semi–relative sensitivities is weakened, by choosing γ =
0.01 V, the method enables us to create the tests in seven
cases S(1), S(2), S(3), S(5), S(7), S(8), S(11). For example the
results relating to the case S(1) is presented in Table 8.
However, if γ is decreased then the higher measurement
accuracy is necessary. Both Tables 7 and 8 have been
obtained after discarding the redundant rows corresponding
to B(7) and B(8). They allow arranging different tests, e.g. on
the basis of Table 8 the tests can be created in the circuit
supplied with the sources of the set B(6) by measurement of
the voltages at three nodes from among the nodes 6, 7, 8, 9 or
at two of these nodes and voltage measurement at node 9 in
the circuit driven by the sources of set B(9).
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Fig. 3 Pre-amplifier with
accurate RIAA response

Table 7 DT table relating to the set of parameters S(5) = {R1, C1, C2}

The sets of excitations Number of node

4 5 6 7 8 9

B(4) = {824.22 μA, 39.47 μA} x x x x x x

B(5) = {823.77 μA, 26.72 μA} x x

B(6) = {823.94 μA, 31.52 μA} x x x x x

B(9) = {821.09 μA, − 46.00 μA} x

Table 8 DT table relating to the set of parameters S(1) = {C1, C2, C3}
with weakened γ = 0.01 V

The sets of excitations Number of node

6 7 8 9

B(6) = {820.13 μA, − 70.69 μA} x x x x

B(9) = {819.82 μA, − 78.43 μA} x
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5.4 Example 4

In the AC circuit, being the subwoofer filter, shown in Fig. 4
wewish to construct DT tables which allow arranging the tests
suitable to multiple diagnoses of the following sets of three,
four or five parameters: Q(1) = {R1, R9, C5}, Q

(2) = {C5,
C7, C8}, Q

(3) = {R9, R11, C5}, Q
(4) = {R1, R8, R10, C6},

Q(5) = {R1, R8, R17, C5, C7}. For this purpose the nodes 1

and 2 are chosen as the excitation nodes and all the 18 nodes
are considered to select the measurement nodes. The sinusoi-
dal current sources i1, i2 at the frequency 100 Hz with real
phasors I1, I2 are connected to nodes 1 and 2. They constitute
the elements of the source vector, b1 = I1, b2 = I2. To construct
DT tables we use the method proposed in this paper with the

constants γ = 0.1 V, μ = 12 V. The initial guess b 0ð Þ
1 b 0ð Þ

2

h i T
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Fig. 4 The subwoofer filter

Table 9 DT table relating to the set of parameters Q(3) = {R9, R11, C5}

The sets of excitations Number of node

9 10 11 12 13 14 15 16 17 18

B(9) = {53.27 mA, 53.27 mA} x x x x x x x x x x
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¼ I 0ð Þ
1 I 0ð Þ

2

h i T
of the NLP is picked with

I 0ð Þ
1 ¼ I 0ð Þ

2 ¼ 0:1 A. In each of the cases the method provides
DT table that allows arranging several tests satisfying the re-
quirements. Three of them, relating to casesQ(3),Q(4),Q(5) are
enclosed (Tables 9, 10, 11). All the tables have been obtained
after discarding redundant rows. In the case specified by
Table 11 the tests leading to five equations can be arranged
using the current supply sources of the set B(13) and measuring
the voltages at five nodes from among the nodes 13, 14, 15,
16, 17, 18.

6 Conclusion

Various methods for fault diagnosis of analog circuits are
based on diagnostic test performed in DC or AC state. The
test is the preliminary step of these methods. To arrange an
effective test the excitations and the measurement nodes
should be selected so that the voltages at these nodes consid-
erably react to deviations of the diagnostic parameters. The
proposed in this paper approach exploits the sensitivities of
the node matrix elements with respect to the parameters and
NLP technique with appropriate constraints. The constraints
guarantee that the magnitudes of the semi–relative sensitivi-
ties of the selected node voltages due to all the diagnostic
parameters are not smaller then a threshold value and the
magnitudes of the node voltages do not exceed a maximum
value. Furthermore, the maximization of the objective func-
tion of the NLP counteract very small values of the current
sources. The final result of the proposed approach are DT

tables. They contain information about the possible tests and
usually allow arranging several tests for given set of the pa-
rameters. In this way we can choose the best one taking into
account, for example, the number of the excitation sets, the
number of measurement nodes, the values of the measured
voltages and the values of the sensitivities. In AC case the
method can be extended by considering, in addition, different
frequencies of the input signals. Numerical examples show
that the approach allows effective arranging of the tests per-
formed in DC and AC states.
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