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Abstract
In recent years, dependency grammars have established themselves as valuable tools
in theoretical and computational linguistics. To many linguists, dependency gram-
mars and the more standard constituency-based formalisms are notational variants.
We argue that, beyond considerations of formal equivalence, cognition may also serve
as a background for a genuine comparison between these different views of syn-
tax. In this paper, we review and evaluate some of the most common arguments and
evidence employed to advocate for the cognitive or neural reality of dependency gram-
mars in linguistics, psycholinguistics, or neurolinguistics.We then raise the possibility
that the abilities to represent and track, alternatively or in parallel, constituency and
dependency structures co-exist in human cognition and are constitutive of syntactic
competence.

1 Introduction

Dependency grammar (DG) has become ubiquitous as a syntactic formalism in applied
linguistic settings, including natural language processing (NLP), psycholinguistics,
and neurolinguistics. Yet, rarely do practitioners in these fields consider whether DG
may be more than a theoretical convenience and whether it is endowed with any
cognitive or neural plausibility or reality. Furthermore, many scholars in formal and
theoretical linguistics assume that dependency formalisms are ‘notational variants’
of the more standard phrase structure or constituency-based formalisms (Chomsky,
1972; 2000a; 2000b; Johnson, 2015). In this paper, we will reassess the main argu-
ments why dependency grammars may be preferable to other formalisms, in particular
to constituency-based grammars. We accept that, from a formal perspective, these
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frameworks may indeed be hard to distinguish. However, we argue that cognition
might prove to be a useful deciding factor in the appreciation of what unique contri-
butions dependency analyses make to the understanding of human syntactic abilities.

In Sect. 2, we briefly introduce dependency grammar and we contrast some of
its core features with those of phrase structure grammars. In Sect. 3, we describe
the ‘received position’, the concept of ‘notational variance’, and some formal the-
ory issues. In Sect. 4, we assess whether linguistic arguments fare better than formal
language theory in deciding between dependency grammar and phrase structure. In
Sect. 5, we consider further theoretical reasons for favoring dependency analyses, and
we conclude that they are not any more decisive than the cross-linguistic data. In
Sect. 6, we evaluate some of the recent literature in psycholinguistics and cognitive
neuroscience and make a case for a parallel picture of dependency and constituency
within human syntactic cognition. Lastly, in Sect. 6.4, we compare aspects of our view
to the work done in Lexical Functional Grammar (LFG), before concluding.

2 What is Dependency Grammar?

Let us begin by defining dependencies and characterizing certain basic properties of
dependency grammars. Essentially, dependencies are binary, asymmetric governance
relations which hold between words in string sets. If word A dominates or governs
word B, then word B depends on word A. Accordingly, word A is called a ‘head’ and
word B a ‘dependent’. These relations are usually labelled in dependency trees, which
are modelled using rooted directed acyclic graphs (see Chapter 14, Jurafsky &Martin
2021). For anything modelled on this sort of structure, one vertex acts as the root, from
which directed edges or arcs are connected to other vertices. The edges are directed, in
that they form ordered pairs of vertices; they are acyclic, in that there is no route back
from one vertex to another: cycles or ‘loops’ are essentially banned. In dependency
grammar, the vertices are words and the edges are the dependency arcs connecting
them to one another and to the root in a sentence, usually the main verb. In brief, a
“dependency tree representation of syntactic structure emphasizes the functional role
of a word in a sentence” (de Marneffe & Nivre, 2019: 198).

Dependency trees look “flat” compared to the hierarchical syntactic structures of
traditional phrase structure grammars, in which nested constituency plays a greater
role. Compare Figs. 1 and 2 below:

Fig. 1 Dependency graph for Steve reads the book carefully.
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Fig. 2 Phrase structure tree for Steve reads the book carefully.

The arrows or edges in Fig. 1 indicate the direction of the dependency (no hierarchy
is intentionally represented). The verb ‘reads’ does not depend on anything else in the
sentence, it is the root, while every other word does depend on something else, not
necessarily adjacent to it.

Consider now the phrase structure tree of the same sentence in Fig. 2. Here, the
structure comprises hierarchical constituency and phrases ordered by relations on
trees, such as c-command (Reinhart, 1976; Chomsky, 1981).1 A node X c-commands
a node Y if the first branching node that dominates X also dominates Y, and if X
does not dominate Y and Y does not dominate X. The phrase structure representation
contains non-terminals, while dependency graphs do not. One element can govern
multiple dependents directly in dependency grammar, which is not the case in the
standard use of phrase structure, i.e., X-bar theory (unlike the tree in Fig. 2).

Despite the general shape of dependency analysis, dependency grammars are best
seen as a class of formalisms sharing a family resemblance: no two frameworks may
exactly correspond in their labelling practices, in their chosen dependency relations,
and in decisions on non-obvious cases.2 For instance, Word Grammar (WG) provides
a ‘cognitive approach’ based on default inheritance hierarchies and on network links
(Hudson, 1990; 2007), whereas Meaning-Text Theory (MTT) posits seven ‘strata’ of
representation and ordering rules for discontinuities (Mel’cuk, 1988, 2011).

There are, however, tenets from which all dependency analyses generally proceed.
These are relevant to both DG’s alleged methodological advantages (Sects. 4 and 5)
and to its psychological and neural plausibility or reality (Sect. 6). These are: (a) a key
role of individual words, i.e., ‘lexicalization’; (b) a binary, unidirectional dependence
relation between words; and (c) a single ‘layer’ of syntactic representation. In terms

1 Usually in formalisms such as X-bar theory, only binary branching is allowed, see Jackendoff (1977).
2 This situation in part has led to the pursuit of Universal Dependencies (UD), which target a unified
annotation and analysis for cross-linguistic data. See universaldependencies.org/introduction.html

123



R. M. Nefdt, G. Baggio

of (a), the lexicalization of a grammar involves associating each elementary structure
with a lexical item or terminal node. Concretely, Rambow and Joshi (1997: 172) state
that a grammar is lexicalized when “every elementary structure is associated with
exactly one lexical item, and if every lexical item of the language is associated with
a finite set of elementary structures in the grammar”. Importantly, Debusmann and
Kuhlmann (2000: 371) also note that, “[i]f the underlying grammar is lexicalized,
then there is a one-to-one correspondence between the nodes in the derivation tree
and the positions in the derived string: each occurrence of a production participating
in the derivation contributes exactly one terminal symbol to this string”. Dependency
grammars differ from constituency grammars also in that the former are lexicalized
from the outset: the elementary structures are the lexical items, or more precisely,
nodes labeled with terminal elements (i.e., anchors). Dependency relations can also be
posited for multiple ‘layers’ of linguistic form: phonological, syntactic, and semantic.
This approach is called ‘multi-stratal’ DG in the literature (Sgall et al., 1986). Here, we
focus on ‘mono-stratal’ versions, where syntactic structure is primarily represented.

This way of doing syntax shares certain points with pre-theoretical insights into
grammar and was originally conceived of by Tesnière (1959), who initially regarded
it as a cognitive approach to grammar with the goal of representing how the “mind
perceives” syntactic connections between words.3 This theme is further developed by
Hudson (1990; 2007), who argues for a similar psychological reality of dependency
structures in his Word Grammar. Despite the alternative origins of this grammatical
formalism, many linguists still consider dependency grammar a ‘notational variant’ of
the phrase structure approach to syntax. In the next section, we examine this position
and thereafter attempt to tease the formalisms apart via conventional methods before
suggesting that cognition might be the only viable realm of contrast and comparison.

3 The Received Position

The relationship between dependency grammar and phrase structure grammars has
been a long-standing problem in linguistics.4 Two early formal results aimed to settle
thematter: those of Gaifman (1961) andHays (1961, 1964). To appreciate these results
we need to briefly state two important criteria for comparing grammar formalisms in
formal language theory, namely weak and strong generative capacity.

The standard definitions of these terms have been held relatively stable since their
introduction in Chomsky (1963). Therein, Chomsky states that “a grammar weakly

3 Tesniére (1959) presents the gist of early DG as follows: “The sentence is an organised whole; its
constituent parts are the words. Every word that functions as part of a sentence is no longer isolated as
in the dictionary: the mind perceives connections between the word and its neighbours; the totality of
these connections forms the scaffolding of the sentence. The structural connections establish relations of
dependency among the words. Each such connection in principle links a superior term and an inferior term.
The superior term receives the name governor (régissant); the inferior term receives the name dependent
(subordonné)”.
4 For the interpretation of relevant formal results in this section, we will be largely assuming that we are in
the realm of context-free grammars. There is much controversy as to whether phrase structure grammars
fall within this class or even what the precise definition of the term is. Manaster-Ramer and Kac (1990)
offer a systematic overview of the ‘many meanings’ of the term in linguistics.
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generates a set of sentences” and “strongly generates a set of structural descriptions”
(1963: 60). From this, weak generative capacity can be characterized in terms of the
class of formal languages generated by a specific grammar in the Chomsky Hierarchy.
For instance, context-free grammars (CFGs) generate the set of context-free languages
(CFLs), regular grammars generate the set of regular languages, and so on. Peters and
Ritchie (1973) showed that the transformational grammar of Aspects generates the set
of recursively enumerable languages: it is a Type-0 or unrestricted grammar.5

Two grammars, then, are said to be weakly equivalent if they generate or license
the same sets of strings. If for a grammar of the first type of formalism there exists
a grammar of the second type that generates or licenses the same sets of strings,
then the two grammars are said to be weakly equivalent. Gaifman’s (1961) result
establishes this correspondence between dependency grammar and phrase structure
grammar. Specifically, he proved that dependency grammars are a special case of
context-free grammars and a proper subset of phrase structure grammars, that is, the
‘immediate constituency grammar’ of the time. As Chomsky (1965) noted, however,
“discussion of weak generative capacity marks only a very early and primitive stage of
the study of generative grammar. Questions of real linguistic interest arise only when
strong generative capacity (descriptive adequacy) and, more important, explanatory
adequacy become the focus of discussion” (61).

Strong generative capacity involves a particular kind of structural equivalence or
‘equivalence of structural descriptions’ relevant for deeper linguistic questions related
to language acquisition. Two grammars are strongly equivalent if they assign the same
structural descriptions to the same strings. Here, Gaifman only shows one direction
of equivalence, from dependency structures to phrase structures, but not vice versa.
As Hays (1964: 522) states, “the two theories are not strongly equipotent”, though he
suggests that this should count in favor of dependency grammar, as the properties of
phrase structure it fails to mimic are unlikely to have ‘linguistic applications’. One
specific property in question is proven in Hays (1961). If the phrase structure grammar
licenses an infinite set or allows recursive categories (a “[phrase structure] system of
infinite degree”, in his terminology), then a simple correspondence with a dependency
grammar is impossible. Yet, the jury is still out on a precise characterization of strong
generative capacity and therefore of the equivalence it involves. For instance, Levelt
(1974) and Kuroda (1976) provided notable criticisms of the notion assessing its
triviality, and Miller (1999) developed a model-theoretic treatment of the concept of
strong generative capacity and its equivalence.

Despite a lack of consensus on formal aspects of the correspondence between DG
and phrase structure grammars, linguists often still assume that they are equivalent as
notational variants. Chomsky defines notational variance in the following manner:

Given alternative formulations of a theory of grammar, one must first seek to
determine how they differ in their empirical consequences, and then try to find
ways to compare them in the area of difference. It is easy to be misled into

5 This means that all formal languages recognizable by a Turing machine can be generated by such gram-
mars. See Berwick (1984) for reflection on whether the same holds for the subsequent Government and
Binding theory, which eschewed the strong deletion rules and many individual transformations of its pre-
decessor and incorporated a more parsimonious trace theory.
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assuming that differently formulated theories actually do differ in empirical con-
sequences, when in fact they are intertranslatable—in a sense, mere notational
variants. (1972: 69)

If two grammars are notational variants, they have (possibly among other properties
in common) the same empirical consequences and are equally empirically adequate.
Exactly what this means in terms of weak and strong generative capacity is unclear.
For if empirical adequacy is defined in terms of descriptive adequacy (and a fortiori
observational adequacy) à la Chomsky (1965), then dependency and phrase structure
grammars must have the same empirical consequences, since they generate the same
sets of sentences. Presumably, these sets would be those identified by native speaker
intuitions or judgements, according to the definition of descriptive adequacy. On the
other hand, if empirical adequacy also requires explanatory adequacy, as is suggested
by Chomsky’s quote above, that is, an account of language acquisition, then something
stronger, such as structural equivalence or strong generative capacity, may be needed.
Johnson (2015) applies a measure-theoretic account of notational variance using the
Merge operation of Minimalism (Chomsky, 1995). He then argues that, to the extent
that there is structural overlap between grammars, there lies the empirical fruitfulness
of the theory. He makes use of an analogy from physics between symmetries which
are invariant under certain transformations and formal grammars. Thus, he attempts to
liberate the concept of equivalence from its usual negative connotations by accepting
and exploiting the idea that grammar formalisms, such as dependency grammar and
phrase structure grammar, are indeed equivalent. Johnson wants to see his proposal
as addressing Quine’s challenge concerning the ‘psychological reality’ of equivalent
grammar formalisms: if X and Y are weakly equivalent, or ‘behaviourally equivalent’
in Quine’s terms, which one is realised in the human mind and brain? The answer is
that both are, according to Johnson. This is no doubt an intriguing proposal, but it is
unclear what leverage it has for linguistic analysis and language acquisition. Relatedly,
Stabler (2019) has argued that different mathematical foundations for syntax, present
in phrase structure grammars, in dependency grammars, and in optimality theoretic
formalisms, have common roots in formal tree languages. Stabler’s formal arguments
for the insufficiency of each individual framework, together with their joint relevance
for modeling linguistic competence, dovetail with the conclusion we reach in Sect. 6
on more cognitive grounds.

The situation we are left with is one in which the received position largely has its
roots in early research in formal language theory and in mathematical comparisons
between the different grammars. In some cases, the alleged equivalence is based on
weak generative capacity;6 in other cases, the notion of strong generative capacity is
either formally or informally treated. Arguably, mathematics is not going to settle the
question of the equivalence of the two formalisms under discussion. As Rambow and
Joshi (1997: 167) note of the specific comparison in the current work:

6 There are proofs of the weak equivalence of various grammar formalisms, such as Dependency Gram-
mar and versions of Phrase Structure Grammar (PSG), Tree-Substitution Grammar (TSG), and Categorial
Grammar (CG), among others (Vijay-Shanker & Weir, 1994).
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Amathematical comparison between the underlying formal systems will [...] not
tell us much about the linguistics of the two theories. Instead, we must ask how
the formalisms affect the linguistic theories which are expressed in them.

It is on to this task that we now move. In the following section, we will try to show
that linguistic evidence can provide insights into theory comparison, but it ultimately
falls short of deciding on the equivalence of DG and constituency-based formalisms.
This task is better suited for cognitive science, we will argue in Sect. 6.

4 Linguistic Arguments in Favour

4.1 Cross-Linguistic Coverage

From a linguistic perspective, empirical adequacy, understood as cross-linguistic data
coverage, is of paramount importance for theories of grammar. Simplifying, if some
formalism explains or models more of the data, then it is preferable ceteris paribus
to a more limited competitor.7 For example, tree-adjoining grammars (TAGs) encom-
pass the results of tree-substitution grammars (TSGs), but have the added bonus of
dealing more effectively with linguistic phenomena like adjectival modification (via
adjunction) in languages like English. In this sense, TAGs seem preferable on grounds
of empirical adequacy. Below, we evaluate some standard arguments for dependency
grammars in terms of cross-linguistic coverage. We will show that, although the DG
formalism is able to model free-word order languages and long distance dependencies
(LDDs) fairly naturally, it still suffers from sufficiency issues, and where it is truly
empirically advantageous, it suffers from complexity issues as well.

4.1.1 Free-Word Order Languages

The majority of the world’s extant languages exhibit either SOV or SVO patterns in
declarative sentence structures (Greenberg, 1963; Givón, 1975; Bickerton, 1981). The
evidence even suggests that, if there ever was an ancestral language, or Proto-human,
from which all other languages were derived, then it had SOV order, which, through
diffusion, resulted in SVO or some other word order in subsequent languages in the
phylogenetic tree (Gell-Mann&Ruhlen, 2011). In reality,many languages incorporate
a mixed word order with a favored option or a default structure, while others, such as
German, exhibit a primary alternation betweenSOVandSVO, for example.8 Freeword
order is a phenomenon attestedwhen the balance between differentword order patterns
is relatively equal, or when the frequencies of two or more word orders is similar in
the given language. Inflected languages, such as Latin, Greek, or Russian, naturally
tend to allow for more flexibility on this measure than do more isolating languages,
such as Mandarin Chinese, English, or Afrikaans. In several of these languages, word
order would still serve pragmatic functions. However, some of the former languages

7 This is a simplification because data coverage is not the only or main goal of theory. Computational
complexity, tractability, learnability etc., also act as constraints on theory (van Rooij & Baggio, 2021).
8 See Ferrer-I-Cancho (2016b) for a formal framework for word order variation and alternation.
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show signs of phenomena such as ‘word order freezing’, where some configurations
are interpretable exclusively in a specific sequence, despite case markings allowing
for other possible readings (Jacobson, 1958; Zeevat, 2006).

Phrase structure grammars are notoriously sensitive to word order in a sentence.
In contrast, a single dependency tree can represent two or more differently ordered
sentences. As de Marneffe and Nivre (2019: 205) conclude, “dependency trees can
thus capture generalizations better in languages with free or flexible word order than
phrase structure trees”. This is also evidenced by the number of treebanks favoring
dependencies in their annotations (Bouma et al., 2000; Kromann, 2003; Oflazer et al.,
2003), and by typological work comparing structures in different languages (Nichols,
1986; Liu, 2008; Futrell et al., 2015b; Chen & Gerdes, 2017; Ferrer-i-Cancho et al.,
2022).

The typological point is not only one of parsimony (see Sect. 5): it is not merely
the case that DG enables more compact analyses of freer word order languages than
phrase structure grammars, but rather that simple phrase structure representations can
miss similarities between structures. As noted by de Marneffe and Nivre (2019: 206),
languages might use different constructions for nonverbal predication, e.g., a copula
strategy, as English does, versus a ‘zero strategy’, as in Russian:

(1) a. The houses are new.
b. Doma novye.

The equally acceptable ‘novye doma’, in relation to (1b), is represented by the same
dependency tree, if necessary using indices marking surface word order. In addition,
“differences in strategy (...) are clearly demonstrated by a dependency representation,
but would be harder to see in a phrase structure representation” (de Marneffe & Nivre,
2019: 206). Dependency grammar easily represents functional categories which are
multiply realisable in some languages, a property it shares with other formalisms, like
Lexical Functional Grammar.9 Osborne (2014: 616) describes the situation as follows:

The necessity to place [oneword] in front of the other [e.g., in ‘talk trash’ vs ‘trash
talk’] means that constituency cannot produce tree structures that abstract away
from linear order. Dependency is hence more capable of focusing on the one
ordering dimension in isolation (on the vertical dimension). The discontinuities
associated with free word order become less problematic because fewer crossing
lines appear in the trees.

On the other hand, if word order freezing is a (strictly) syntactic phenomenon, then
one might worry that some information might be lost by identical dependency trees
for nonlicensed and licensed constructions alike, abstracting away from linear order.
Still, the point remains that DG may be preferable from a cross-linguistic perspective,
if coverage of world languages is the goal, which it is here. Formalisms with stricter
word order constraints would be less desirable alternatives in such cases.10

9 From a theoretical perspective, dependency grammar does not assume a universal syntactic level of
representation that explains syntactic structure in all languages (e.g., UG in generative syntax), but does
produce a uniform method of analysis applicable to many languages.
10 It should be noted that unification-based grammar formalisms that incorporate feature structures and
inheritance hierarchies, such as Head-driven phrase Structure Grammar (HPSG) and Sign-based Con-
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4.1.2 Long-Distance Dependencies (Without Movement)

Another area in which dependency grammars may seem more empirically adequate
than constituent-based grammars is in relation to long- distance dependencies (LDDs)
in various languages. In many standard cases, relations between words hold in virtue
of their proximity to one another. That is, properties of items in a sentence, such as
words and morphemes, are determined by the properties of linearly adjacent items.
For example, in the English noun phrase ‘an orange’, the shape of the indefinite article
‘an’ depends on the word immediately following it, here one beginning with a vowel.
If a different word intervenes, then the form of the determiner would change based
on that word, as in ‘a rotten orange’. By contrast, LDDs involve a kind of ‘action at a
distance’, where dependencies hold between words not immediately adjacent to one
another. Wh-sentences are canonical examples of such dependencies.

(2) What did Mary say about Tom?

In (2), ‘what’ depends syntactically on ‘say’, and not on the auxiliary ‘did’. In DG,
this is the case for Universal Dependencies (UD) annotations. In some constituent-
based theories, movement captures such ‘action at a distance’: here, ‘what’ moved
from a lower position in the tree adjacent to the verb, leaving behind a trace or copy.
This solution is part of a more general filler-gap strategy for dealing with constructions
in transformational analyses where a sentence-initial filler is extracted and leaves a
gap or wh-trace empty category. Dependency grammar has no need for movement
operations or for filler-gap relations in the syntax. By the very design of dependency
trees, there is, in a sense, nothing to explain in such cases. ‘Say’ is the DG graph root
and the head upon which ‘what’ depends, as does the subject ‘Mary’. Nothing in the
formalism demands adjacency for dependence: so, long-distance dependency comes
for free. The flip-side of this is that dependency grammars have to find alternative ways
of capturing important aspects of linearization, like fronting (see Müller, 2018).11

According to certain axiomatizations of dependency grammar (Robinson, 1970) the
following property is a condition on saturation of such structures:12

Projectivity: If A depends directly on B, and some element C intervenes between
them (in the linear order of the string), then C depends directly on either A or B or
some other intervening element (Debusmann, 2000: 4).
Projectivity is a way of characterizing syntactic dependencies between non-adjacent
elements in a sentence. Not only does it deal effectively with wh-constructions, but
also with anaphora, which may involve long-distance dependencies and agreement,
such as of number and gender. This is even clearer in inflected languages with freer

struction Grammar (SBCG), may capture some of the strategies discussed here without sacrificing either
hierarchy or constituency. Kahane (1996) provides an interpretation of HPSG as a dependency grammar,
while Hudson (1990) deals with long-distance dependencies using the strategy of the older generalized
phrase structure grammar (GPSG).
11 We thank an anonymous referee for pointing this tension out.
12 Along with (1) no word should depend on itself (not even transitively), (2) each word should have (at
most) one governor, and (3) the dependency analysis should cover all words in a sentence. However, these
conditions are not uniformly accepted across frameworks. Some analyses, like Hudson’s Word Grammar,
allow for multiple governors/heads in cases of raising, for instance.
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Fig. 3 Non-projective dependencies.

word order. Dependency grammar captures a wide range of syntactic constructions
without the need for additional formal mechanisms such as movement, thus extending
its cross-linguistic coverage to languages in which such constructions are ubiquitous.
Yet, projectivity may come at a coverage cost. The condition itself formally amounts
to a ban on crossing edges. The problem is that certain languages appear to require
crossing edges for their syntactic analysis, in particular languages with relatively free
word order. Consider the German sentence below and in Fig. 3 (Duchier, 2000):

(3) Das Buch hat mir Peter versprochen zu lesen.
The book has me Peter promised to read.
The book Peter has promised me to read.

The edge from the past participle ‘hat’ to the subject ‘Peter’ crosses with the edge
from the verb ‘versprochen’ to its dative object ‘mir’. Crossing edges are one way of
dealing with such constructions. Muller (2018) identifies a number of other strategies
employed by dependency grammarians. For instance, “one could assume additional
mechanisms that promote the dependency of an embedded head to a higher head
in the structure” (372). Furthermore, from the work of Bresnan et al. (1982), Shieber
(1985), andCuly (1985) follows that context-free grammars (CFGs) or even lexicalized
versions of CFGs are not quite adequate for capturing cross-serial dependencies in
Dutch and aspects of Swiss German syntax (and Bambara), respectively. Because
projective dependency grammars are weakly equivalent to CFGs (and can be induced
by lexicalised CFGs), a result proven by Hays (1964), they too are inadequate for
describing certain linguistic phenomena.

However, non-projective dependency structures also lead to increased complexity
and resultant parsing costs. In the parallel literature on discontinuous constituents
in phrase structure grammars, theorists have proposed devices, such as scrambling
for dealing with these kinds of phenomena. It has also been noted that, “[i]nsofar as
computational linguistics is concerned, these rules [e.g., non-projective rules] are like
any other rules involving transformations—they become unfeasible if one proceeds
to implement efficient parsing algorithms” (Debusmann, 2000: 9). This statement is
somewhat misleading. Parsing in unconstrained non-projective dependency grammar
is an NP-hard problem, while parsing of certain mildly non-projective dependency
grammars can be made in polynomial time as for certain context-sensitive grammars.
But there has been work conducted on ‘mildly non-projective’ dependency pars-
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ing, which hopes to retain the well-behaved nature of projective dependency while
capturing certain aspects of free word order languages.13 By giving up projectivity,
dependency grammars would face similar issues to those faced by phrase structure
grammars with relation to discontinuity of constituents in immediate constituent the-
ory. Despite this worry, cross-linguistic data seem to support theories which minimize
the distance between heads and their dependents. Current research on ‘dependency
length minimization’ (DLM) indicates that language users tend to opt for structures
which avoid LDDs in production and comprehension. Formal results on complexity
dovetail with empirical data, indicating that speakers across languages prefer shorter
dependency lengths between words. In a cross-linguistic corpus study by Futrell et al.
(2015: 10336), two predictions were confirmed:

First, when a grammar of a language provides multiple ways to express an idea,
language users will prefer the expression with the shortest dependency length.
Second, grammars should facilitate the production of short dependencies by not
enforcing word orders with long dependencies.

This is broadly compatible with the property of projectivity, which has been argued to
stem fromDLM (Ferrer-i-Cancho 2006;Gomez-Rodriguez et al., 2017). Futrell et al.’s
analysis of DLM in 37 languages is modelled on dependency grammar: dependency
length is defined in terms of DG. Their findings and those of others, for example of
Gildea and Temperley (2010), who used English and German data, show that depen-
dency lengths are generally shorter than random baselines in English and than optimal
linearizations in German based on extraction and reordering of text (see also Ferrer-
i-Cancho, 2004; Ferrer-i-Cancho et al., 2022). But cross-linguistic evidence does not
vindicate DG. Also, DLM motivates the evolution of constituent structure too, which
is based on the absolute minimum length between words, ‘length 1’ (Ferrer-i-Cancho,
2004; Futrell et al., 2015), or the property of linear adjacency.We return to these issues
in Sect. 6.

5 Theoretical Arguments in Favour

We have seen how the nature of syntactic representations in dependency formalisms
has often been touted as an advantage in cross-linguistic and typological studies. In
this section, we delve into the claim that dependency grammar is a more convenient
or useful tool for the study of language, both from a theoretical standpoint as well as
from an applications perspective. This is another key task in the quest to address the
received position about notational variance. Chomsky (2000b) makes a similar move
when he suggests that the equivalence between the derivational and representational
approaches to grammar is akin to the difference between 25 = 52 and 5 = √

25, while
he nevertheless maintains that the derivational approach affords unique theoretical
insights. Here, we focus on three main theses: (1) dependency grammars are simpler
from a structural perspective than most other alternatives; (2) they involve more trans-

13 See Pitler et al. (2013), Kuhlmann (2013), and Gómez-Rodríguez (2016). For some background on the
complexity of incremental dependency parsing algorithms, see Nivre (2008).
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parent semantics or argument structure; and (3) they serve applications in NLP and
psycholinguistics well. We will show that, once again, there is a kernel of truth to all
the above statements, but not without significant qualification.

5.1 Representational and Conceptual Simplicity

One alleged property of dependency grammar, often peddled by its practitioners, is its
representational simplicity. Osborne (2014: 624) is explicit in this regard:

The number of nodes in dependency-based structures tends to be approximately
half that of constituency-based structures. The greatly reduced number of nodes
means a greatly reduced amount of syntactic structure in general. The minimal-
ism of these reduced structures then permeates the entire theoretical apparatus.
Most DGs draw attention to this fact, and, in so doing, they are appealing to
Occam’s Razor: the simpler theory is the better theory, other things being equal.

Not only are fewer nodes, no movement, and ‘flatter’ syntactic structures believed to
make dependency grammars more parsimonious than phrase structure grammars, but
the ‘transparency’ of the dependency formalism is also viewed as an advantage. What
is meant by ‘transparency’ is something analogous to conceptual simplicity. As de
Marneffe and Nivre (2019: 208) state, “the core structure of dependency trees, that
is, binary relations between lexical elements forming a tree, is a conceptually simple
representation”. The idea that binary relations in the grammar hold between lexical
items (words) is, moreover, accessible to non-linguists. Therefore, DG seems to have
intuitive purchase and wider appeal, as well as simpler structure.

From the above, the criterion of simpler structure as such could be understood in
terms of three related properties: (1) dependency grammars involve fewer structural
points or nodes, (2) dependencies map one-to-one onto lexical items, i.e., words, and
(3) grammatical relations are encoded intuitively. Let us unpack these claims.

The idea of fewer nodes (1) is relevant from a complexity perspective. One node
per word allows for the implementation of more efficient parsers: the parser only has
“to link existing nodes together and not to postulate new ones” (de Marneffe & Nivre,
2019: 208). Instead, non-terminal phrase-level nodes have to be inferred for parsing of
phrase structures. The lack of non-terminal nodes in DG representations involves less
covert structure in the syntax, and covert structure requires motivation. In essence, this
feature dovetails with Chomsky’s (1995) proposals regarding ‘economy of derivation’
and ‘economy of representation’. DG incorporates both aspects while the Minimalist
program itself arguably has favored the former over the latter.

In terms of (2), a mapping from nodes to words means that the grammar does not
employ mechanisms like movement, or nodes which terminate in empty strings or
empty categories. The explanatory burden of describing how surface forms may be
derived from deeper structures as these has beset the generative program, running
from the Standard Theory (1957), through the Extended Standard Theory (1970), to
Government and Binding (1981) and Minimalism (1995).14 This is not an issue for

14 Even though Minimalism finally shed the ‘deep structure’ postulate of earlier versions.
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dependency grammar, which takes a more direct route to grammatical forms from
surface structures, via linking of words in terms of standard grammatical relations.

Lastly, (3) pertains to the kind of relations holding between function words and
content words. Across DG formalisms, and across labelling conventions, grammatical
functions are encoded as dependency arcs. Traditional roles, such as subject, object,
and conjunct, are commonly accepted even in frameworks that make non-standard
theoretical choices in terms of additional semantic layers and valencies, for example
Meaning Text Theory. This is one of the reasons why Universal Dependencies (UD),
the typological initiative to create consistently annotated dependency treebanks, is a
plausible project. UD assumes there is a shared set of dependency relations that can
be uniformly and abstractly represented.15 Without overt structure and grammatical
relations across frameworks, a project of that kind would be doomed from the outset.

Although the above arguments make a reasonably strong case for applications of
dependency analyses against phrase structure, there is a puzzling preoccupation with
mirroring constituency across dependency frameworks. In Sect. 1, we represented the
head-dependent relationship simply in terms of ordered pairs of words. In reality,
however, finer-grained groupings have been proposed. In Word Grammar, variously
coordinated elements, like conjuncts, are represented by means of square brackets,
demarcating word strings. Kahane’s (1997) bubble tree formalism allows dependency
relations to hold between sets of nodes. Other approaches, including Mel’cuk (1988)
and Garde (1977), introduced ‘fragments’ and ‘significant elements’ respectively to
capture constituent-like units. Some dependency theorists (O’Grady, 1998; Osborne,
2005; Osborne et al., 2012) have even put forward a new notion, that of ‘catenae’.
A catena is defined as a word or a combination of words continuous with respect to
dominance. In terms of graph-theory, a catena is any tree or subtree of a tree, but the
notion of subtree is not equally applicable to constituency and dependency structures:
the word clusters that constitute subtrees of dependency trees are not subtrees in
the corresponding constituency structures. Importantly, the words in a catena do not
need to be contiguous in the linear ordering: catenae are not strings or substrings.
Constituents are special cases of catenae, where subtrees are complete.

The catena unit is much more flexible than the constituent, and the argument has
therefore been put forward that the catena is better suited to serve as the basic
unit of syntactic (and morphosyntactic) analysis than the constituent (Osborne,
2014: 620).

Despite the advantages of dependency structures, suitable notions of constituency
might still need to play a role for a syntactic theory to achieve empirical adequacy
and completeness. We return to this point more extensively below. Suffice it to say
here that similar arguments have been used to motivate frameworks that combine
aspects of constituency and dependency (or equivalent) structures, such as LFG. Pre-
dictably, however, there are trade-offs and limitations as to what can be achieved via
adjustments to dependency representations and associated formal devices, such that,

15 Of course, there are still thorny issues to deal with, such as the analysis of function words, which in UD
get subordinated to content words, unlike in most other dependency grammar formalisms. See Osborne and
Gerdes (2019) for more on this particular discrepancy.
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for example, some of the aforementioned advantages seem to fall away. As a result,
in computational applications in NLP, simple dependencies are incorporated, rather
than the more constituent-based modifications (Kübler et al., 2009).16 Nevertheless,
several of the virtues discussed above directly relate to why dependency structures
are generally utilized in NLP applications and, increasingly, in psycholinguistic work
that embraces computational linguistics methods and results. We will get back to this
in Sect. 5.3. But first we consider one additional aspect of theoretical convenience
which some believe could favor DG over constituency-based grammars, namely the
transparency of the interface with semantic structure.

5.2 Argument Structure and Semantics

The claim that dependency relations can transparently illuminate or convey semantic
structures is another complex issue. On the one hand, dependency structures reflect
argument structure in an overt manner. On the other hand, the lack of constituency
precisely presents unique problems for the development of compositional semantics,
as it is usually understood (Heim & Kratzer, 1998).

In phrase structure grammars, syntactic categories are determined exclusively by
distributional properties and grammaticality. This is partly due to the ‘autonomy of
syntax’ thesis—one of the core tenets of generative linguistics. The general manner
in which argument structure is represented in those frameworks is through theta roles,
which specify selectional restrictions on verbs, such as agent, patient, theme etc. These
roles are invisible to the syntactic representations and require additional tools, such as
the Theta Criterion, applied to X-bar theory in the Extended Standard Theory (Jack-
endoff, 1977; Chomsky, 1981). Because the X-bar formalism overgenerates structured
representations, the Theta Criterion reins in aberrant forms and interfaceswith systems
of interpretation (logical form, LF).

It is generally believed that “[d]ependency structures are able to capture argument
structure, the part of a sentence’s structure that specifies ‘who did what to whom,’
succinctly and accurately” (Penn, 2012: 169). Argument structure is centered around
predicates, which are mostly verbs (but may also be other parts of speech), and their
arguments, so one can technically read that information off any standard dependency
tree. For example, the arguments that a verb takes are found following the arrows
stemming from the root. Consider the following example:

(4) Mary gave the book to Steven.

From the dependency graph in Fig. 4 one can see that the verb or predicate ‘gave’
takes three arguments: the subject (NSBJ) ‘Mary’, the modifier (NMOD) ‘to Steven’,
and the direct object (DOBJ) ‘the book’. These are the agent, the recipient, and the
theme, respectively. These thematic labels could just be appended to the dependency
structure, without altering the nodes or the dependency arcs. Nor is a separate theta

16 Interestingly, the realization of the necessity of alternative frameworks, or a dual approach, goes both
ways. Osborne et al. (2011) discuss a trend in Minimalism toward dependency analyses and even construct
a version of Merge in terms of catenae.
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Fig. 4 Dependency graph for Mary gave the book to Steven.

grid necessary here. The argument structure is given in the dependency graph. This is
highly compact and transparently captures semantic relations.

Despite the transparency of argument structure in dependency grammar, which
is a distinctive advantage, dependencies have a theoretical drawback when it comes
to compositional semantics. One standard approach in formal semantics constructs
phrase and sentence meanings from constituent meanings and constituent structure by
means of functional application.Heim andKratzer (1998) call “Frege’s conjecture” the
view that all meaning composition is the “saturation of an unsaturated meaning com-
ponent”. Functional application in the lambda calculus is used to model formally this
“saturation” process (Martin & Baggio, 2019). Each expression that participates in the
composition process is assigned to an appropriate semantic type, these types can then
be composed into more complex types depending on the syntactic construction under-
lying the expression. Functional application tracks one by one the operations required
to build a phrase structure tree. This fact establishes a homomorphism between the
syntactic algebra, based on phrase structure, and the semantic algebra, effectively cre-
ating a ‘rule-to-rule’ mapping in the traditional Montagovian picture. This one-to-one
correspondence is the central methodological principle of formal semantics-the prin-
ciple of compositionality, i.e., the idea that “the meaning of a complex expression is
determined by the meanings of its constituents and by its structure” (Szabó, 2000:
1).17 Functional application and the principle of compositionality presuppose viable
notions of syntactic hierarchy and constituency, and it is just not clear how dependen-
cies could figure into standard formal semantic accounts, following the methodology
laid out by Heim and Kratzer (1998). Other formal issues arise in connection with
compositionality, including the apparent clash between the asymmetric view of rela-
tions in DG (all syntactic dependency arcs are directed) versus the symmetric nature
of some logico-syntactic relations. For example, coordinated structures like ‘John and
Mary’ are symmetrical. However, dependency systems have to choose which word is
the head: theUD framework chooses the left-mostword as the head, here ‘John’, which
is then linked to ‘Mary’ via a CONJ arc, and ‘Mary’ to ‘and’ via the CC (coordinating
conjunction) arc. The clash as such is not problematic, but its immediate effects are:
nothing in the meaning of conjunction corresponds to these asymmetric arcs, and that
is a violation of ‘rule-to-rule’ compositionality.

17 Some semantic theories, such as discourse representation theory (DRT) (Kamp, 1981), were initially
deemed incompatible with compositionality. See Zeevat (1989) for a compositional treatment of DRT.
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One alternative to standard interpretive semantics is Glue semantics, originally
developed for Lexical functional grammar (Darymple et al. 2019). Glue semantics
involves a linear logic for the composition of meaning. It is generally applicable since
“[t]he only aspect of syntax that Glue presupposes is a notion of headedness, which
is universal across formal syntactic theories” (Asudeh, 2022: 322). In fact, Glue has
been proposed for dependency grammar in Bröker (2003) andUniversal Dependencies
in Gotham and Haug (2018). There are a number of components to Glue semantics.
For instance, Glue is a resource logic which requires that all premises have to be
used at most once in the semantic derivation. This is a departure from the classical
logic assumed in standard truth-conditional semantics with types. Another aspect of
linear logic is that it is commutative, which means that the semantics is blind to word
order constraints. Asudeh (2022) attributes this to the Glue property of ‘autonomy
of syntax’. The semantics is also somewhat independent and uses underspecification-
like techniques, in which not all semantic ambiguities are derived from the syntax, as
is the case in Montague Grammar. The semantics itself pairs expressions in a typed
lambda calculus with those of a linear logic based on the syntax. This is what is called
a ‘meaning constructor’.

Unfortunately, we do not have the space to enter into too many details here.18

5.3 Applications to NLP and Psycholinguistics

Dependency grammars are widely used in NLP applications, including in web search,
where dependency arcs may be preferred to regular terms, in question answering, in
sentiment analysis etc. (Eisenstein, 2019), but the motivations for the prevalence of
dependency formalisms, relative to constituency ones, are not always made explicit.
One argument is that dependencies often yield unique solutions, in the form of a
single dependency graph, where alternative CFG theories license multiple analyses.
For example, for the VP ‘ate dinner at the table with a fork’ has a single dependency
representation, but three different CFG parse trees: (1) a ‘flat’ representation where
the root VP dominates (in a 4-ary branching treelet) the verb ‘ate’, the NP ‘dinner’,
and the PPs ‘at the table’ and ‘with a fork’; (2) a hierarchical Chomskyan adjunction
analysis with only binary branching structure; (3) a mixed two-level Penn Treebank-
style representation, as in (1), except for ‘ate dinner’, which is represented as a VP

18 SeeKokkonidis (2008) or Andrews (2010) for somemore details.Wewill just brieflymention two issues,
one with Glue semantics generally and another with its application to dependency grammar in particular.
The first concerns the resource logical aspects of the framework. Taken lexically, this means that “words
contribute to the entire meaning exactly once. It is not possible to ignore them or to use their meaning more
than once” (Müller, 2018: 226). There are a number of linguistic cases which seem to militate against this
possibility. Expletives in non-pro drop languages, like English, do not contribute to themeaning of sentences
except to fulfill a syntactic requirement on subject positions. Copredication, on the other hand, has been the
utilised by Chomsky and others to argue that a word can contribute to the meaning of a sentence multiple
times (Chomsky, 2000a; Collins, 2017; Vicente, 2021). Of course, copredication is a difficult phenomenon
and poses a challenge for truth-conditional approaches as well.19 Glue semantics might be versatile enough
to be able to accommodate it, especially given its strong commitment to syntactic autonomy.20 A slightly
more pertinent concern is with the commutativity of linear logic. Since the semantic composition imposes no
order constraints, this task is left to the syntax. In LFG, the c-structure contains linear order information (see
Sect. 6.4). However, in dependency grammar, linearization needs a separate account. Thus, a commutative
semantics paired with a commutative syntax potentially leaves an explanatory gap.
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([V NP]), as per the Chomskyan analysis. In the context of many NLP applications,
there may be no appreciable or useful differences between these analyses, and what
they share may be captured sufficiently well by the single dependency graph.

In the NLP literature, two classes of dependency parsers are often discussed and
contrasted: graph-based parsers, which search for an optimal parse by maximizing
a chosen scoring function over the space of valid dependency graphs of the input;
and transition-based parsers, which generate a parse by applying a predefined set of
actions from an initial configuration, typically containing the root node. Tractability
results seem to favor transition-based parsers overall (Eisenstein, 2019), but a more
cogent argument for transition-based systems in this context may be their relative
cognitive plausibility. Graph-based algorithms require that all words and all potential
arcs in a sentence are held in memory and are available simultaneously for scoring.
Instead, transition-based algorithms parse sentences incrementally, applying actions
(e.g., create a dependency arc to the left versus right of the current word, starting at
the root) that update a dependency representation, using a memory buffer and a stack.
Shifting items from the buffer to the top of the stack and removing elements from the
stack are two actions that the parser can perform: i.e., SHIFT and REDUCE, besides
ARC-LEFT or ARC-RIGHT. The question arises whether these actions, as such, are
a cognitively plausible way of implementing incremental dependency parsing (more
on this below). But what is clear is that transition-based parsers scale up nicely to
complex sentences, since the number of actions required to parse a sentence grows
linearly as a function of input length. These properties of transition-based parsers
make them convenient modeling tools, both in NLP, where efficiency is desirable,
and in psycholinguistics, where item-by-item incrementality is a basic requirement
(Covington, 2001). Our assumption is not that NLP models must be psychologically
plausible, but that algorithms that are psychologically plausiblemay yield comparative
efficiency gains, given the apparent efficiency of human parsing.

6 Psychological and Neural Plausibility

In Sects. 4 and 5, we have presented and discussed some of the arguments deployed
to justify dependencies on empirical, theoretical, or computational grounds. Overall,
on the basis of these arguments alone, a conclusive case for dependencies, against or
over constituency structure, cannot be made. A critical step is missing: a discussion
of the cognitive and neural plausibility of dependency grammar, also in comparison
to constituency formalisms. To anticipate the argument in this section: there is some
evidence for dependency structure in human sentence processing, which however
equally supports constituency structure. According to the received position, this can
be explained in terms of the notion of notational variance. We take a different route
here. We argue that this situation presents the puzzle of how these two formalisms
could or should be combined to account for syntactic processing data and raises a
more fundamental issue with the nature of human syntactic competence.
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6.1 Arguments and Evidence for Syntactic Dependencies

In the psycholinguistic literature, four main types of arguments have been developed
in support of dependencies. One starts from the general observation that the human
mind can represent hierarchical part-whole relations, as required by PSGs, and sets,
as required by minimalist accounts. Moreover, various structural dependencies, such
as among the nodes of single-rooted directed acyclic graphs, are cognitively possible,
and are therefore ‘available’ for syntax (Hudson, 2016). These arguments would then
proceed to take the additional step from cognitive possibility to cognitive plausibility
or reality. Plausibility arguments build on various considerations, such as parsimony
(e.g., that PSGs involve word class representations and non-terminal nodes, whereas
dependency formalisms do not) and learnability (unsupervised inductive learning of
syntactic dependencies from data is possible, Klein & Manning, 2004; it is not clear,
however, whether those algorithms make realistic assumptions about human language
learning, Clark, 2017). But parallel considerations could be developed for constituents
and other grammatical structures (e.g., constructions), which appears to undermine
the logic of most non-comparative plausibility arguments for dependencies. Another
line of argument reconsiders traditional constituency tests to show that PSGs assume
more structure than can be justified based on the tests alone, in particular subphrasal
structure (Osborne, 2018). However, in our view, none of these arguments succeeds
in establishing that dependency structures have greater a priori cognitive plausibility
than constituency (note the comparative construction), let alone greater psychological
reality. Cross-linguistic, psycholinguistic, and neurolinguistic data seem necessary to
take this further step, or at least to more fully assess its feasibility.

The second type of argument is provided by growing cross-linguistic evidence in
favor of dependency length minimization (DLM), which was mentioned in Sect. 4.1.1
(Ferrer-i-Cancho, 2004;Gildea&Temperley, 2007, 2010; Liu, 2008; Temperley, 2008;
Futrell et al., 2015; 2015b; Ferrer-i-Cancho, 2016a; Liu et al., 2017; Gibson et al.,
2019; Ferrer-i-Cancho et al., 2022). Here, the link with cognition lies in the fact that
several models of human sentence processing predict that syntactic dependencies,
in both production and comprehension, are harder to generate or process the longer
they are, that is, the greater the number of words crossed over by dependency arcs.
The observation that languages minimize dependency lengths would suggest that such
parsing constraints shape languages, and that dependencies are therefore cognitively
real. But a different reading of the data is possible, starting from the assumption that
minimizeddependency lengths also implyminimizedLDDsand favor local constituent
structure. Dependency locality is the notion that the linear distance between words
linked in dependencies (dependency length) should be as short as possible. However,
as noted in Sect. 4.1.1, the absoluteminimum length of 1 corresponds to the principle of
linear adjacency underlying constituency structure, leaving aside movement, LDDs,
and related phenomena. Given minimized dependencies, it is still possible that the
human mind/brain can generate and parse hierarchical constituent structures and that
DLM facilitates constituency-based syntax and parsing, or that it enables them, i.e.,
that it is a precondition on the emergence of constituent structure.
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The third argument is based on syntactic judgments. Hays (1964) already observed
that “data about the structural intuitions of native speakers” are required to show
that dependencies are cognitively viable: “dependency theory would be supported
if many or most native speakers could agree on the central (governing) element in
each utterance presented to them, and on the connections binding elements together.
Phrase structure theory would be supported if they agreed on containments, e.g.,
that object-verb relations are closer than subject-verb relations, so that predicates are
contained in sentences” (525). Hays voiced some skepticism on the possibility of
collecting well-controlled data sets and especially on using them to decide between
theories. However, Levelt (1974) laid out axiomatic theories for deriving predictions
for syntactic cohesion judgments from PSGs (with or without transformations) and
from dependency grammars. Intuitions about syntactic cohesion (namely, whether or
not words or phrases belong together in a sentence) may be elicited and studied in
different ways, all covered by Levelt’s theory.21 Levelt intended this as an approach for
adjudicating between alternative syntactic representations within a particular theory,
or between alternative theories, e.g., PSGs and dependency grammars. He applied
measurement theory to formally connect theoretical analyses of sentences to matrices
of coherence values. For example, the analysis derived from a PSG entails that, for
the sentence (Chomsky’s example) ‘John decided on the boat on the train’, ‘decided’
and ‘on the train’ have less cohesion than ‘decided’ and ‘on the boat’. This cohesion
pattern is attributed to the relationship of constituency/inclusion, where ‘decide on the
boat’ is a VP, to which the PP ‘on the train’ is attached as an adjunct. Levelt then uses
experimental data to show that PSGs predict cohesion judgments poorly, especially
as the syntactic hierarchy grows or becomes more complex, also in transformational
versions of PSG. Instead, dependency grammars provide a better fit with cohesion
data. To our knowledge, Levelt’s results have not been replicated, nor have there been
(failed) replication attempts. But it is surprising that his formal, deductive method for
testing the effects of alternative syntactic representations on cohesion data has not
been more widely adopted in psycholinguistics. To date, this is arguably the clearest
demonstration of the empirical superiority of dependency grammar over traditional
PSGs vis-á-vis syntactic judgments.

The fourth argument is based on on-line behavioral evidence that human language
processing tracks syntactic dependencies between words. For example, in a recent
eye tracking study, Lopopolo et al. (2019) showed that, for each word in a stimu-
lus sentence, the number of backward saccades made by readers at that word can
be predicted by the number of left-hand-side dependents of that word. The effects
of dependencies on regressions from a word were observed only for the preceding 4
words. These data seem consistent with the view that readers represent and track syn-
tactic dependencies on-line, but they cannot exclude that constituent structure plays
a role in language processing along with dependency relations (more on this below).
Another possible source of relevant data is structural priming. It has been suggested
that structural priming effects, where the processing of two subsequent sentences is
affected by their structural/syntactic similarity (Bock, 1986; Brennan & Pylkkänen,

21 Levelt (2020) describes this theory as “the best-kept secret of the book” (Levelt, 1974), and adds that it
is “as valid now as it was 45 years ago”.
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2017), supports dependency structure (Hudson, 2017), especially for some grammati-
cal relations such as subject-verb agreement (Haskell et al., 2010). There are equivalent
ways of defining structures in constituency and dependency formalisms, explaining
structural priming effects equally well. We are not aware of any structural priming
studies testing diverging predictions from those formalisms.

6.2 Arguments and Evidence for Constituents and Hierarchies

In linguistic (meta-)theory, constituency-based and dependency-based formalisms are
often considered as notational variants: the assumption is that there is no real dispute
as to which one provides a (more) faithful representation of the syntactic structures of
language. If they were indeed equivalent, ‘hybrid approaches’ combining them would
be trivial. Yet, research in computational linguistics and NLP, in spite of widespread
use of dependency parsers, testifies to the contrary: there is room and independent
motivation for hybrid constituency-dependency parsers (e.g., see Hall et al., 2007),
and hybrid approaches may even be a forced choice for modeling human syntactic
competence and processing, if one accepts jointly all the arguments and all evidence
currently available: syntactic dependencies (or equivalent functional-tier structures)
could well be cognitively real, but so may be hierarchies and constituents. Research
in theoretical linguistics, for example in LFG and the Parallel Architecture (Culicover
& Jackendoff, 2005), points to a similar conclusion.

Frank et al. (2012) discuss computational and experimental studies indicating that
hierarchical syntactic structure, as postulated by constituency-based grammars, may
not necessarily be represented during on-line language processing, and that, instead,
“sequential structure” (flat representations of grammatical or semantic dependencies
between words) is often enough to explain human or model performance. Frank et al.’s
discussion is sufficiently nuanced to be broadly consistent with hybrid accounts: they
cannot exclude that hierarchical structure plays some role in language comprehension
and production, such that, for example, any “evidence for hierarchical operations will
only be found when the language user is particularly attentive, when it is important
for the task at hand (e.g., in meta-linguistic tasks), and when there is little relevant
information from extra-sentential/linguistic context” (4528). We are not aware of any
current hybrid parsing models that make empirical predictions of this kind, testable
using human data. But indeed, what should be tested experimentally is not whether
dependencies and syntactic constituents co-exist-theymost likely do-, but rather under
what conditions the human language system commits to one set of algorithms and
representations, in what conditions it switches to the other, and how. The results of
experiments in cognitive neuroscience may shed some light on this question.

Pallier et al. (2011) was among the first studies to show that the BOLD fMRI signal
increases with the size of constituents in sentences of fixed length. There were two
distinct cortical networks showing this pattern: a fronto-temporal system, where the
effect of constituent size was also produced by well-formed jabberwocky sentences;
and a temporo-parietal network, where the effect was found for sentences containing
real words. Participants performed sentence detection and word memory tasks. The
tasks did not require them to understand the sentences or to parse their constituent
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structures. Yet, constituent effects were found. Frank et al. (2012) view these results
as evidence that “sequentially structured [not hierarchically structured] constituents
are extracted even when this is not relevant to the task at hand”. Theoretically, it is
not quite clear how one can have constituents, on the technical definition that Pallier
and colleagues also adopt, without hierarchies. In any event, this study shows rather
convincingly that the brain tracks constituent structure in real time, in the absence of
specific task demands that would induce such parsing strategy (see also Chang et al.,
2020 for recent converging results using the same paradigm).

Other experiments have found brain responses compatible with on-line tracking of
constituent structures. Ding et al. (2016) provide MEG data indicating that cortical
responses at different timescales track constituents at different hierarchical levels: i.e.,
words, phrases, and sentences. In 4-word sentences, where each word is presented at
a regular rate (at 4 Hz, for monosyllabic words) and words form phrases in pairs (e.g.,
‘Dry fur rubs skin’), MEG responses showed peaks precisely at 1 Hz (sentence), at 2
Hz (phrase, ‘dry fur’ or ‘rubs skin’), and at 4 Hz (word; for EEG data, see Ding et al.,
2017; for an explicit computational model, reproducing the response patterns in MEG
data, see Martin & Doumas, 2017). This study has been criticized on grounds that
the same power spectra could also be reproduced by a neural network that represents
word vectors sequentially, and so it does not explicitly encode hierarchical structure
(Frank & Yang, 2018). More recent studies have tried to disentangle the hierarchical
and the lexical/sequential accounts, finding that spectral responses are not accounted
for by syntactic constituent tracking (Kalenkovich et al., 2022; Glushko et al., 2020).
It remains unclear whether aspects of brain oscillations directly encode constituent
structure (Tavano et al., 2021). Studies looking into other electrophysiological signals
have reported responses consistent with hierarchical representations of constituents
(e.g., see Nelson et al., 2017; for a commentary, see Chen et al., 2018) or have provided
more direct and comparative evidence for it (Brennan et al., 2016). On the one hand,
these results do not conclusively establish that constituent structure is routinely and
automatically represented during on-line sentence processing. But on the other hand,
they agree well with armchair arguments one could make about the human capacity to
represent hierarchical constituent structure: it is not controversial that such a capacity
exists and can be deployed on-line during sentence processing; what is at stake is pre-
cisely under what conditions that capacity is exercised and what (other) computational
resources, beyond dependencies, are exploited when phrase structure is not built. This
takes us to the closing theme: the architecture of syntax.

6.3 The Architecture of Syntax: An Integrative Hypothesis

The arguments and evidence reviewed above may be taken to suggest that neither
constituency-based nor dependency-based frameworks alone are sufficient to model
human syntactic competence and to explain all cross-linguistic, psycholinguistic, and
neurolinguistic observations: they both seem necessary (and may be jointly sufficient)
to achieve full explanatory adequacy. Moreover, the human brain seems capable of
representing both constituent structure and dependency structure, as empirical data as
well as linguistic practice indicate. One reasonable conclusion, then, is that human
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syntactic competence in fact encompasses core properties of both constituency and
dependency grammars, which may be exploited jointly or alternatively depending on
the specific language Evans and Levinson (2009), on specific constructions in a given
language, on the task at hand, or on other (yet unknown) conditions on representation
and processing. A recent fMRI study supports the notion that dependency structure
and phrase structure are derived on-line and represented in different cortical regions:
the left anterior temporal pole and the left inferior frontal gyrus track dependency
relations, whereas the left posterior superior temporal gyrus is sensitive to phrase
structure (Lopopolo et al., 2020). It remains unclear what role these representations
play in the architecture of syntax, especially in relation to processing: are dependency
structure and phrase structure always derived together, sequentially or in parallel, or
are they computed alternatively or jointly depending on yet unknown factors? This
question has been overlooked in language science. We cannot offer a definite answer
here, but we provide preliminary reasons why a productive research program could be
developed on this basis.

The idea of hybrid constituency-dependency grammars and parsers is not new.
Hudson (2010) among others has noted that there are no technical obstacles to adding
dependency edges to the terminal nodes of a phrase structure tree. In the resulting
hybrid structures, dependency and constituency relations are not redundant: this is a
consequence of rejecting the received position, especially if one allows non-projective
dependencies. In fact, it is easy to show that several linguistic frameworks already
combine key elements of dependencies and phrase structure: e.g., X-bar theory, LFG
(‘c-structure’ and ‘f-structure’), dependency-constituency structure in dependency cat-
egorial grammar (Pickering & Barry, 1993), and phrase structure versus grammatical
functions in Simpler Syntax (Culicover & Jackendoff, 2005). Klein and Manning’s
(2004) seminal model used constituent structure and the probability of head depen-
dency relations to identify syntactic structure in complex sentences: they show that
their dependency-constituency model outperforms dependency and constituency sys-
tems considered separately (for a discussion, see Lappin & Shieber, 2007). Hall et al.
(2007) designed a parser that produces dependency and constituency structures, sep-
arately or in combination in a single process. The parsing accuracy performance was
only slightly lower (1% or less) than that of non-hybrid representations in either for-
mat (for explorations of techniques for increasing accuracy, see Green & Zabokrtský,
2012).

The question is how hybrid grammars and parsers may be used to construct or
constrain plausible models for human syntactic competence and processing. A viable
architecture might be one in which, as in the Hall et al. (2007) model, constituency
and dependency representations can be generated jointly. But as a default, the system
will try to compute sentence meaning minimizing the amount of syntactic structure
that is overtly represented (be it phrase structure or dependency structure), so long
as an interpretation is assigned to the input. In this process, syntactic dependencies,
in particular grammatical role labels (subject, object etc.), may be used to check on
the compatibility of the interpretation pursued by the semantic system with bottom-up
grammatical input cues (for a computationalmodel of experimental data, seeMichalon
& Baggio, 2019; for background, reviews of evidence, and theoretical motivation, see
Baggio, 2018). In general, interpretations can be computed without explicitly deriving
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constituent structure, and without composing constituent meanings based on that, as
compositionality would mandate. Dependency structure provides minimal structural
and grammatical constraints in exactly those cases.

(5) The first case of AIDS was reported in 1975. (Pelletier, 1994)

We read (5) correctly as saying that the first AIDS case report was in 1975, and not
that the first case of AIDS ever was reported only in 1975. It is not obvious that (and
how) a compositional analysis, based on phrase structure, could license that reading:
on such an analysis, ‘reported’ cannot modify ‘case’ (the first reported case of AIDS)
and be part of the predicate VP. Here, one could exploit an “exclusively syntactic and
lexical route to sentence-level semantic content” (Borg, 2012), but that would give
an incorrect, unintended meaning. So, whereas a dependency graph for (5) would be
fully consistent with the intended interpretation, a phrase structure tree would not.
In a range of cases, computing constituent structure in the service of compositional
interpretation does return the correct, intended meaning. But that is not a universal
recipe for deriving contextually plausible interpretations. When would constituency
parsing be actually performed? A shift to overt phrase structure representations and
compositional interpretations may not be primarily driven by task demands, as the
neuroscientific evidence reviewed above indicates. Our best guess is that properties
of the input are the main factor. For example, the greater the structural complexity
of a phrase or sentence (signaled by length in words and by the number of function
words or morphemes), the greater the engagement of constituency representations and
compositional processing on-line (Prinz, 2012; Baggio et al., 2012; Baggio, 2021).

This picture may turn out to be simplistic, or incorrect in other ways, but we put it
forward as one example of the kind of integrative approach that would be required to
explain the extant data.22 We also note how this differs from a pluralistic stance: we
are not merely arguing that neither dependencies nor phrase structure are sufficient,
and that both are necessary; our point is that they ought to be effectively integrated
into an architecture that explains exactly in what conditions the two representations
are generated jointly or independently.

6.4 The LFG in the Room

Before we conclude, it behooves us to address the connection(s) between what we
have been advocating, namely the ‘integrative hypothesis’, and the theory which has
been developed for decades under the banner of Lexical Functional Grammar (LFG).23

There are many similarities between these projects. LFG was initially proposed as a
means of capturing aspects of a broader class of language families and a wider range

22 For instance, one avenue of argumentwe have not considered iswhether dependency and phrase structure
are equally supported statistically. There is some work to suggest that dependency structure is recoverable
from corpora, see Ferrer-i-Cancho and Reina (2002) and Futrell et al. (2019) for relevant studies. See
Eisner (2002) for a Bayesian statistical approach to lexicalized transformational grammar with phrasal
categories and Thompson and Newport (2007) for a study extending work on transitional probabilities in
word-segmentation to language learning of phrase structure via such probabilities. We thank an anonymous
referee for directing us toward research on grammar induction.
23 We are grateful to an anonymous referee for pressing us to explore this comparison.
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of morphosyntactic phenomena, such as free word order languages and agglutina-
tion (Hale, 1983; Austin & Bresnan, 1996). Additionally, LFG was established on a
platform of psycholinguistic plausibility (Bresnan, 1982) and is considered a ‘deep
approach’ to NLP, since it aims to provide a tractable computational framework which
is inspired by theoretical linguistics (Forst, 2011). However, it is generally not pitched
at the level of individual theory, similarly to the Minimalist Program.

[T]he formal model of LFG is not a syntactic theory in the linguistic sense.
Rather, it is an architecture for syntactic theory. Within this architecture, there
is a wide range of possible syntactic theories and subtheories, some of which
closely resemble syntactic theories within alternative architectures, and others
of which differ radically from familiar approaches (Bresnan et al. 2016: 39)

This characterization opens up the possibility that our integrative hypothesis simply
amounts to a version or particular instantiation of LFG.24 We must urge against this
interpretation: although there are a number of interesting connections, we do depart
from the architecture of LFG in various respects.

The most profound connection might be LFG’s take on the notational variance of
phrase structure and functional structure. LFG maintains that syntax comprises multi-
ple interconnected levels of linguistic information. The most prominently articulated
levels have been f-structure (functional), c-structure (constituent and category), and a-
structure (argument). But LFG also contains p-structure (phonology and prosody),
i-structure (information), s-structure (syntax-semantics interface), and m-structure
(morphology) (Börjars, 2020). We will focus on f-structure and c-structure here since
they map well onto the relationship between dependency and phrase structure.

F-structure represents the grammatical functions, such as subject and object, and
is supposed to be invariant between languages. The standard means of representing
f-structure is as an attribute-value matrix (AVM) or an unordered set of feature-value
pairs, e.g., tense=future etc. Lexical items, such as nouns and verbs, also have a pred
feature with a unique semantic value. The f-structure shares some similarities with
theta grids in Government and Binding theory and feature structures in unification-
based accounts like Head-driven Phrase Structure Grammar. F-structure comes with
a few conditions such as the ‘uniqueness condition’, or the requirement that every
feature has exactly one value, and the ‘coherence condition’, which mandates that all
argument functions occur in the value of a local pred feature and that all functions
with a pred feature also have a θ -role (thematic role).

C-structure is familiar from phrase structure grammar and is, in fact, a modified
version of X-bar theory. However, as Börjars (2020) notes: “in comparison to other
frameworks, LFG’s approach to X-bar syntax is unorthodox in that, for instance,
nonbinary branching as well as exocentric categories is permitted” (157) and “that all
nodes, including preterminal and head nodes, are optional” (159). Unlike f-structure,
c-structure can and does vary cross-linguistically. One of the guiding motivations for
LFG was to account for nonconfigurational languages like Warlpiri in which word

24 More precisely, the overarching architecture is a ‘correspondence architecture’ of which LFG is one
member. Our account might indeed fall under this general approach.
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order is much more flexible and the phrase structure appears to be more ‘flat’, as in
dependency analysis. Multiple c-structures can map onto the same f-structure.

Essentially, LFG rejects the idea that the phrase structure and dependency graph
are notational variants. In fact, it motivates their union via interface principles. Much
like dependency grammar, LFG is a lexicalized formalism, because “every partial tree
licensed by a grammar rule contains a lexical element” (Müller, 2018: 392). Further
similarities include relationships between projects like the Pargram for LFG25 and the
Universal Dependencies for dependency grammar, both of which aim to find common
or universal syntactic structures (and labelling conventions) across languages by using
their respective formalisms as a guide. Haug (2012) has even attempted to convert a
dependency treebank into an LFG treebank.

There are, however, important considerations that prevent a complete reduction of
our integrative hypothesis and LFG. In LFG’s architecture, c-structure interfaces with
the phonological component of the grammar, whereas f-structure is crucial for seman-
tic interpretation. Indeed, as mentioned in Sect. 5.2, glue semantics has been proposed
as a semantic formalism for both f-structure and dependency grammar. Nevertheless,
we are not committed to the requirement that semantic interpretation interacts only
with the dependency aspects of syntax. On our proposal (see 6.3), the phrase structure
dovetails more clearly with compositional semantics than does the dependency gram-
mar. For this reason, it must retain its relationship with semantics, as in frameworks
like GB, where the position of arguments in a tree play a prominent role in semantic
composition. Thus, our framework allows for a degree of redundancy in syntactic
representation (and semantic overlay) between these components, while LFG has a
more clear division of labour: the c-structure captures linear precedence, dominance
relations, such as c-command, and constituent structure; the f-structure represents
grammatical functions and features such as number and case.26

Naturally, f-structures and dependency graphs are related in the information that
they contain respectively. As Müller (2018: 366) writes, “[a]n unordered dependency
graph assigns grammatical functions to a dependent of a head and hence it is similar
in many respects to an LFG f-structure”, but then he goes on to note that there are
certain elements of dependency graphs not present in f-structures: non-predicative
prepositions are one example. Moreover, dependency graphs can encode argument
structure usually reserved for a-structures in LFG. On the other hand, f-structures
generally contain much more information than dependency graphs. In addition, UD
favours content words over function words as heads, which means that “unlike in
LFG representations, prepositional phrases are headed by nouns, numeral phrases
are headed by nouns, and auxiliaries and copulas are always dependents, rather than
heads” (Przepiórkowski&Patejuk 2020: 195). Interestingly, in providing an algorithm
for deriving dependency structures from LFG analyses, Meurer (2017) has argued that
c-structures are a better basis for the conversion that f-structures:

At a first glance, it is the f-structures that resemble dependency structures most
(...) This correspondence is however not perfect; f-structure pred values cannot

25 https://pargram.w.uib.no/, https://wiki.uni-konstanz.de/pargram/.
26 Although LFG has flexibility in this regard. See Asudeh and Toivonen (2014) for a focused discussion
of this possibility.
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easily be related to surface words (which the dependency nodes should consist
of), because the projection relation is not injective (185).

Meurer therefore starts off with c-structure and projection in his algorithm, resulting
in projective dependency structures. But he also demonstrates that the latter can, in
turn, be converted into non-projective dependencies and UD-style ones. This is all to
say that the relationships between our view and LFG, between dependency graphs
and f-structures, between UD and Pargram, are intricate and complex. There are no
straightforwardmappings, although similarities abound. LFG definitely emcompasses
the same spirit as our proposal and there is much to learn from its well-established
results.

7 Conclusion

In this article, we have made a case for the cognitive significance, divergence, and
integration of dependency and constituency structures contra the received position
on their notational variance. In this task, we have reviewed literature from formal
language theory, empirical linguistics, and cognitive neuroscience. There remains a
lot of interdisciplinary work to be done on this issue, but we hope to have reignited the
conversationby assessingmultiple arguments and evidences froma rangeof theoretical
perspectives.
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