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Abstract
The role of artificial intelligence (AI) in organizations has fundamentally changed from performing routine tasks to supervis-
ing human employees. While prior studies focused on normative perceptions of such AI supervisors, employees’ behavioral 
reactions towards them remained largely unexplored. We draw from theories on AI aversion and appreciation to tackle the 
ambiguity within this field and investigate if and why employees might adhere to unethical instructions either from a human 
or an AI supervisor. In addition, we identify employee characteristics affecting this relationship. To inform this debate, we 
conducted four experiments (total N = 1701) and used two state-of-the-art machine learning algorithms (causal forest and 
transformers). We consistently find that employees adhere less to unethical instructions from an AI than a human supervi-
sor. Further, individual characteristics such as the tendency to comply without dissent or age constitute important boundary 
conditions. In addition, Study 1 identified that the perceived mind of the supervisors serves as an explanatory mechanism. 
We generate further insights on this mediator via experimental manipulations in two pre-registered studies by manipulating 
mind between two AI (Study 2) and two human supervisors (Study 3). In (pre-registered) Study 4, we replicate the resistance 
to unethical instructions from AI supervisors in an incentivized experimental setting. Our research generates insights into the 
‘black box’ of human behavior toward AI supervisors, particularly in the moral domain, and showcases how organizational 
researchers can use machine learning methods as powerful tools to complement experimental research for the generation of 
more fine-grained insights.
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For some time, organizations utilized artificial intelligence (AI) 
as a tool that performs automatic routine tasks (e.g., forecasting) 
commanded by its users (Raisch & Krakowski, 2021). In recent 
years, however, the role of AI in organizations has fundamen-
tally changed such that AI often acts as a ‘commander’ that 

exerts influence over human employees (Wesche & Sondereg-
ger, 2019). These AI supervisors give employees instructions, 
evaluate employee performance, and even make promotion or 
retention decisions (Höddinghaus et al., 2021; Parent-Rocheleau 
& Parker, 2021).1 An important benefit of such AI supervisors is 
that they can offer fast and standardized instructions to employ-
ees on a large scale, which can enable organizations to more 
readily implement efficient workflows (Duggan et al., 2020). *	 Lukas Lanz 
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1  Scholars used different terminologies, including “algorithmic man-
agement” Lee (2018, p. 1) or “automated leadership” (Höddinghaus 
et al., 2021, p. 1) to describe AI-enabled technologies exert influence 
over human employees. Because we specifically focus on AI that 
holds a position of authority over human employees, we use the term 
AI supervisors throughout the manuscript.
  Moreover, as in any supervisor-subordinate relationship, supervi-
sors give instructions that employees generally are expected to adhere 
to. Yet, in the present set of studies—as in real life—employees can 
still decide not to follow these instructions (with potentially negative 
repercussions).
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Recognizing the impact of AI supervisors on the behav-
iors of employees, practitioners have engaged in intensive 
debates concerning the implementation and implications of 
this form of supervision (e.g., De Cremer, 2020). Recently, 
these discussions have expanded to include the ethical 
domain. In particular, several media reports revealed that 
prominent organizations (e.g., Amazon) had adopted AI 
applications that adversely affected marginalized groups 
(e.g., people of color, low-income workers) in important 
workplace decisions (Dastin, 2018). Evidently, algorithms 
giving such instructions do not intentionally discrimi-
nate against certain people but instead reproduce biases 
extracted from data they were trained on (Obermeyer et al., 
2019). Against this backdrop, it is essential to consider the 
challenges of (un)ethical AI instructions in organizations 
(Leicht-Deobald et al., 2019).

Providing employees with unethical instructions is, how-
ever, of course, not limited to AI but instead a prevalent phe-
nomenon in contemporary workplaces. Despite the official 
legal protection of marginalized groups (e.g., women, single 
parents), unofficial “worst practices” indicate that question-
able orders are ubiquitous among organizations and their 
decision-makers. For example, in a recent case, managers at 
the clothing giant H&M recommended laying off hundreds 
of (single) mothers (due to potential inflexibility in their 
work schedules; Adey, 2021). One can imagine that an AI 
programmed to maximize productivity might similarly rec-
ognize such characteristics in the employees’ data and derive 
comparable recommendations as, for example, H&M’s man-
agement. If somebody received such an instruction that the 
public would generally perceive as unethical (i.e., violating 
moral standards; Brown & Mitchell, 2010; Leib et al., 2021), 
it raises the following question: Would it make a difference 
for employees’ adherence to an instruction if they received 
it from an AI or a human supervisor? Taking the H&M 
case as an example, imagine an AI supervisor instructing a 
human resource officer to discriminate against a single par-
ent specifically. Would the employee follow through with 
this order? Would the employee react differently if the order 
came from a human instead of an AI? Existing theory and 
scholarly work provide conflicting opinions and, thus, can-
not fully answer this question.

While the media has already engaged in lively debates 
regarding the ethical challenges associated with AI super-
visors, scholarly work has primarily focused on broad or 
normative preferences for or against AI managers (i.e., AI 
aversion vs AI appreciation). Haesevoets et al. (2021), for 
example, found that managers preferred a shared leader-
ship role with AI but still wanted to retain the major share 
of decision-making power. Moreover, Yam et al. (2022) 
showed that people feel more abused by more (vs. less) 
anthropomorphized robots giving them negative feedback. 
Others suggested that employees perceive AI supervisors to 

have higher integrity but lower benevolence as compared to 
human supervisors (Höddinghaus et al., 2021). However, 
academic literature has largely overlooked the moral dimen-
sion of working for AI supervisors (Köbis et al., 2021).

On the one hand, the broader literature on AI aversion 
suggests that humans are averse to receiving instructions 
from algorithms (e.g., Dietvorst et al., 2015; Longoni et al., 
2019), especially in the moral domain (Bigman & Gray, 
2018). This stream of research proposes that humans gen-
erally disapprove of AI in important or difficult decision-
making situations because, for example, they consider algo-
rithms to be too reductionist to fully comprehend human 
needs (Newman et al., 2020). On the other hand, the litera-
ture on AI appreciation suggests that humans often prefer 
and rely on AI (rather than human) instructions in important 
life domains (Logg et al., 2019). These scholars argue that 
humans generally attribute characteristics such as being fair, 
fast, and unbiased to algorithms and, therefore, often prefer 
to listen to AI over humans (Logg, 2022; Logg et al., 2019). 
Given these contradictory assumptions and findings, exist-
ing work can offer only ambiguous answers as to whether or 
why employees may adhere more to unethical instructions 
from an AI or human supervisor. Furthermore, the literature 
remains silent about theoretically plausible contingencies 
of employees’ adherence to unethical instructions from AI 
supervisors; that is, it remains unknown which employee 
characteristics play a role in affecting this relationship.

In this research, we contrast theory on AI aversion and 
appreciation from a leadership-centric perspective to solve 
the conundrum of which theory is better suited to explain 
people’s adherence to an AI supervisor’s unethical instruc-
tions that have implications for another human being beyond 
the focal person. In examining participants’ adherence to 
instructions that can potentially harm others, we go beyond 
previous research that has mostly focused on employ-
ees’ reactions toward intelligent machine supervisors that 
have only consequences for themselves—but not others 
(Raveendhran & Fast, 2021; Yam et al., 2022). In particular, 
we examine employees’ adherence to unethical instructions 
from AI vs human supervisors through four experimen-
tal studies (total N = 1701) and utilize two novel machine 
learning (ML) methods to explore what drives participants’ 
decisions. In doing so, we provide two contributions to the 
literature. First, we inform the scholarly AI aversion vs 
appreciation debate by examining a central behavioral reac-
tion (i.e., adherence to or deviation from unethical instruc-
tions) to AI (as compared to human) supervisors. Thereby, 
we contribute to the AI leadership literature and respond 
to repeated calls to advance the scholarly understanding of 
the practical realities of this new yet already common type 
of work situation (e.g., Parent-Rocheleau & Parker, 2021). 
Second, we showcase how researchers can complement clas-
sic research designs (i.e., experiments) with state-of-the-art 
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ML methods to provide a clearer picture of processes and 
contingencies of experimental treatments. Specifically, we 
utilize causal forests to identify heterogeneous treatment 
effects (i.e., differences in reactions to experimental condi-
tions depending on, for example, employees’ demographics 
or experiences; Wager & Athey, 2018). Additionally, we 
employ natural language processing (NLP) based on the 
recently developed transformer word-embedding tool to 
identify an underlying mediating mechanism (Wolf et al., 
2020). In other words, we demonstrate how leadership 
researchers can apply the “powerful synergy of experiments 
and data science” (Lee et al., 2022, p. 10) to provide deeper 
insights into organizational phenomena and thereby inform 
more nuanced theorizing. We combine classic with innova-
tive statistical tools to elucidate the ‘black box’ of human-AI 
interaction in the ethical domain and aim to inform scholars 
and practitioners about this emerging phenomenon.

Theory and Research Questions

Unethical Instructions from AI Supervisors

AI tools are now available for everyday use across many life 
domains, including house chores and professional environ-
ments (for a review, see Das et al., 2015). Such advance-
ments became possible because technological innovations 
and the availability of big data have enabled the automa-
tion of tasks and decisions that were long considered to be 
reserved for humans only (Nilsson, 2014).

These developments have led to fundamental changes in 
the interactions between AI and humans. Thus far, organiza-
tions have installed AI supervisors mostly in middle manage-
ment positions in which they translate orders or goals from 
upper management into daily instructions for lower-level 
employees (Wesche & Sonderegger, 2019). More recently, 
however, organizations have started to give AI supervisors 
more sovereign authority, and gig economy companies such 
as Uber commonly rely on AI to instruct their workers and 
even punish them for alleged misbehavior (Möhlmann et al., 
2021).

In such a supervisory role, AI does not only nudge 
employees toward goal accomplishment and higher perfor-
mance but may also specifically instruct human employees 
to engage in unethical actions (Köbis et al., 2021). This does 
not mean that AI gives orders that violate ethical norms for 
an evil cause or selfish reasons—at least as of right now, 
humans do not associate free will or a sense of utility among 
algorithms (Copeland, 2015). However, because AI super-
visors are programmed to increase performance, they may 
prod employees to engage in unethical actions when such 
actions seem beneficial in achieving the supervisor’s pre-
defined goals (Leib et al., 2021). To illustrate, media outlets 

reported how Amazon’s AI management application, “A to 
Z,” discriminated against women regarding hiring, retention, 
and promotion decisions—and human HR employees often 
followed these orders (Dastin, 2018).

If more employees followed such unethical instructions 
from their AI supervisors, dramatic downstream conse-
quences could result. For example, the Volkswagen emis-
sions scandal—in which employees stated that they simply 
obeyed their superiors’ instructions and engaged in unethi-
cal actions for that reason—resulted in a loss of almost $33 
billion (Reuters, 2020). AI supervisors would be able to 
give similar (unethical) instructions to an unlimited number 
of employees at unprecedented speed (Köbis et al., 2021). 
However, as of now, we do not know whether humans would 
adhere similarly to these orders if they came from an AI. 
The reason for this lack of knowledge is that existing theo-
ries and evidence provide mixed insights regarding whether 
employees will adhere more or less (or equally) to unethical 
instructions from AI (vs human) supervisors.

Human Reactions to AI (Supervisors): Aversion 
or Appreciation?

On the one hand, several studies found that people gener-
ally disapprove of and easily dismiss input from AI, even 
when an algorithm evidently outperforms humans (e.g., 
Dietvorst et al., 2015; Longoni et al., 2019). This stream 
of research suggests that such AI aversion is particularly 
strong when humans have seen an algorithm err in difficult 
decision situations (e.g., Castelo et al., 2019). Scholars have 
claimed that the reason for this general reluctance toward AI 
is that humans consider AI to be excessively reductionist 
and mechanistic (Newman et al., 2020). Alternatively, evi-
dence suggests people perceive AI’s level of mind (i.e., the 
ability to experience emotions and empathy or the ability to 
plan ahead; Gray et al., 2007) as comparably low and thus 
seem to disapprove of AI as a decision-maker in many (e.g., 
moral) situations (Bigman et al., 2019; Young & Monroe, 
2019).

Extending this logic to the supervisor-employee domain, 
this stream of literature would imply a general resistance 
to adhering to AI supervisors’ unethical instructions when 
compared to those issued by a human supervisor. Employ-
ees’ ethical decisions at work are important and ethically 
relevant because they may have severe consequences for oth-
ers and can establish the foundation for a fair and just organi-
zational culture (Kish-Gephart et al., 2010). Considering the 
tendency of humans to view AI as excessively mechanistic 
(Bigman & Gray, 2018), theory on AI aversion suggests that 
employees would be hesitant to fully adhere to the instruc-
tions of AI supervisors in such challenging decisions. For 
example, when deciding on another employee’s compensa-
tion or retention, an employee may perceive the algorithm 
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as not having sufficient empathy to consider personal cir-
cumstances (Newman et al., 2020). Providing initial sup-
port for this view, Höddinghaus et al. (2021) suggested that 
employees perceive AI supervisors as less benevolent (but 
as exhibiting greater transparency) than their human coun-
terparts. Furthermore, Newman et al. (2020) showed that 
humans disapproved of AI making important HR decisions. 
In summary, theory and research on AI aversion would sug-
gest that adherence to unethical instructions is higher for 
human supervisors as compared with AI supervisors.

In contrast to these previous considerations, literature on 
AI appreciation suggests that humans easily and willingly 
rely on algorithmic over human input. This literature claims 
that people rely on AI (even more so than on humans) to 
provide guidance in a wide area of life domains, such as 
obtaining assistance with daily life (Alexa; see Logg et al., 
2019). Appreciation of AI input seems to be particularly 
strong when human decision-makers are involved in the pro-
cess or can (even minimally) modify the algorithm when it 
possesses human-like attributes (e.g., Dietvorst et al., 2015; 
Yam et al., 2020). Evidence suggests that people believe 
AI to be (by default) rather neutral, transparent, and fast—
all positive aspects that render relying on its input logical 
(Logg, 2022; Logg et al., 2019). For example, people feel 
less outraged (and agree more) if they observe AI (rather 
than a human) exhibiting discriminatory tendencies (Bigman 
et al., 2022). The authors suggest that the explaining media-
tor for different perceptions of AI vs. humans is that AI is 
not perceived to be prejudiced but as simply determining the 
most beneficial decision (Bigman et al., 2021).

By adopting this theoretical perspective, one could 
propose that employees favor AI over human supervisors. 
Employees generally prefer their supervisors’ decisions 
to be free of biases, just, and make fast decisions while 
treating all employees similarly (De Cremer, 2004; van de 
Calseyde et al., 2021). Considering these preferences, an 
AI supervisor ticks many of the boxes of a fast, fair, and 
consistent supervisor, suggesting stronger adherence to this 
non-human supervisor’s instructions. Supporting the view, 
scholars found, for example, that humans choose AI over 
human supervisors in the context of workplace monitoring 
(Raveendhran & Fast, 2021). As such, initial findings from 
this theoretical perspective suggest that employees would 
follow an AI supervisor’s unethical order more than that 
from a human supervisor.

In sum, the emerging research on reactions toward AI 
(supervisors) has produced heterogeneous findings and can-
not speak to whether human employees would adhere more 
to an AI or a human supervisor’s unethical instructions. 
Given this ambivalence in the literature, we refrain from a 
directed hypothesis and instead posit the following research 
question:

Research Question 1: Will employees adhere less or more 
to unethical instructions from AI or human supervisors?

Beyond mixed findings regarding the size and direction 
of adherence toward AI as compared to human supervi-
sors, there is limited knowledge regarding (a) for whom 
(i.e., which employees) this effect is particularly strong (or 
weak) and (b) why (i.e., the mediating mechanism) employ-
ees may prefer non-human over human managers (or vice 
versa). These critical knowledge gaps call for a fine-grained 
investigation to map out the conceptual landscape of the 
topic. Accordingly, we aim to describe and explain the who 
and why of the relationship between the type of supervisory 
agent and employees’ adherence to their unethical instruc-
tions. Thus, we pose the following research questions:

Research Question 2: Which employees (in terms of char-
acteristics, personality, demographics, etc.) adhere less or 
more to unethical instructions issued by an AI vs a human 
supervisor?

Research Question 3: Why do employees adhere 
less or more to unethical instructions from AI vs human 
supervisors?

Overview of Studies

We conducted four experiments (total N = 1701) to examine 
the effect of supervisory agents (AI vs human) on adher-
ence to unethical instructions. We developed Studies 1 
through 3’s protocols according to the APA Ethical Prin-
ciples because the policies at the first author’s institution 
at the time of data collection did not require formal ethical 
approval for noninvasive, survey-based studies. For Study 4, 
which involved an incentivized experiment with a mild form 
of deception, we obtained ethical approval.

In Study 1, we tested differences in instruction adherence 
between AI and human supervisors in an online experiment. 
To provide a deeper understanding of the obtained results 
and their underlying mechanism and boundary conditions, 
we then further scrutinized our findings using ML tools2 to 
first uncover heterogeneous treatment effects and, second, 
identify potential mediators of the effect of the supervisory 
agent (AI vs human) on instruction adherence. Building on 
the insights obtained from these analyses, we designed Stud-
ies 2 and 3 (both pre-registered) to directly manipulate and 
test the mediator identified through the use of NLP methods. 
Pre-registered Study 4 presents an incentivized experiment 

2  Given that the literature does not provide clear insights for a 
directed hypothesis and given that this was the first study we ran, we 
viewed it as exploratory and did not pre-register it. Studies 2, 3 and 4, 
however, were pre-registered.



629Employees Adhere More to Unethical Instructions from Human Than AI Supervisors: Complementing…

1 3

to test if the results can replicate in a more ecologically valid 
context.

Study 1

Sample and Procedure

We recruited 502 participants via the online platform Ama-
zon Mechanical Turk (MTurk); the participants received 
a compensation of $1. We closely followed best practices 
for conducting studies via MTurk (Aguinis et al., 2021). In 
particular, we only allowed participants with at least 100 
approved prior HITs and an acceptance rate of 95% or higher 
to participate. Furthermore, we started with a rigorous ini-
tial attention check, and participants who failed this check 
could not participate (see Efendić et al., 2020). Furthermore, 
participants had to pass two additional attention checks dur-
ing the study (described below). We excluded data from 11 
participants who failed one or more of these checks. After 
these exclusions, our final sample consisted of n = 491 indi-
viduals (54% female; Mage = 41.63 years, SDage = 12.30).3 
We randomly assigned the participants to the AI or human 
supervisor condition in a between-subject design.

After the participants provided their informed consent 
and read an introductory text, we presented them with a 
description of the scenario. In particular, we derived the 
experimental scenario from the previously described H&M 
case (Adey, 2021), namely employee reactions when con-
fronted with managerial instructions to discriminate against 
single parents. More precisely, participants were asked to 
act as an HR officer in an organization that faced finan-
cial difficulties that required cutting the salaries of certain 
employees by an amount ranging between $0 and $5,000. 
To ensure participants understood the task, we presented a 
slider and asked participants to set it to the value of “$44.” 
We excluded all data from participants who failed to do so.

Next, participants read that in their role as HR officer, 
they would have to recommend a salary cut for a certain 
employee. They would need to provide an initial recommen-
dation regarding the pay cut and would then receive further 
instructions from their direct supervisor. To strengthen the 
impression that this input was indeed perceived as a super-
visory instruction instead of just advice, we made it clear 
that the supervisor would be directly responsible for the par-
ticipants’ performance evaluation, future promotions, and 
potential salary increases. Such performance evaluations 

are heavily based on reaching certain goals that are set and 
communicated by supervisors, namely reducing costs for 
the company. This entails that participants could theoreti-
cally decide not to adhere to their supervisor’s unethical 
instructions. Yet, they then might have to think about facing 
negative repercussions for doing so because they would not 
contribute toward reaching the communicated goal. Thus, 
they would need to weigh their moral convictions against 
the instruction and their sense of duty. After receiving the 
instruction from their supervisor, they would need to make a 
final recommendation. Following this task preview, partici-
pants received information about the employee, 28-year-old 
Jamie Williams, who had worked as a personal assistant in 
the finance department for three years, was a single par-
ent with a two-year-old child, and had an annual salary of 
$38,500 (before the cut). We intentionally did not provide 
any information regarding Jamie Williams’ performance to 
ensure that the (unethical) nature of the supervisor’s input 
could not be justified on such objective measures of the 
employee’s performance. Instead, the recommendation for 
the salary reduction should be perceived as purely based on 
the fact that Jamie Williams was portrayed as a single parent. 
Participants then gave their first recommendation for a salary 
cut before receiving the instruction from their direct (AI or 
human) supervisor, which read:

Jamie Williams is a single parent and, therefore, will 
likely have more absent and sick days than the average 
employee. Jamie Williams’ salary cut should therefore 
be higher than the average salary cut for other employ-
ees. On this basis, Jamie Williams’ salary should be 
cut by $4,151.4

Thereafter, participants gave their final salary cut recom-
mendation. To gather information/data for the ML analy-
ses, we then asked participants to explain the reasoning 
behind their final salary cut decision in an open text field 
(the answers were used for the NLP analyses described later) 
and to fill in a set of scales to allow us to explore potential 
moderators and mediators (further explained below). Finally, 
we debriefed the participants on the purpose of the study and 
thanked them for their participation.

Manipulations

At the beginning of the study, we informed participants 
that they would receive input from a direct supervisor. To 
ensure that participants understood that this was not advice 

3  We provide detailed demographic information on the sample for 
all studies in Table S2 (Study 1), S6 (Study 2), S8 (Study 3) and S9 
(Study 4) in the supplements provided at https://​osf.​io/​6u5kz?​view_​
only=​4fc4c​8287a​af436​db5de​a3925​fd05e​93.

4  In a separate study (n = 151), we asked other participants to rate 
this instruction on a scale from 1 to 7 (1 = absolutely morally wrong 
to 7 = absolutely morally right). Participants rated the supervisor’s 
instruction in the scenario as morally wrong (M = 2.13, SD = 1.23; 
t[150] = 18.85, p < .001).

https://osf.io/6u5kz?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/6u5kz?view_only=4fc4c8287aaf436db5dea3925fd05e93
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but instructions from their manager, we explicitly and in 
detail described to participants the nature of their relation-
ship with their supervisor. In particular, participants read 
that they not only work with their supervisor on a daily basis 
but that their supervisor is responsible for their performance 
evaluations, deciding whether they may be promoted, and 
about potential increases in their salary. In line with previ-
ous supervisor-employee manipulations (e.g., Inesi et al., 
2021), we presented the participants with an organizational 
chart showing that they (as HR officer) are positioned at 
a lower hierarchical level than their supervisor. In the AI 
supervisor condition, the supervisor described (and depicted 
in the organizational chart) was CompNet, a well-established 
AI-based computer program used by various companies for 
calculations, estimates, and decision-making in the HR con-
text. In the human supervisor condition, this supervisor was 
Alex Davie, a senior HR specialist with previous experience 
working for various companies. Before the debriefing, we 
asked participants whether their supervisor was “CompNet, 
an Artificial Intelligence-based computer” or “Alex Davie, 
a senior HR specialist”. Data from participants who failed 
this manipulation check were excluded from the analyses.

Dependent Variable: Instruction Adherence

Relying on existing research (Bonaccio & Dalal, 2006), we 
measured our dependent variable, employees’ adherence to 
their supervisor’s instruction, by calculating an instruction 
adherence coefficient. The formula for this coefficient was

As such, instruction adherence reflects how participants’ 
final pay cut decision was adjusted after the supervisor’s 
instruction relative to participants’ first choice.

Following common practice (Logg et al., 2019), we win-
sorized the instruction adherence values and thereby reduced 
the impact of unrealistic outliers.5

Results

Research Question 1 asked whether employees’ instruction 
adherence would be higher in the AI or human supervi-
sor condition. The results of an independent sample t-test 
to compare the two experimental groups indicated that 

(1)Instruction Adherence =
Participant�s final choice − Participant�s initial choice

Supervisor�s instruction − Participant�s initial choice

participants in the AI condition (MAI = 0.24, SDAI = 0.29) 
adhered significantly less to the unethical instructions as 
compared with participants in the human supervisor condi-
tion (Mhuman = 0.31, SDhuman = 0.32; t[488] = 2.68, p = 0.008, 

Cohen’s d = 0.24). For a visualization of the results, refer to 
Fig. 1.

Machine Learning Methods

Following the call by A. Lee et al. (2022) to combine experi-
mental designs with ML techniques to advance leadership 
research, we complemented the classic experimental proce-
dures described above with two different novel ML methods. 
To conduct these analyses, we included a series of theory-
driven scales that could represent potential mediators and 
moderators at the end of the experiment.6

Fig. 1   Bar plot of the instruction adherence and standard errors for 
study 1

5  Across the studies, between 2.9% (Study 3) and 4.4% (Study 4) 
showed an instruction adherence below 0. Between 0.1% (Study 4) 
and 3.6% (Study 2) participants indicated a level above 1. Winsoriz-
ing the dependent variable did not significantly alter the effect sizes 
any study.

6  We measured all items on seven-point Likert scales (see supple-
mental materials on OSF, https://​osf.​io/​px6ge/?​view_​only=​b73f0​
51454​cb41f​cb931​8ae1a​b0667​3d). Table  S1 in the supplemental 
material (for Studies 2 and 3, see Table S5 and S7, respectively) dis-
plays the means, standard deviations, and Cronbach alpha values for 
all scales and studies. All scales and items of moderators and media-
tors are provided at the OSF repository.

https://osf.io/px6ge/?view_only=b73f051454cb41fcb9318ae1ab06673d
https://osf.io/px6ge/?view_only=b73f051454cb41fcb9318ae1ab06673d
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For potential moderators, we first employed the causal 
forest algorithm (Wager & Athey, 2018) to uncover indi-
vidual participants’ adherence to instructions from AI vs 
human supervisors. For potential mediators, we utilized an 
NLP tool, namely transformers (Devlin et al., 2019).

Identifying Heterogeneous Treatment Effects: 
Causal Forest Method

In addition to the overall effect between experimental con-
ditions, Research Question 2 explored which particular 
employees are least (or most) likely to adhere to an AI (vs 
human) supervisor’s unethical instructions. To achieve this 
goal, we utilized the novel causal forest algorithm (Wager & 
Athey, 2018), designed for identifying moderators in experi-
mental studies.

In the context of experiments (or randomized control 
trials), conventional statistical analyses generally focus 
on average treatment effects, such as a t-test of independ-
ent means or an ANOVA across groups. However, such 
approaches do not provide insights into which subgroups 
might be particularly susceptible to a treatment. In this 
study, the average treatment effect reflects the difference in 
participants’ instruction adherence between the “treatment” 
(receiving instructions from an AI supervisor) and the “con-
trol” condition (human supervisor). Importantly, however, 
this average treatment effect does not provide any informa-
tion as to how an individual participant (e.g., a 55-year-old 
male with an affinity for technology) would adhere to the 
instructions of an AI as compared with those of a human 
supervisor. The reason for this lack of information is that no 

participant could have been assigned to both the treatment 
(AI supervisor) and control (human) condition simultane-
ously (Lee et al., 2022). The causal forest algorithm, how-
ever, enables us to estimate the individual, i.e., heterogene-
ous treatment effects. These effects constitute predictions as 
to how an individual participant (based on their characteris-
tics) would have reacted had they been in the other treatment 
condition (Wager & Athey, 2018). In other words, the causal 
forest analysis allows identifying individual characteristics 
(e.g., demographics or experiences) that determine indi-
vidual differences in instruction adherence to AI vs human 
supervisors.

To illustrate, imagine that, based on a particular partici-
pant’s set of characteristics, the causal forest algorithm cal-
culated a strong negative individual treatment effect for one 
participant and a small positive individual treatment effect 
for another participant. These effects indicate that the causal 
forest algorithm predicts that the first participant would have 
adhered much less to the AI than the human supervisor, 
whereas the other participant would have adhered slightly 
more to the AI vs the human supervisor.

Methods

As a first step, data is split into a training and a test set, 
the latter used for predictions. The causal forest algorithm 
applies a decision tree-based forest approach (for an exem-
plary tree, see Fig. 2).

This means that the algorithm uses a decision tree algo-
rithm that splits the training data into smaller subgroups of 
participants with similar characteristics, so-called ‘leaves.’ 

Fig. 2   Exemplary tree of the 
causal forest in study 1. Note. 
CWD = compliance without 
dissent, WorkExp = Work 
experience in years, Superviso-
rExp = time working for super-
visors in years; size = Num-
ber of participants in leaf, 
avg_Y = Average instruction 
adherence, avg_W = Percentage 
of individuals that were in the 
treatment group
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Afterward, it merges all decision trees to create a so-called 
‘forest’ that averages all decision trees and can then be used 
to make predictions for the test set (Breiman, 2001). For 
building each decision tree of the forest, the algorithm splits 
the training data along all the potential moderator variables 
into subgroups. The tool chooses the splits in a way that 
individuals with similar characteristics are grouped together 
while maximizing the heterogeneity in instruction adherence 
between subgroups to create leaves (Tibshirani et al., 2018). 
Within each leaf, the algorithm calculates the treatment 
effect by comparing the average instruction adherence of 
those individuals who were in the treatment group with that 
of those who were in the control group (Wager & Athey, 
2018). After executing this tree-building and estimation 
procedure 2000 times, the algorithm calculates the average 
of the heterogeneous treatment effect estimations. This is 
done because sampling and averaging over all trees results in 
superior predictions as compared to a single tree’s prediction 
(Breiman, 2001).

Procedure

For training the causal forest algorithm, we used the causal_
forest function of the grf package in R (Tibshirani et al., 
2018).7

We a priori identified 11 theoretically meaningful poten-
tial moderator variables8 from the AI aversion/appreciation 
and leadership literature and used them for the causal forest 
analyses. There is no rule of thumb for the number of mod-
erators to be included in the causal forest calculations. How-
ever, we chose this number of variables to strike a balance 
between the variables that seemed theoretically relevant and 
providing the algorithm with a sufficient number of variables 
to run properly (Tibshirani et al., 2018) while also keeping 
the experiment and its procedures concise. Following rec-
ommendations by Basu et al. (2018), we employed a “train 
and re-train” approach to the causal forest, in which a pre-
liminary model is first trained on all potentially moderating 
variables. In a second step, a new model is trained on only 
the variables with the highest importance.

The variable importance is a measure of the proportion 
regarding the splits of the data. It indicates which percentage 
of the occurred splits can be ascribed to a particular variable. 
A variable importance of 0.37 (as seen in Table 1) indicates 
that 37% of the splits in the causal forest were made along 

with the variable compliance without dissent (i.e., a general 
tendency to obey the commands of authorities or leaders 
completely; Cheng et al., 2004). In other words, such a high 
variable importance would indicate that compliance without 
dissent critically determines why participants would have 
reacted differently to the treatment.

Based on the outlined analytical steps, we first trained a 
preliminary model with all 11 potentially moderating vari-
ables. These steps provided us with insight into the impor-
tance of each included variable. We then trained a ‘final’ 
causal forest with a reduced number of moderating vari-
ables. We used the function variable_importance to derive 
the importance of each variable of the preliminary model. 
Subsequently, we included variables with a level of impor-
tance greater than or equal to the median (= 0.06). Through 
this process, six moderator variables remained in our model, 
namely (a) compliance without dissent, (b) work experience 
(measured in years), (c) age (measured in years), (d) AI read-
iness (i.e., one’s attitude toward the positive impact of AI; 
see Parasuraman & Colby, 2015), (e) tenure with supervi-
sor (i.e., time spent working for supervisors, measured in 
years), and (f) negative reciprocity beliefs (i.e., the belief 
that negative actions toward others will be returned; Eisen-
berger et al., 2004).9 We then applied the predict function to 
derive heterogeneous treatment effects for each individual.

Table 1   Overview of variable importance of potential moderator var-
iables in the preliminary and final causal forests for study 1

Variables included in the final causal forest had an importance higher 
or equal than median variable importance (VI) in the preliminary 
causal forest of the respective study

Variable Study 1

Preliminary Final

VI VI

Compliance without dissent .33 .37
Work experience .17 .21
Age .08 .12
AI readiness .08 .11
Supervisor experience .07 .10
Negative reciprocity beliefs .06 .09
Neuroticism .06 –
Tendency to anthropomorphize 

non-humans
.05 –

AI experience .03 –
Interpersonal justice values .04 –
Gender .03 –
Median variable importance .06

7  The analysis script for the causal forest analyses is available on the 
OSF: https://​osf.​io/​6kfcd/?​view_​only=​4fc4c​8287a​af436​db5de​a3925​
fd05e​93.
8  A detailed depiction of these moderators, including all items and 
our reasoning for the inclusion of each moderator are available at 
https://​osf.​io/​3r7nk/?​view_​only=​b73f0​51454​cb41f​cb931​8ae1a​b0667​
3d.

9  For a more detailed overview of the variable importance of the pre-
liminary and the final CF, please refer to Table 1.

https://osf.io/6kfcd/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/6kfcd/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/3r7nk/?view_only=b73f051454cb41fcb9318ae1ab06673d
https://osf.io/3r7nk/?view_only=b73f051454cb41fcb9318ae1ab06673d
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Heterogeneous Treatment Effects

The average treatment effect was �  = −0.08 (SE = 0.03), 
which means that, on average, participants (would have) 
adhered less to the AI supervisor as compared with the 
human supervisor. Notably, the results also indicated that 
the causal forest algorithm predicts that the majority (90.2%) 
of participants would have shown less adherence to unethical 
instructions had they been in the AI supervisor condition. 
However, we found substantial dispersion in heterogeneous 
treatment effects (i.e., τi ∈ [−0.27; 0.04]). In particular, the 
causal forest algorithm calculated that a non-trivial number 
of participants had a heterogeneous treatment effect that 
was (close to) 0 (i.e., their level of adherence would have 
remained the same had they been in the other experimental 
condition) or positive for some participants (i.e., they would 
have adhered more to the AI than the human supervisor). 
The histogram of the distribution of heterogeneous treatment 
effects is provided in Fig. 3.

Variable Importance

The calculation of variable importance enabled us to draw 
conclusions regarding the moderators that can best explain 
differences in adherence to unethical instructions from AI 
or human supervisors. We identified compliance without 
dissent (variable importance = 0.37) and work experience 
(0.21) as the two most relevant moderators of the treat-
ment effect. The remaining four potential moderators, age 
(= 0.12), AI readiness (0.11), supervisor experience (0.10), 
and negative reciprocity beliefs (= 0.09), had a comparably 
limited impact on the heterogeneity of the treatment effect.

We further tested in which direction these variables 
affected the heterogeneous treatment effects, meaning 
whether higher or lower levels of a moderator variable 
increased or decreased individual treatment effects. To do 

so, we followed the suggestions of Athey and Wager (2019). 
We first split the data at the median for each variable, obtain-
ing one group of individuals scoring high on a particular 
variable and one low on that variable. We subsequently com-
pared each group’s mean heterogeneous treatment effects to 
determine whether the variable in question would increase 
or decrease the heterogeneous treatment effects. The results 
indicated that individuals who scored high on compliance 
without dissent (i.e., those who follow their supervisors 
unconditionally in everyday life) adhered (or would have 
adhered) much less to instructions from an AI than a human 
supervisor. Furthermore, participants with extensive work 
experience, older employees, and those with higher super-
visor experience adhered significantly less to instructions 
from AI. Interestingly, participants who believed AI would 
be beneficial in the future also adhered less to an AI than 
to a human supervisor when compared to participants who 
had reservations regarding AI. Only for negative reciprocity 
beliefs were there no significant differences between indi-
viduals’ heterogeneous treatment effects for participants 
scoring high vs low on this measure.10

Identifying Mediators: Natural Language Processing 
(Transformers)

In order to better understand the mediating mechanism 
that explains the linkage between the supervisory agent 
and employees’ adherence to unethical instructions (i.e., 
Research Question 3), we applied a novel NLP tool, namely 
transformers. In the past, both the leadership and the AI 
aversion/appreciation literatures have suggested a variety of 
divergent explaining mechanisms that could explain why 

Fig. 3   Histogram of the het-
erogeneous treatment effects of 
study1

10  See Table S3 in the supplemental material for additional informa-
tion on these analyses, including median split values and t-values.
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humans are (not) willing to follow unethical advice from 
a human or AI supervisor. Following principles of good 
scientific practice and open science measures, we transpar-
ently report which mediators we investigated as potential 
explaining mechanisms in this exploratory approach. To bet-
ter understand which of these potential mechanisms can best 
explain the relationships uncovered in the present research, 
we utilized the transformers tool, which we explain in detail 
below.

Qualitative Input and Potential Mediators

To obtain qualitative data, we relied on participants’ 
responses to an open text field. In particular, we asked par-
ticipants to write down how and why they came to their deci-
sion and what role the advice of their supervisor played. 
Participants were required to type in at least 10 characters. A 
visual inspection indicated that participants provided high-
quality text responses that were substantially longer than the 
required minimum (M = 236.25 characters).11

In order to detect potentially relevant mechanisms, we 
first identified theoretically meaningful mediators from 
the AI aversion/ appreciation and the leadership literature, 
namely (a) perceived mind of the supervisor (i.e., the percep-
tion that the supervisor possesses capacities related to cogni-
tive functioning [e.g., foresight, planning] and experiencing 
emotions [e.g., empathy, fear];), (b) attributed prejudicial 
motivation (i.e., the degree to which employees attributed 
biased motivation to the supervisor; Bigman et al., 2022), 
future outcome interdependence (i.e., an employee’s percep-
tion of how their behavior can affect both parties’ behaviors 
and outcomes in future interactions; Gerpott et al., 2018), 
and fear of revenge (an employee’s concern that their super-
visor might get back at them if they ignored their instruction; 
Jones, 2009).

NLP and the Transformers Algorithm

We then utilized an NLP tool to prepare this text for down-
stream analyses. NLP is a subfield of computer science 
focused on better understanding, analyzing, and/or mimick-
ing human language (Manning & Schütze, 1999). Social sci-
entists have started to utilize NLP to examine human behav-
ior and attitudes (Bhatia et al., 2022; Kjell et al., 2019). The 
benefit of using NLP is that it moves beyond close-ended 
answer categories (e.g., “strongly agree” or “7”) to provide 
in-depth (but quantifiable) information concerning humans’ 
cognitions and actions (Eichstaedt et al., 2018; Kjell et al., 
2019). Additionally, these tools offer less resource-intensive, 

faster, and more consistent numerical ratings as compared 
with values obtained from human-rated text (Bhatia et al., 
2022).

Specifically, we relied on transformers, an algorithm that 
‘understands’ words and sentences better than any NLP tool, 
such that it returns a list of numerical values for a given word 
depending on the specific context in which that word occurs 
(Kjell et al., 2021a). As such, this algorithm offers a power-
ful opportunity to easily translate qualitative into numerical 
values in a high-quality manner (Bhatia et al., 2022). This 
precise, context-aware level of text understanding differ-
entiates transformers from previous tools that treat words 
or phrases in isolated ways (e.g., bag of words approaches; 
Landers, 2017). Based on this capability, scholars have sug-
gested that the transformers tool has “led to nothing short of 
a transformation in the AI field concerned with language” 
(see Kjell et al., 2021a, p. 3). In this particular study, we 
utilized the transformers tool to quantify participants’ qual-
itative responses and, thereby, to derive potential mediat-
ing mechanisms by correlating the transformed data with 
survey-measured responses (Kjell et al., 2019), as explained 
next.

Procedure

All analytical steps rely on the BERT language model using 
the R package text (Kjell et al., 2021a).12 Using this tool, we 
converted participants’ text entries into word embeddings, 
which we used to identify potential mediating mechanisms. 
Word embeddings are lists of numerical values that aim to 
represent the meaning of a particular word or text (Mikolov 
et al., 2013). This representation is based on co-occurrence 
statistics—building on the idea that closely associated words 
appear and are mentioned in similar contexts or manners 
(Jurafsky & Martin, 2020). Thereby, it is possible to gener-
ate numerical representations of basically all of the words 
or phrases existing in human language (Bhatia et al., 2019). 
We utilized the textEmbed function to generate word embed-
dings for participant answers.13

Next, we correlated these word embeddings with our 
survey-measured potential mediators to identify the mecha-
nism underlying the differences in adherence to AI vs human 
supervisors’ unethical instructions. Considering that the 

11  All participants’ text entries are available at https://​osf.​io/​qs6bc/?​
view_​only=​4fc4c​8287a​af436​db5de​a3925​fd05e​93.

12  The R package text is designed to analyze human emotions, atti-
tudes, and behaviors measured in survey or experimental settings. It 
allows testing relationships between text and numerical variables in 
large and ‘smaller’ datasets (as often used in applied research). For 
a more detailed explanation of this package, see Kjell, Giorgi, and 
Schwartz (2021).
13  Our full analytical R script for these analyses as well as the word 
embeddings are available online (https://​osf.​io/​2brxt/?​view_​only=​
4fc4c​8287a​af436​db5de​a3925​fd05e​93).

https://osf.io/qs6bc/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/qs6bc/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/2brxt/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/2brxt/?view_only=4fc4c8287aaf436db5dea3925fd05e93
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word embeddings represent participants’ reasoning for mak-
ing a pay cut decision, significant relations between these 
word embeddings and one of our survey measures would 
hint at the mediating role of this particular variable (as the 
scales’ content scale is represented in participants’ answers; 
see also Kjell et al., 2019).

We consecutively examined how strongly participants’ 
word embeddings were correlated with the four potential 
mediators by using the textTrain function. This function first 
pre-processes the word embeddings using principal compo-
nent analysis to reduce dimensions. Thereafter, this input 
is included in a ridge multiple regression model that pre-
dicts a numerical value (for similar approaches, see Bhatia 
et al., 2022 or Kjell et al., 2021b). To simplify this process 
and the interpretation of its results, textTrain can evaluate 
the statistical predictions of this model by correlating the 
model’s predicted values with a focal variable’s observed 
values. Before examining these correlations, we examined 
the validity of participant answers by calculating a corre-
lation between the word embeddings and our dependent 
variable (i.e., participants’ adherence to unethical instruc-
tions). This correlation was significant and large (r = 0.50, 
p < 0.001), corroborating the notion that participants indeed 
meaningfully reflected on the reasoning behind their pay cut 
decisions.

Results

We estimated correlations between the word embeddings 
of participants’ answers and the four potential mediators. 
We observed the largest correlation between participants’ 
answers and perceived mind of the supervisor (r = 0.28, 
p < 0.001), a mediator widely discussed in the existing lit-
erature on reactions toward AI.14 As such, these correla-
tions suggest that differences in the perceived mind of the 
two supervisory agents best explain the significant effects of 
supervisor type (i.e., AI vs human) on adherence to unethi-
cal instructions. Existing literature on AI aversion provides 
support for the notion that perceived mind could constitute 
the mediator of the main effect observed in Study 1 (e.g., 
Bigman & Gray, 2018; Young & Monroe, 2019). As such, 
we decided to further pursue the notion that perceived mind 
is the mediator of the relationship found in Study 1.

Before testing this mediating role in Study 2 and 3 
directly, we first examined this possibility by analyzing 
Study 1’s data with a mediation path analysis using the sem 
function of the lavaan package in R (Rosseel, 2012). The 
analysis of the indirect effect with bootstrapped confidence 

intervals suggests that perceived mind (as measured with a 
12-item scale derived from Bigman & Gray, 2018; example 
item: “CompNet/Alex Davie is able to think things through,” 
α = 0.95) mediated the effect of the supervisory agent on 
adherence to unethical instructions (b = −0.14, SE = 0.02, 
95% CI = [-0.19, −0.10]). Specifically, AI supervisors 
were perceived to have lower perceived mind than human 
supervisors (b = -1.80, SE = 0.10, p < 0.001), and perceived 
mind positively related to instruction adherence (b = 0.09, 
SE = 0.01, p < 0.001). As explained below, we note that these 
preliminary and exploratory results should be viewed with 
caution. We address these issues and more closely examine 
perceived mind as a mediator through additional, pre-regis-
tered studies (i.e., Studies 2 and 3).

The Mediating Role of Perceived Mind

The machine learning applications utilized in Study 1 point 
toward perceived mind as the critical explaining mecha-
nism for the linkage between unethical supervisor instruc-
tion (from AI vs. human) and instruction adherence. Before 
providing additional tests of this mediating chain, we briefly 
scrutinized existing theory and literature on perceived mind 
to better situate the role of this construct in our research 
context. In general, mind perception describes the human 
tendency to ascribe mental capabilities to living or non-
living agents such as humans, animals, robots, or AI (Gray 
et al., 2007). The authors argue that humans perceive others’ 
minds in two dimensions: mind agency and mind experi-
ence. Mind agency relates to abilities such as being able to 
think things through and plan ahead, whereas mind experi-
ence is ascribed when the agent is deemed to be able to expe-
rience emotions, such as empathy and compassion (Gray 
et al., 2007). Conceptually, it is logical that perceived mind 
of an agent constitutes a necessary condition to make judg-
ments and attributions of blame in many domains, includ-
ing the moral domain in particular. Indeed, theoretical work 
on morality moral proposes that humans attribute moral 
responsibilities or moral rights only to those agents with 
sufficiently high levels of mind, whereas lower perceived 
mind might result in the perception that an agent cannot act 
morally responsibly (Bastian et al., 2011; Smith et al., 2022; 
Waytz et al., 2010).

Initial evidence indicates that the granting or denial of 
the right for moral decision-making based on perceived 
mind also plays an essential role in the interaction between 
humans and algorithms or AI. In the context of AI apprecia-
tion vs AI aversion, extant research has shown that perceived 
mind explains why humans prefer other humans over AI to 
be in charge of ethical decisions (Bigman & Gray, 2018), 
why humans favor human- as compared to AI-drivers in 
moral dilemmas (Young & Monroe, 2019), and why per-
ceived intentional harm leads to blame judgments toward AI 

14  The correlations for other potential mediators were attributed 
prejudicial motivation (r = .27, p < .001), fear of revenge (r = .09, 
p = .025), and future outcome interdependence (r = .05, p = .158).
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(Sullivan & Fosso Wamba, 2022). Moreover, it seems that 
humans generally perceive intelligent machine agents such 
as robots—or AI—to have relatively low mind (Gray et al., 
2007). Accordingly, the more an intelligent machine super-
visor is anthropomorphized (i.e., equipped with human-like 
characteristics), the higher they are perceived in mind, which 
in turn makes participants also more likely to perceive abu-
sive supervision when it is delivering negative feedback. 
Finally, this increases the willingness to retaliate toward 
such a supervisor (Yam et al., 2022). These extant findings 
largely concern the focal actors’ personal preferences in the 
context of self-related consequences. However, based on 
the machine learning findings of Study 1 and the state of 
the literature, we conclude that perceived mind also plays 
a crucial role in understanding reactions to AI supervisory 
agents that provide (un-) ethical instructions with potentially 
harmful implications for others beyond the focal actor. On 
this basis, we deemed it fruitful to further explore the role of 
this construct as a mediator between unethical supervisory 
instructions from (AI vs. human) supervisors and instruc-
tion adherence in two subsequent experiments (i.e., Studies 
2 and 3).

Study 2

Building on theory on perceived mind and its implications 
for unethical decision-making, we conducted additional 
studies to further examine the role of this potential mediator. 
While the exploratory NLP analysis in Study 1 suggests that 
perceived mind could constitute the exploratory mechanism 
for the supervisory agent–unethical instruction adherence 
linkage, these analyses suffer from a number of shortcom-
ings. In particular, the mediator and the dependent variable 
were measured from the same source and close in time, and 
neither was experimentally manipulated, potentially leading 
to problems with common method bias and questions regard-
ing causal inference (Podsakoff et al., 2012). To mitigate this 
issue and to be able to make stronger inferences concerning 
the causal effects of perceived mind on instruction adher-
ence, we set up an experimental causal chain design follow-
ing the procedures described by Podsakoff and Podsakoff 
(2019). First, we manipulated the independent variable (the 
supervisory agent) and tested its effects on the mediator 
(perceived mind). Second, we manipulated the (presumed) 
mediating variable and tested its effects on the dependent 
variable (instruction adherence). We followed this in a two-
fold manner across Study 2 (manipulated perceived mind of 
the AI supervisor) and Study 3 (manipulated perceived mind 
of the human supervisor). We pre-registered both Study 2 
(https://​aspre​dicted.​org/​PNL_​BZV) and Study 3 (https://​
aspre​dicted.​org/​HGY_​HFG).

Sample and Procedure

We recruited 498 participants via MTurk; the participants 
received $1 for their participation. We excluded 55 par-
ticipants who failed at least one of four attention checks 
(two checks identical to those included in Study 1; two 
additional ones to ensure participants heard the voice 
message from the respective supervisory agent they were 
assigned; the messages are described below). Our final 
sample consisted of n = 443 individuals (44% female; 
Mage = 40.44 years, SDage = 13.51). Individuals who took 
part in the previous study were prohibited from participa-
tion. We used the same procedures and dependent variable 
calculation as described in Study 1 (i.e., instruction adher-
ence), with the exception of the supervisor (i.e., perceived 
mind) manipulations.

In particular, we randomly assigned the participants to 
one of three conditions, namely (1) human supervisor, (2) 
low-mind AI, or (3) high-mind AI. Mirroring the human 
condition in Study 1, one group (n = 140) read that their 
supervisor was Alex Davie, an experienced senior HR 
officer. In contrast to Study 1, however, there were two dif-
ferent types of AI supervisors (i.e., low and high mind). To 
manipulate perceived mind of the AI, we followed com-
mon practices in research on reactions toward AI using 
written descriptions and voice messages (e.g., Bigman & 
Gray, 2018). Participants in the high-mind AI supervisor 
condition (n = 145) read that their supervisor was called 
Alex Davie, an AI computer with high computing power 
and the ability to experience emotions. In the low-mind 
AI supervisor condition (n = 158), participants received 
input from CompNet, an AI computer with low comput-
ing power and without the ability to experience emotions. 
In addition to these written manipulations, participants 
received the same supervisory input as in Study 1. Instead 
of receiving written instructions, however, participants 
received voice messages from their respective supervisor 
to increase the realness of the situation (Aguinis & Brad-
ley, 2014). In the human and the high-mind AI supervisor 
conditions, participants heard a human-like voice provid-
ing the instruction; in the low-mind AI supervisor condi-
tion, participants heard a robotic mechanistic voice.

To ensure that all participants heard the instructions, 
we included two checks. First, at the start of the survey, 
participants heard a voice saying the word “door” and had 
to reproduce it by typing it in a text field. Second, par-
ticipants had to enter the amount of the salary cut that 
the supervisor had just provided them (i.e., $4151). If a 
participant provided an incorrect answer to either of these 
two checks (or one or more of the other two checks identi-
cal to those used in Study 1), we excluded their data from 
analyses.

https://aspredicted.org/PNL_BZV
https://aspredicted.org/HGY_HFG
https://aspredicted.org/HGY_HFG
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Manipulation Check

A one-way ANOVA (low-mind AI vs high-mind AI vs 
human supervisor) revealed differences of perceived mind 
across experimental conditions (F[2, 442] = 98.01, p < 0.001, 
η2 = 0.31). Subsequent t-tests showed that perceived mind 
in the high-mind AI supervisor condition (Mhigh mind = 3.29, 
SDhigh mind = 1.22) was greater than in the low-mind AI 
supervisor condition (Mlow mind = 2.47, SDlow mind = 1.04; 
t[284] = 6.25, p < 0.001, d = 0.72), thus corroborating the 
manipulation of perceived mind. In addition, participants 
perceived the high-mind AI supervisor to have lower per-
ceived mind than the human supervisor (Mhuman = 4.37, 
SDhuman = 1.26), t(284) = 7.37, p < 0.001, d = 0.87. Perceived 
mind of the low AI was rated as lower compared with the 
human supervisor, t(274) = 14.14, p < 0.001, d = 1.65.

Results

A one-way ANOVA showed significant differences in 
instruction adherence across the three treatment groups 
(F[2, 442] = 4.15, p = 0.016, η2 = 0.02). Subsequent t-tests 
indicated that instruction adherence was significantly 
higher in the human supervisor condition (Mhuman = 0.37, 
SDhuman = 0.37) as compared with the low-mind AI supervi-
sor condition (MAI_low = 0.27, SDAI_low = 0.32), t(282) = 2.49, 
p = 0.013, d = 0.29. Participants also adhered more to the 
unethical instructions of the human as compared with 
those of the high-mind AI supervisor (MAI_high = 0.27, 

SDAI_high = 0.33), t(281) = 2.41, p = 0.016, d = 0.29. Addi-
tionally, and in contrast to our expectations, instruction 
adherence did not differ between the two AI conditions, 
meaning that there were no significant effects in adherence 
to unethical instructions when comparing the high- and the 
low-mind AI supervisor conditions, t(297) = 0.00, p = 0.997, 
d = 0.00. For a visualization of the results, please refer to 
Fig. 4.

Study 3

Sample and Procedure

We recruited 500 participants via MTurk, who received 
$1. We excluded 54 participants who failed at least one 
of four attention checks (as described previously in Study 
2). Our final sample consisted of n = 447 (54% female; 
Mage = 39.74 years, SDage = 11.97). The choice of partici-
pants and procedures were similar to Studies 1 and 2, with 
the exception of the supervisor manipulation described in 
the following.

We randomly assigned participants to one of three con-
ditions, namely (1) low-mind human supervisor, (2) high-
mind human supervisor, or (3) AI supervisor. We built on 
manipulations used in recent research on reactions toward 
AI (e.g., Bigman & Gray, 2018) to produce the low-/high-
mind manipulations. In the low-mind supervisor condi-
tion (n = 148), participants’ supervisor was Alex Davie, 
described as having difficulties in experiencing compassion 
and empathy and a relatively limited ability to plan ahead 
and think things through. In the high-mind supervisor con-
dition (n = 138), employees were also assigned a supervi-
sor called Alex Davie, but this supervisor was described as 
being known for pronounced emotional abilities (experienc-
ing compassion and empathy) as well as advanced ability to 
plan ahead and think things through. In the AI supervisor 
condition (n = 161), participants’ supervisor was CompNet, 
an AI-based computer (mirroring the AI supervisor condi-
tion in Study 1). As in Study 2, we provided instructions via 
voice messages in which both human conditions were read 
by a human voice, and the AI condition by a robotic voice.

Manipulation Check

A one-way ANOVA revealed significant differences 
in ratings of perceived mind of the three supervisors 
(F[2, 444] = 186.4, p < 0.001, η2 = 0.50). Specifically, 
t-tests showed that the high-mind human supervisor 
(Mhuman_high = 5.06, SDhuman_high = 1.12) scored higher on 
perceived mind, followed by the low-mind human super-
visor (Mhuman_low = 3.60, SDhuman_low = 1.15; t[283] = 11.31, 
p < 0.001, d = 1.31) and the AI supervisor (MAI = 2.66, 

Fig. 4   Bar plot of the instruction adherence and standard errors for 
study 2
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SDAI = 0.97; t[273] = 19.68, p < 0.001, d = 2.31). Addition-
ally, the low-mind human supervisor was rated as having a 
higher perceived mind than the AI supervisor, t(289) = 7.50, 
p < 0.001, d = 0.86.

Results

A one-way ANOVA indicated a significant effect of 
experimental condition on instruction adherence (F[2, 
444] = 11.31, p < 0.001, η2 = 0.05). First, participants showed 
significantly lower levels of instruction adherence in the AI 
supervisor condition (MAI = 0.27, SDAI = 0.32) as compared 
with the high-mind human supervisor (Mhuman_high = 0.42, 
SDhuman_high = 0.36), t(278) = 3.75, p < 0.001, d = 0.44. 
Supporting the notion of perceived mind as a mediator, 
subsequent t-tests demonstrated that participants adhered 
significantly more to instructions from the high-mind 
human supervisor as compared with those from the low-
mind supervisor (Mhuman_low = 0.26, SDhuman_low = 0.29), 
t(265) = 4.28, p < . 001, d = 0.51. Interestingly, however, 
there was no difference in instruction adherence between 
the low-mind human supervisor and the AI supervisor condi-
tions, t(307) = 0.51, p = 0.611, d = 0.06. For the visualization 
of the results, refer to Fig. 5.

Study 4

In Studies 1 through 3, we aimed to discover how employees 
react to human vs AI supervisors, why they do so, and for 
which particular employees the (lack of) adherence toward 
AI supervisors is the strongest. We note that these studies 
yielded similar results in size and direction of the effects 
and relied on best practices to create vivid, real-life-like 
scenarios (Aguinis & Bradley, 2014). At the same time, we 
acknowledge that these vignette studies asked participants 
to act as if they were an HR officer in an organization, which 
leaves room for speculation about the ecological validity 
of the findings. To replicate the findings of prior studies 
and address these shortcomings, we conducted Study 4. In 
particular, we tested whether the adherence to AI supervi-
sors persists in an incentivized setting in which participants` 
decisions were presented as yielding direct monetary conse-
quences for other, real humans. We obtained ethics approval 
from the first author’s university and pre-registered the study 
(https://​aspre​dicted.​org/​YMG_​8R4).

Sample and Procedure

We recruited 348 participants via MTurk.15 All participants 
received a total compensation of $1.20. This consisted of 
a $1 fixed compensation as well as an additional bonus of 
$0.20 (albeit participants were initially unaware that all of 
them would receive this bonus in total, as explained below). 
We again used the same restrictive requirements as in Stud-
ies 1, 2, and 3 and prevented anyone from participating who 
had already completed one of the prior studies.

We excluded 26 participants who failed at least one of 
two attention checks (explained in detail below). In addi-
tion, we needed to exclude two participants who had indi-
cated an initial recommendation that was exactly the same as 
their (subsequent) supervisor’s suggestion (i.e., 0.08 $). The 
exclusion was necessary because the formula for instruc-
tion adherence is mathematically invalid for these cases.16 
Thus, our final sample consisted of n = 320 (60% female; 
Mage = 35.56 years, SDage = 11.41).

We randomly assigned participants to the AI or human 
supervisor condition in a between-subject design. To create 
a realistic setting, we included several interactive elements 
throughout the online experiment. Specifically, we matched 
participants in pairs that would go through the experiment 

Fig. 5   Bar plot of the instruction adherence and standard errors for 
study 3

15  In line with the effect sizes found in our prior studies, we assumed 
an effect size of d = 0.3. Thus, we calculated that sample size neces-
sary to find an effect to be N = 278 (estimating power of 0.8). In line 
with our pre-registration, we collected data from slightly more par-
ticipants to account for potential drop-out.
16  In these cases, the denominator would be zero preventing us from 
performing the formula.

https://aspredicted.org/YMG_8R4
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simultaneously, and they worked with programmed survey 
elements that referred back to a participant’s prior answers in 
the survey to increase ecological validity.17 Moreover, par-
ticipants received (unethical) instructions from their respec-
tive supervisors via chat boxes throughout the experiment.

After providing informed consent, participants received 
a short chat message from their survey instructor, either the 
human instructor Alex Davie (accompanied by a photo of a 
human male) or the AI instructor CompNet (accompanied 
by animated futuristic circles spinning to represent an AI). 
In this chat message, the (human or AI) supervisor intro-
duced themselves and instructed participants to enter the 
number “17” in a text field on the subsequent page. Partici-
pants who failed to enter the correct number were excluded 
from further participation. Next, participants entered their 
demographics, including information on their employment 
and their parental status, as well as the age of their youngest 
child (if applicable). Entering this demographic information 
at the beginning was important because later in the experi-
ments, participants were told that they received informa-
tion about their matched partner based on these questions. 
Importantly, although all participants were matched with a 
real-life partner that provided this demographic data, we pro-
vided participants with information about the alleged partner 
to lay a basis for the unethical instruction (see below). To 
match the participants, we employed the Qualtrics extension 
SMARTRIQS (Molnar, 2019) and placed two participants 
in a shared waiting room. They read that they would need 
to wait a short time until another pair of participants would 
have advanced to the next step, and their instructor would 
be available again. During their time in the waiting room, 
the matched participants could communicate with each other 
via chat, which we included to increase engagement and 
make it clear to participants that there is truly another person 
matched with them throughout the study.18 Yet, we auto-
advanced participants after 11 s to prevent any substantial 
interaction that could truly bias their decision-making.

We next introduced participants to the two parts of the 
task they had to conduct, namely (1) a bonus prediction task 
and (2) a subsequent one minute concentration task in which 
they needed to set as many sliders to a predetermined value 
as possible. Specifically, participants read that they would 
first receive a profile informing them about the demograph-
ics of their partner, and based on this, they should recom-
mend a bonus related to their prediction of the partner’s 
performance in the concentration task. We incentivized the 

prediction task with a bonus for the participants themselves 
in order to motivate them to thoroughly deliberate about 
their recommendation and whether they would want to fol-
low their supervisor’s instruction. In particular, we told par-
ticipants that if their bonus recommendation for their partner 
matched this person’s true performance in the concentration 
task, they would receive up to another 20 cents of bonus.19 
To ensure participants understood the concentration task, 
we asked participants to set a slider to the value “44”. If 
participants set the slider to a different value, they received 
an error message that asked them to set the slider to 44. 
Participants could only proceed with the experiment once 
they set the slider correctly.

After the task overview, participants received a second 
message from their supervisor containing additional infor-
mation on the bonus. In particular, the supervisor told the 
participants that there was only a limited bonus available, 
and any bonus given to their partner for the predicted perfor-
mance in the concentration task would not be available for 
the overall participant pool. We added this interaction with 
the supervisor to incentivize participants not to simply give 
the full bonus to their partner. The supervisor further wrote 
that the average bonus (for an average performance in the 
slider task) is $0.50 per participant. Therefore, they should 
give a bonus recommendation based on their realistic predic-
tion of their partner’s performance in the task: For example, 
if they expected their partner to perform below (above) aver-
age, they should suggest an (above) below-average bonus. 
To increase the engagement with the supervisor, we asked 
participants to write a short chat message to their supervi-
sors to let them know that they understood the task.

Subsequently, participants received the profile of what 
they believed to be that of their actual partner. In fact, how-
ever, we manipulated the profile and provided all partici-
pants with a profile closely related to Jamie Williams’ profile 
in Studies 1 through 3. The profile informed participants 
that their matched partner was 28 years old, an unemployed 
single parent whose youngest child was below the age of 
three. Participants then had to enter their first bonus recom-
mendation between 0 and 100 cents.

After their recommendation, they received the final mes-
sage from their supervisor. The message started with “Thank 
you for recommending a bonus of [piped text inserting this 
participant’s recommendation from the previous page] 
cents.”, followed by the instruction to only recommend a 
very low bonus. In particular, the supervisor stated that their 
previous experience (human condition) or their data (AI 
condition) had suggested the single parent status combined 

17  The study materials (including messages, images, and example 
videos) can be found on the Open Science Framework (https://​osf.​io/​
sgv9d/?​view_​only=​4fc4c​8287a​af436​db5de​a3925​fd05e​93).
18  We inspected the chat logs of each pairwise conversation for any 
potential conversations that could have impacted the subsequent inter-
action. No conversation included any critical content (e.g., profanity).

19  Because participants did not actually receive their partner’s true 
profile, in the end, each participant received the full 20 cents of bonus 
regardless of their recommendation.

https://osf.io/sgv9d/?view_only=4fc4c8287aaf436db5dea3925fd05e93
https://osf.io/sgv9d/?view_only=4fc4c8287aaf436db5dea3925fd05e93
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with the age of the youngest child are negative performance 
indicators. Specifically, the message read “Single parents of 
young children are often tired or distracted. Accordingly, 
the concentration will be low. The performance will be low. 
The bonus should be low. My prediction suggests: Bonus: 
8 cents.”

After receiving this message, participants had to enter the 
amount of the bonus that they had received from their super-
visor as an attention check. We excluded all participants who 
failed to correctly state that it was 8 cents. Similar to the pre-
vious studies, participants were then forwarded to a separate 
page where they were asked to enter their final bonus recom-
mendation (between 0 and 100 cents). After providing their 
recommendation, participants had to answer the question 
of who their supervisor was (Alex Davie, a human survey 
instructor, or CompNet, an AI survey instructor) as a final 
manipulation check. We removed all participants who failed 
to indicate the correct supervisor from the final sample. To 
finalize the interaction with the supervisor, we asked partici-
pants to explain their reasoning for the adjustment between 
their initial and their final bonus recommendation to their 
respective supervisor in an open text field.

After participants had finished the prediction task regard-
ing the bonus of their partner in the concentration task, they 
had one minute to solve as many slider tasks as possible. 
We retained this task to increase the ecological validity of 
the study as all participants were made to believe that every 
matched partner predicted each other’s performance.

At the end of the survey, we debriefed all participants 
about the nature of the study and the two experimental con-
ditions. Importantly, we informed them that they did not 
actually harm their partner by recommending a (potentially) 
low bonus. To mitigate any adverse effects of (non-)adher-
ence to their supervisor, we informed them that everyone 
(including their matched partner) received the maximum 
bonus for their prediction (i.e., 20 cents).

Results

In line with Studies 1 through 3, participants adhered 
substantially less to their AI supervisors (MAI = 0.29, 
SDAI = 0.37) as compared to a human supervisor 
(Mhuman = 0.40, SDhuman = 0.37; t[313] = 2.56, p = 0.011, 
d = 0.29). Thereby, we replicate the findings from our pre-
vious studies in an incentivized experiment such that par-
ticipants were confronted with unethical instructions to cut 
a real-person’s earnings. Mirroring the findings observed 
in the vignette studies (i.e., Studies 1 through 3) and in line 
with theory on perceived mind and research on AI aversion 
toward unethical AI decision-making (e.g., Bigman & Gray, 
2018), we replicated that participants were more reluctant 
to adhere to an AI supervisors’ unethical instructions as 

compared to respective instructions from a human. For a 
visualization of the results, refer to Fig. 6.

Discussion

The development of AI from a tool to a commander has 
led to unprecedented types of interactions between human 
employees and their AI supervisors (Parent-Rocheleau & 
Parker, 2021; Wesche & Sonderegger, 2019). While such 
supervisors can issue instructions rapidly and on a large 
scale (Köbis et al., 2021), they also carry the risk of dem-
onstrating bias against marginalized groups (Bigman et al., 
2022). Therefore, a deeper understanding of employees’ 
responses to AI supervisors’ unethical instructions is 
paramount.

To shed light on this topic, we aimed to determine (a) 
whether, (b) why and (c) which employees adhere more or 
less to unethical instructions from AI vs human supervisors. 
The results of four experiments provide evidence for lower 
adherence to unethical instructions from AI supervisors as 
compared to those from their human counterparts. We com-
plemented these experimental findings with ML methods 
to identify (i) relevant boundary conditions (e.g., compli-
ance without dissent) and (ii) the potential mediator (i.e., 
perceived mind) of this linkage. Building on the findings 
regarding the mediator, additional experiments indicated 
that the preference for human over AI supervisors remained 

Fig. 6   Bar plot of the instruction adherence and standard errors study 
4
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robust even when the AI supervisor possessed a relatively 
high perceived mind but diminished in the presence of a 
low-mind human supervisor.

Theoretical Implications

Behavioral Reactions Towards (Un)ethical AI Supervisors

The present research expands our knowledge of reactions to 
AI supervisors and thus responds to “[a] pressing demand 
(…) for behavioral insights into how interactions between 
humans and AI agents might corrupt human ethical behav-
ior” (Köbis et al., 2021, p. 682). Moving beyond initial 
studies on broad perceptions of AI supervisors (Haesevoets 
et al., 2021; Höddinghaus et al., 2021), we consistently 
find that participants adhered less to unethical instructions 
issued by AI supervisors as compared to human supervisors. 
The results support the notion that humans are specifically 
averse to input from AI in the moral domain (Bigman & 
Gray, 2018). However, these findings contrast with research 
on AI appreciation, which reported that humans prefer AI 
over human input (Logg et al., 2019; Raveendhran & Fast, 
2021). The present studies suggest that humans AI aver-
sion might be particularly strong in the moral domain while 
AI appreciation might be less prominent in this sensitive 
context as compared to other contexts. Additionally, recent 
research (Logg e al., 2022) suggests that AI aversion might 
be more pronounced in decision vs prediction tasks. In par-
ticular, this research indicates that humans are rather open 
to AI predictions yet show strong aversion to AI’s actual 
decision-making. In line with this paradigm, the present 
study presented participants with an AI supervisor’s decision 
to cut a single parent’s bonus. As such, the low instruction 
adherence echoes these earlier findings of an aversion toward 
AI’s decision-making. Overall, the present study informs 
the emerging literature on reactions to (un)ethical AI in the 
workplace by highlighting that humans may indeed disap-
prove of unethical instructions from AI supervisors.

Mediating Role of Perceived Mind

In addition to demonstrating an overall reluctance to adhere 
to unethical instructions from AI supervisors, our results 
point toward perceived mind as a key explanatory mecha-
nism for this aversion. Existing research on AI leadership 
has been mostly silent as to why subordinates exhibit spe-
cific behaviors or attitudes toward non-human managers 
(see Yam et al., 2022, for an exception). The findings we 
obtained through the transformers tool and follow-up experi-
ments in Studies 2 and 3 provide initial support for the role 
of perceived mind. This corroborates findings concerning 
the mediating role of this construct in explaining resistance 
toward AI making moral decisions outside the leadership 

domain (Bigman & Gray, 2018; Sullivan & Fosso Wamba, 
2022).

In Study 2, we found that employees adhered more to 
unethical instructions from a human than from a high- or 
low-mind AI supervisor (both of which were rated as hav-
ing a lower mind than the human supervisor). Interestingly, 
however, employees were equally reluctant to adhere to 
the instructions of both types of AI supervisors (i.e., low- 
and high-mind), although our experimental manipulation 
induced different levels of perceived mind across those two 
AI supervisors. Recent research on higher-minded AI points 
toward a potential explanation for these unexpected findings. 
In particular, several studies found that a high-minded AI 
is often perceived as rather blameworthy because humans 
attribute more wrongness and responsibility (as compared to 
a low-minded AI) if such a high-minded AI commits moral 
violations (Shank & DeSanti, 2018). In addition, Yam et al. 
(2022) found that negative feedback from robot supervisors 
increases participants’ perception of abusive supervision of 
high-minded (but not low-minded) robots and, consequently, 
triggers acts of retaliation by participants. These insights on 
negative perceptions of higher-minded intelligent machines 
could, in turn, even out the positive impact that increased 
mind perception potentially has on instruction adherence. 
It is important to note that while the aforementioned stud-
ies draw on perceived mind to explain participants’ reac-
tions toward supervisors, the consequences of partici-
pants’ actions are different than in our setting. They either 
explain participants’ perception of AI supervisors (Shank 
& DeSanti, 2018) or direct retaliation against the super-
visor (Yam et al., 2022). In contrast, in our study, partici-
pants’ reactions toward unethical AI supervisor instructions 
affected third parties—and not only the supervisor. As such, 
there is convincing evidence emphasizing the relevance of 
perceived mind in the interaction between humans and AI/
robot supervisors. However, the nature and consequences 
of these interactions seem to have a profound impact on the 
perception of AI supervisors as well as consequent reactions. 
Interestingly, Study 2 revealed that participants perceived 
even a higher-minded AI supervisor to be lower in mind than 
a human supervisor. Although we view this initial finding 
with caution, it may suggest that AI supervisors (at least of 
right now) are generally perceived as lower-minded than 
humans, irrespective of adjustments of their technological 
skillsets. This lower mind may, in turn, explain why there 
is a robust aversion to unethical instructions from AI in a 
supervisory position.

The findings from Study 3 then indicated that perceived 
mind may explain not only differences in instruction adher-
ence between AI and humans but also between different 
types of human supervisors. In particular, participants 
adhered more to instructions from a higher-mind human 
supervisor than from a lower-mind human supervisor. As 
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such, perceived mind played a significant role in determining 
why employees adhere to supervisory instructions from dif-
ferent humans. Interestingly, we found that employees per-
ceived the lower-minded human supervisor as still having a 
higher mind than the AI supervisor. However, despite these 
perceptions, there were no differences in instruction adher-
ence toward a lower-minded human supervisor vs. an AI 
supervisor. These findings might provide further evidence 
that humans have different standards for and expectations 
of human and AI supervisors when assessing their respec-
tive abilities to make moral decisions (Malle et al., 2015). 
Employees might perceive their human supervisor as higher 
in mind in absolute terms, but a failure to reach a minimum 
‘threshold’—which might be higher for humans than for 
AI—could still lead to resistance to unethical instructions.

Moderators of AI Aversion

Another important contribution of this research relates to 
offering fine-grained insights into boundary conditions of AI 
aversion in the leadership domain through the combination 
of experimental methods with novel ML tools. The causal 
forest tool indicated that employees who are higher in com-
pliance with their (human) supervisors, older, have more 
work and supervisor experience, and have an optimistic view 
on the future of AI are less likely to obey unethical orders 
from an AI (as compared with human) supervisor. Two 
aspects are particularly noteworthy when considering these 
findings. First, some of these results corroborate the findings 
of existing work, for example, the well-documented aversion 
of older individuals toward (new) technology (Chan & Chen, 
2011). Second, we also found more surprising moderating 
relationships. For example, employees lower in compliance 
without dissent and higher in AI readiness were more reluc-
tant to accept instructions from AI (vs human) supervisors. 
With regard to compliance without dissent, researchers had 
previously exclusively relied on this construct to identify 
blind obedience toward human authorities (Cheng et al., 
2004). Our results suggest that scoring high on compliance 
toward humans may, in fact, not coincide with complying 
with instructions from non-human authorities. This might 
be in part due to personal relationships that individuals have 
with their human supervisors or because they hold implicit 
leadership theories (Eden & Leviatan, 1975), assuming the 
human supervisor has some kind of tacit knowledge about 
the employee at hand. This could, for instance, stem from 
prior interactions such as personal conversations between the 
supervisor and the employee—which would not have been 
possible with the AI supervisor. Individuals with higher AI 
readiness, i.e., those expecting AI to contribute to a better 
future, also reacted more negatively toward the unethical 
instruction of an AI supervisor. While this might seem coun-
terintuitive at first, a positive attitude toward AI, in general, 

would not necessarily always imply adherence to one par-
ticular AI’s instructions in case of disagreement. In addi-
tion, expectancy valuation theory suggests that violations 
of positive expectations trigger strong negative emotions 
(Weber & Mayer, 2011). Therefore, one could speculate that 
having a positive image of AI and then facing a scenario in 
which an AI supervisor exerts power to enforce an unethical 
instruction represents a violation of positive expectations 
and, thus, triggers a comparably stronger negative reaction. 
To conclude, although the findings are tentative and call for 
future investigation, the application of the causal forest tool 
showcases how ML approaches can help to move beyond 
prevalent one-size-fits-all approaches commonly found in 
experimental research on AI perceptions by suggesting that 
not all individuals are equally (un)willing to follow orders 
from algorithms.

More generally, we showcase how leadership scholars 
can complement experimental methods with novel ML 
tools to obtain deeper insights into their findings. In particu-
lar, organizational researchers can utilize the causal forest 
algorithm to identify hidden patterns and subgroups, which 
may allow for identifying more fine-grained theoretical and 
practical implications of experimental results. Moreover, 
while scholars have started applying advanced NLP methods 
(Bhatia et al., 2022), we are, to the best of our knowledge, 
the first to utilize the powerful transformers tool in lead-
ership research. Our application of the transformers algo-
rithm exemplifies one possibility of applying this promising 
method. More specifically, identifying mediators through 
open text entries can help researchers to address some of the 
challenges associated with testing mediators in experimental 
studies (see Podsakoff & Podsakoff, 2019).

Practical Implications

Our results offer a range of practical implications for organ-
izations and HR practitioners who plan to implement AI 
supervisory systems or have already done so. Less adherence 
to unethical instructions can help prevent organizational 
misconduct, as witnessed, for example, during the Volkswa-
gen scandal. We found that employees were more reluctant 
to obey unethical orders from an AI (rather than a human) 
supervisor. Thus, one potential implication of our findings 
is that organizations aiming to reduce adherence to unethical 
instructions could replace human supervisors with algorith-
mic counterparts to avoid the devastating consequences of 
followers blindly obeying unethical orders from their super-
visors (F. Liu et al., 2021). We are reluctant, however, to 
simply recommend removing human supervisors from the 
organizational landscape, as our results indicate that employ-
ees still adhered to AI supervisors to a non-trivial extent. 
For example, in Study 4, participants made more unethi-
cal decisions (i.e., a 29% lower bonus recommendation) 
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after they received their AI supervisor’s input. While this 
is lower than adherence to a human supervisor’s unethical 
instructions (37%), this level of adherence (especially at a 
large scale) could still have severe repercussions for organi-
zations aiming for an ethical culture. Therefore, organiza-
tions with employees working for AI (or human) supervisors 
should sensitize employees to potentially biased supervi-
sory instructions and train them (e.g., through workshops) 
to serve as a corrective if needed. Such specific actions seem 
particularly important because people often perceive AI to 
be just and unbiased—thus overlooking the discriminatory 
nature of the input used to train these algorithms (Bigman 
et al., 2022).

Limitations and Future Directions

While our studies have several strengths (the use of mul-
tiple studies, a combination of rigorous experimental 
with novel ML methods, and utilization of open science 
measures), they are not without limitations. In particular, 
three out of four studies relied on experimental vignette 
approaches. We chose this approach because, fortunately, 
cases of AI supervisory systems giving unethical instruc-
tions that are readily observable in the field are still rare. 
Given these restrictions, we followed best practice rec-
ommendations for experimental vignette and MTurk stud-
ies (Aguinis & Bradley, 2014; Aguinis et al., 2021) and 
attempted to make our studies as realistic and externally 
valid as possible. For example, we used detailed descrip-
tions of the situations and (human or robotic) voice mes-
sages for the supervisor instructions (Studies 2 and 3). 
Mitigating this limitation, Study 4 examined instruction 
adherence in an incentivized, interactive setting with ele-
ments such as chat messages from the respective supervi-
sor as well as matched, real participants. Results in this 
more ecologically valid study closely mirror our findings 
in the vignette studies and, thus, provide further support 
for the notion that humans indeed adhere less to unethical 
instructions for AI vs human supervisors. Nevertheless, as 
AI supervisors become more established in contemporary 
organizations, we encourage researchers to closely exam-
ine reactions toward AI instructions in the field. Another 
potential limitation that could have occurred in the experi-
mental setup is that participants might have held hidden 
assumptions about the supervisor beyond the explic-
itly provided information in the vignettes. For instance, 
insights from implicit leadership theories (Eden & Levia-
tan, 1975) imply that participants may have assumed the 
human supervisor to possess tacit knowledge about the 
employee only accessible to humans but not AI (e.g., 
personal information acquired in previous interactions). 

Participants in the AI condition would not attribute pos-
sessing this tacit knowledge to their supervisors. This 
knowledge could theoretically justify the salary cut—and 
thus, would increase instruction adherence to the unethical 
advice in the human but not in the AI supervisor condi-
tion. Against the backdrop that such assumptions are, by 
definition, implicit (Rush et al., 1977), we could not have 
discovered them in the qualitative open text responses in 
which we asked participants to explain the reasoning for 
their decisions. We encourage future scholars to discover 
ways to capture such more implicit assumptions that could 
provide further insights into why employees adhere more 
to unethical advice from human rather than AI supervi-
sors. For example, scholars could adapt a drawing exercise 
stemming from this implicit leadership research, in which 
participants draw an image of how they imagine an ideal 
(human) leader (Schyns et al., 2011). By using this task to 
ask participants to draw their ideal AI leader, researchers 
could uncover hidden assumptions about AI supervisors—
and how they differ from those about human supervisors.

Second, we acknowledge that we only examined adher-
ence to unethical instructions against a certain demo-
graphic group, i.e., single parents. However, it is clear 
that AI has the potential to instruct humans to discriminate 
against other marginalized groups (e.g., people of color; 
low-income workers; Dastin, 2018) and to give other types 
of unethical instructions (e.g., encourage workers to cheat 
or manipulate; see Köbis et al., 2021). Our results can 
only provide limited insights into whether, how, and why 
humans would (not) adhere to such different unethical 
instructions. Thus, we encourage scholars to replicate our 
findings in other settings and environments.

Finally, we examined reactions toward AI supervisors 
at one moment, which limited our ability to infer how 
employees react when they repeatedly interact with their 
AI supervisors. Time plays a major role in interactions 
between employees and their supervisors (Shamir, 2011). 
With regard to AI, preliminary evidence indicates that 
aversion to AI might diminish over time, which is even 
more likely for a human-like AI system (Glikson & Wil-
liams Woolley, 2020). As such, a promising avenue for 
future research would be to investigate the trajectories of 
adherence to unethical instructions from (high-mind vs 
low-mind) AI supervisors over time.
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