
Boundary-Layer Meteorology (2020) 177:169–188
https://doi.org/10.1007/s10546-020-00563-4

NOTES AND COMMENTS

Commentaries on Top-Cited Boundary-Layer Meteorology
Articles

John Garratt1 · James Wilczak2 · Albert Holtslag3 · Hans Peter Schmid4 ·
Andrey Grachev2 · Anton Beljaars5 · Thomas Foken6 · Fei Chen7 ·
Christopher Fairall2 · Bruce Hicks8 · Hiroyuki Kusaka9 · Alberto Martilli10 ·
Valéry Masson11 ·Matthias Mauder4 · Steven Oncley7 ·Mathias Rotach12 ·
Michael Tjernström13

Published online: 29 August 2020
© Springer Nature B.V. 2020

1 Introduction

Brief critiques are given for:

1. Articles related to flux–gradient relations and eddy-correlation measurements, viz. Dyer
(1974), Louis (1979),Moore (1986),Wilczak et al. (2001), Finnigan et al. (2003; together
with Finnigan 2004).

2. Articles related to PBL modelling, viz. Deardorff (1980) and Troen and Mahrt (1986).
3. Articles related to urban meteorology, specifically urban canopy schemes, viz. Masson

(2000), Kusaka et al. (2001), and Martilli et al. (2002).

These actually provide an interesting and very informative glimpse of the historical devel-
opment of techniques that underpin key components of contemporary measurement and
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170 J. Garratt

numerical methodologies. Several of these articles complement others that appeared in
other journals—we have in mind one that JRG was closely associated with, viz. Webb et al.
(1980) regarding the influence of density fluctuations onmeasured eddy covariances. Another
is associated with the pioneering numerical investigations of James Deardorff on the neutral
and unstable planetary boundary layers, with and without clouds, viz. Deardorff (1972).

Unfortunately, not all invited contributions arrived in good time, and in the spirit of Corpo-
ral Jones’ “Don’t panic, don’t panic” (refer BBC TV, circa 1970) JRG asked, at short notice,
the authors of Wilczak et al. (2001), Masson (2000), andMartilli et al. (2002) to submit short
comments on their own articles. They rose to the challenge, and are included, even though
Hans Peter Schmid’s critique of Wilczak et al. (2001), Finnigan et al. (2003), and Finnigan
(2004) arrived just in time to be included!

For practical purposes, acronyms (e.g., MOST) and initialisms (e.g., NWP) are defined
here for use in all commentaries. Some are not defined at all, but may be found in the
appropriate reference (e.g., COARE, KEYPS). I mention: LES � large-eddy simulation,
MOST � Monin–Obukhov similarity theory, NWP � numerical weather prediction, PBL �
planetary boundary layer, TKE � turbulence kinetic energy.

2 Article: Louis (1979)—by A Beljaars, AAMHoltslag, andM Tjernström

In the 1970s, a cooperative European project was initiated to improve numerical weather
prediction with emphasis on the medium range. The European Centre for Medium-Range
Weather Forecasts (ECMWF) was created to develop a state-of-the-art global model and to
run it operationally on high-performance computers up to a forecast range of ten days. Itwas in
this context that J-FLouis developed a scheme for turbulent diffusion and atmosphere–surface
exchange that became very popular. Earlier, atmospheric models had very poor vertical reso-
lution, so schemes that resolved the PBL were hardly feasible. Instead, bulk schemes, where
the boundary layer was replaced by bulk transfer coefficients, or models with a prognostic
equation for the daytime mixed-layer depth were used.

Louis (1979)—henceforth L79—did not use a bulk scheme, but rather chose a scheme
where the turbulent boundary layer was described by diffusion coefficients on a vertical grid,
although the resolution in thePBLwas still very limited (15 levels, at 30, 240, 640, 1230, 2000,
… m). L79 argued that for NWP the surface interaction with fast changing weather patterns
is crucial and therefore a bulk approach is too restrictive and might not provide the necessary
feedbacks. For instance, during a frontal passage, the complex dynamical structure might be
lost with a bulk model. The choice of diffusion coefficients for vertical exchange turned out
to be visionary, not the least because computer technology developed very rapidly and the
increase of vertical resolution over time gave immediate benefits. The current ECMWFmodel
has 137 levels in the vertical, with seven levels below 200 m and about 100-m resolution at
1000 m above the surface. L79 further concludes that it is not sufficient to have turbulent
diffusion dependent on shear, but a dependency on stability is absolutely crucial. A further
advantage is that free shear layers, e.g., near jet streams, are handled automatically (at least
qualitatively). Other design considerations were that the scheme had to be computationally
cheap, and that the number of empirical coefficients had to be small for easy optimization.

At this time, MOST was well known and documented (e.g., Dyer 1974). Thus, MOST
was the obvious choice for the so-called surface layer. Also, from the numerical point of
view, this was a sensible approach, because profiles have a large curvature near the surface
and the integral MOST profile functions represent nature very well. These profile functions
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can be seen as numerical finite elements in the discretization of the layer below the lowest
model level, which is particularly important in models with limited vertical resolution. Mon-
in–Obukhov similarity theory leads to an implicit expression for fluxes, but formally transfer
coefficients can be expressed as a function of the bulk Richardson number. Instead of solving
this iteratively, as current models often do, Louis decided to use empirically fitted functions
for computational speed. Interestingly, L79 paid great attention to a proper matching in the
stability functions between unstable and stable conditions, which was not the case in the
original Kansas formulations.

The choice above the surface layer was more controversial because L79 decided to simply
extend MOST above the surface layer, as if it applies locally. Many boundary-layer mete-
orologists must have been critical of this. At the time of publication, many aspects of the
unstable PBL were already known (e.g., mixed-layer dynamics, PBL top entrainment, and
counter-gradient effects). This was before FTM Nieuwstadt launched the idea of “local scal-
ing” for the stable PBL in 1984. For fully turbulent stable PBL he suggested that MOST also
applies to the outer layer, provided that surface fluxes are replaced by local fluxes. This was
in fact already implicit in the Louis formulation.

So, what are the shortcomings of the Louis scheme? First of all, there has been controversy
about the stability functions, because in NWP and climate models they are often very differ-
ent from MOST observations. One of the strengths of the Louis scheme has here become a
weakness. Synoptic-scale variability is profoundly sensitive to the deposition of momentum
by many subgrid-scale processes, such as gravity-wave processes and subgrid-scale orog-
raphy, which were poorly represented in early coarse-resolution NWP models. Hence, the
stability functions were used for tuning, and errors were therefore introduced to compensate
for, for example, unrealistic land-surface parameters or subgrid orography. Also, the low-
wind-speed regime may have large errors in surface fluxes and near-surface temperature. It
is now understood that, in both the stable and unstable regimes, interaction exists between
large eddies or mesoscale variability and surface fluxes that is not represented by traditional
MOST scaling, but also that this tuning has often resulted in an overly diffusive system. This
has caused unrealistic dissipation of low clouds, erosion of low-level jets, and a PBL that is
too deep.

Another issue is that the Louis scheme cannot reproduce PBL-top entrainment by convec-
tion. The latter is dominated by the diffusion of TKE from the bulk of the mixed layer into
the inversion and this mechanism is not represented by the Louis scheme. Finally, the Louis
scheme, being truly local, can only transport down-gradient, so that counter-gradient effects
are not simulated. This was already commented on in the original paper, and it was correctly
pointed out that counter-gradient effects are usually small (i.e., leading to small tilting of
the mixed-layer profiles), and as long as the diffusion coefficients are large the profile will
remain “well-mixed”.

In most current models, the Louis scheme is no longer used in the unstable regime, mainly
because it cannot represent buoyancy-driven entrainment. Many models now use the TKE
equation or a scheme in which the mixed layer is diagnosed, and the diffusion coefficients are
prescribed as a profile including diffusion in the inversion layer. In somemodels a Louis-type
closure has been combined with mass-flux schemes for the convective PBL into so-called
eddy-diffusivity mass-flux schemes. Specification of counter-gradient effects through an
explicit flux term is also quite common. In the stable regime the Louis scheme remains very
popular, for two reasons: (i) it has a basis in “local scaling” for the fully turbulent regime,
(ii) it is simpler to optimize stability functions to compensate for model deficiencies than in
more complex schemes (although mixing that is too strong often occurs).
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One may wonder how a scheme introduced in the 1970s can still have such an impact.
Although substantial progress has beenmade, it is indeed remarkable that somany boundary-
layer issues in climate and NWP models are still unresolved (e.g., Holtslag et al. 2013). One
may ask if we should not have been able to come up with something better, with improved
understanding of the dynamics of the turbulent boundary layer through new field experiments
with modern instrumentation, the growing use of large-eddy simulation and lately even direct
numerical simulation. With growing computational power in the 1980s, it was believed that
higher order closure, where prognostic equations are carried for second and eventually higher
order terms, would render first-order closure obsolete. As closure assumptions were pushed
to higher and higher order terms the problem would solve itself. Eventually, however, it was
realized that little was gained and, besides, the closure assumptions for higher moments were
more complicated than expected.

Indeed, many seemingly more sophisticated PBL schemes have been tested for NWP
models and were almost always punished by degrading forecast scores, not just for subtle
parameters but also for more fundamental diagnostics related to synoptic-scale dynamics.
Although itself being a small-scale process, PBL turbulence acts globally, cuts across scales,
and affects dynamics at all scales including the general circulation and in particular the
NWP scales. While the understanding of PBL turbulence can be based on highly accurate
measurements, much uncertainty remains due to the effects of heterogeneous terrain and
mesoscale variability (Mahrt 2011). Other processes such as drag/blocking from subgrid
orography and vertical transport by convection also affect the momentum budget (Sandu
et al. 2013). The latter is poorly known and cannot be reliably observed. As long as our
understanding of the momentum budget is limited, we are left with incomplete models that
must be tuned. Then easily tuneable, but sufficiently adequate, schemes have an advantage,
and in this lies one of the strengths of the Louis scheme.

In conclusion, as a methodology, L79 is still the scheme of choice for the surface layer,
but the future of this scheme in the outer layer is less clear. In stable stratification it is still
widely used, but it may be gradually phased out once solutions are found for the momentum
budget issues and for the interaction with mesoscale variability.

3 Article: Dyer (1974)—by AA Grachev and CW Fairall

According to MOST, the non-dimensional vertical gradients of mean wind speed, U, and
potential temperature, θ , can be written respectively as

ϕm(ξ) �
(

κz

u∗

)
dU

dz
, ϕh(ξ) �

(
κz

θ∗

)
dθ

dz
, (1)

where u∗ is the friction velocity, θ∗ � −w′θ ′/u∗ is the turbulent temperature scale, z is
height, ξ � z/L, where L is the Obukhov length, and κ is the von Kármán constant. It is often
assumed that the universal function ϕh can be used for scalars in general.

The exact forms of the universal functions in (1) in general are not predicted byMOST and
must be determined from field experiments. However, MOST does predict the asymptotic
behaviour of these functions under very stable (ξ � 1) and extremely unstable stratification
(free convection, ξ � −1). The forms of (1) have been discussed extensively during the past
sixty years, and perhaps the so-called Businger–Dyer profile functions are the most widely
and routinely used (Dyer 1967; Dyer and Hicks 1970; Businger et al. 1971; Hicks 1976). A
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historical note (Businger 1988) describes the circumstances that led to the Businger–Dyer
relationships. The classic formulation suggests

ϕm(ξ) � (1 − γm ξ)−1/4, ϕh(ξ) � (1 − γhξ)−1/2, (2)

for unstable (convective) conditions (ξ < 0), and

ϕm(ξ) � 1 + βm ξ, ϕh(ξ) � 1 + βhξ, (3)

for stable stratification (ξ > 0). Dyer (1974) compared the various flux–profile formulations
and concluded that the numerical coefficients γm � γh � 16 in (2) and βm � βh � 5 in (3)
provided by Dyer and Hicks (1970) are more preferable than those suggested by Businger
et al. (1971) based on the data collected during the landmark 1968 Kansas field experiment.
Furthermore, Dyer (1974) indicated that the von Kármán constant κ � 0.41 in (1) is more
convincing and generally accepted than κ � 0.35 found by Businger et al. (1971), later
confirmed by, e.g., Högström (1988). The numerical coefficients in (2)–(3) suggested by
Dyer and Hicks (1970) and Dyer (1974) are now accepted as canonical values, implying that
the turbulent Prandtl number Prt � ϕh/ϕm � 1 in neutral stratification. The functions for
unstable stratification are derived, inter alia, on the assumption Ri � ξ , where Ri � ξϕh/ϕ

2
m

is the gradient Richardson number.
Although relationships (2) fit the available experimental data well for−1� ξ < 0, they do

not obey the correct free convection limit ϕm ∝ ξ−1/3 and ϕh ∝ ξ−1/3 for ξ → −∞, which
may lead to results that are not physically reasonable. Fairall et al. (1996) for the COAREbulk
flux algorithm proposed to interpolate between the Kansas and the free convection formulae
to avoid the undesirable feature for ξ → −∞. This approach gives good agreement with the
standard Businger–Dyer formulation for near-neutral stratification and obeys the correct free
convection limit.

In the case of stable stratification, the functions (3) are, in fact, a simple linear interpolation
(“log-linear law”) (e.g., Zilitinkevich and Chalikov 1968;Webb 1970) that provides blending
between neutral and very stable cases. In the very stable case (ξ � 0), MOST predicts that z
ceases to be a scaling parameter, that is, various quantities become independent of z. This limit
requires that z cancels in (3), which leads to linear relationships for the stability functions
(2): ϕm � βmξ and ϕh � βhξ . During the 1970s, this was termed “local z-less stratification”,
i.e., local-height-independent.

Another problem is associatedwith the behaviour of functions (3) in very stable conditions.
Although both functions follow the z-less predictions for ξ → +∞, the z-less concept
itself was questioned based on analyses of extensive datasets for stronger stability, including
the limit of very stable stratification. Several studies reported that the stability functions
(2) increase more slowly with increasing stability than predicted by the linear Eq. (3). To
remove this ambiguity, Grachev et al. (2013) argued that the applicability ofMOST is limited
by the constraints imposed on the gradient and flux Richardson numbers Ri < Ricr and
R f � ξ/ϕm < R fcr , where both critical values Ricr and R fcr are about 0.20–0.25. Imposing
this prerequisite (i.e., separating data points into subcritical and supercritical cases) shows
that the data follow classical Businger–Dyer profiles (3) and are consistent with the z-less
scaling after the irrelevant cases have been filtered out.

Why is Dyer (1974) highly cited, and what has been its value to the scientific community?
A quick answer is that “it just happened to be in the right place at the right time”; however,
there is a longer answer to this question. First, flux–profile relationships (as well as bulk
flux algorithms) are widely demanded by the meteorological community in general. Second,
the Businger–Dyer relations draw on underlying physical principles (e.g., a mixing-length
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model and the z-less scaling); that is, Eqs. 2 and 3 are not just simple empirical formulae. In
addition, Eqs. 2 and 3 are elegant andDyer (1974) suggested the generally accepted numerical
coefficients such as κ ≈ 0.4, Prt (0) � 1, and βm � 1/R fcr � 5. Finally, the influence of
JA Businger and AJ Dyer in micrometeorology has played an important role in this matter.
Though, subsequently, several alternative empirical forms and different approaches have been
proposed for the MOST universal functions (1), Businger–Dyer type functions have stood
the test of time and are still widely used.

4 Article: Dyer (1974)—by BB Hicks

I shared anofficewithArchDyer formanyyears, and I learned to read betweenhis lines. In this
respect, examination of his 1974 paper is illuminating—three key issues need emphasizing.

Issue 1: the experimental work at Kerang and later at Hay had two main purposes. Bill
Swinbank’s initial goal was to obtain support for his exponential wind profile (Swinbank
1964). Arch Dyer did not have a theory to test. His intent was to measure covariances and
then to see where the results led him. The methods first used were incapable of measuring
the momentum covariance, and so the values of u∗ required to test Swinbank’s expectations
were derived indirectly. At the same time, the KEYPS profile (referred to as the “PESKY”
profile at Aspendale) was favoured elsewhere (Panofsky 1963). In essence, Arch refuted the
KEYPS profile. Swinbank’s exponential wind profile was an outlier. Subsequently, it was
determined that his earlier analysis of field data (Swinbank 1964) applied a friction coefficient
to wind speeds measured at the wrong height. Arch’s introductory mention of Swinbank’s
early work is an indication of a fellowship that endured many professional differences and
repeated billiards and snooker games at the lubricated establishments favoured for evening
recreation during field studies.

Issue 2: there is a subtle hint of Arch’s insecurity about the log-linear stable relationship,
namely that non-conforming data “may be due to the normal statistical variation of atmo-
spheric behaviour” and should not be dismissed. Another close colleague was promoting the
log-linear formalism, but with the lack of measured eddy fluxes (Webb 1970). The stable case
was not investigated in the same way as the unstable case because, (i) sufficiently reliable
data were difficult to obtain, and (ii) the field work required payment of overtime.

Issue 3: when the first main results of the Kansas field experiment appeared (Businger
et al. 1971), the claim that the von Kármán constant was 0.35 caused considerable concern.
Arch observed that if the Kansas drag-plate results were used as a reference and the eddy
fluxes adjusted to fit, then the discrepancy would disappear. Wieringa (1980) showed that
tower shadowing was a likely cause of such an error. To this day, Kansas presents, as Arch
says, “a difficulty which calls for considerable clarification”.

The Dyer (1974) paper was a timely shift from a theoretical focus in the absence of data
to an experimental approach to help advance the theory. In the following years, there have
been many relevant field experiments, but the shift in focus was Arch’s.

5 Article: Moore (1986)—by T Foken, MWRotach, andMMauder

Moore (1986)—henceforth M86—is not a fundamental paper on the frequency response of
sensors, but rather is one of the first to give practical guidance for the correction of the high
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frequency energy loss of turbulence measurements. Its value must be considered in relation
to the history of the development of the eddy-covariance technique.

With the beginning of eddy-covariance measurements around 1960, when the first sonic
anemometers and fast response sensors became available, several fundamental papers about
the frequency correction were written (Gurvich 1962; Hicks 1972; Horst 1973; Kristensen
and Jensen 1979). At that time only a few groups were able to realize eddy-covariance
measurements and these groups developed their own correction schemes. In the beginning of
the 1980s, digital computer and storage technique experienced a stage of development that
made continuous measurements and data analysis possible even under field conditions. At
that time, the Institute of Hydrology in Wallingford, UK, developed a sonic anemometer and
a flux measurement system (Shuttleworth et al. 1982) that was later used in an experiment in
Brazil and called “Hydra”. This was one of the first complete descriptions of a battery-based
flux-measurement system, upon which, in fact, M86 was written.

The paper deals with the correction due to the low-pass filtering of the sensor system. The
relative error, �F/F, on the fluxes due to frequency, f , losses may be computed according to

�F

F
� 1 − ∫∞

0 Cws( f )T ( f )d f

∫∞
0 Cws( f )d f

(1)

whereCws (f ) is the ideal cospectral density andT (f ) is the apparatus transfer function. This is
a usual method in metrology and was already applied by Horst (1973) on flux measurements.
Using the properties of the Laplace transform, the transfer function of a complex system can
be determined as the product of the single transfer functions such as the dynamic response of
the sensor (time constant), line averaging of the sensor path, sensor separation, and effects
of the electronic unit. And this is what was proposed by M86. This offers the possibility
to construct for each turbulence moment (such as the variance or covariance) the individual
transfer function as a combination of a set of transfer functions. The transfer functions of
eddy-covariance systems are in a wide range of frequencies close to unity and differences
from the ideal spectra occur mainly in the inertial subrange, where a clear reduction of the
energy according to the Kolmogorov laws is given. The step in the direction of a real-time
correction of the energy loss for high frequencies was taken by M86 with the application of
model spectra as presented by Kaimal et al. (1972), and this is the novelty of Moore’s paper.
This is much more practical to handle than using individual spectra and their extrapolation
to the inertial subrange. For the transfer functions, M86 used already published formulations
from Gurvich (1962), Hicks (1972), and Kristensen and Jensen (1979). Even though M86
was written for the Hydra system, most parts of the correction method can be easily applied
for other systems.

In the following decades the frequency correction byM86 became a standardmethod used
in most of the eddy-covariance software packages. Several updates were made: the simple
transfer function for the lateral separation was partly replaced, a transfer function for tubes of
closed path systems was added, and it was determined that the aliasing correction should not
be performed. Other correction methods, such as the correction according to an electronic
damping circuit (Eugster and Senn 1995) proved not so successful, while the method by
Moncrieff et al. (1997) and Horst (1997), with a slightly different set of model spectra and
transfer functions, is still in use. This latter approach was recently compared with the M86
approach and differences of about 1% were reported.

Moore (1986) is cited by all those authors who very carefully describe how they calculate
the turbulent fluxes, and remains a key paper in textbooks and other documents on the
eddy-covariance method. It seems that there is no need to update the correction scheme
fundamentally.
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6 Articles: Wilczak et al. (2001), Finnigan et al. (2003), Finnigan
(2004)—by HP Schmid

In the late 1980s, observation-based estimates of the global carbon cycle indicated that a
substantial “missing sink” of atmospheric CO2 was likely attributable to a net carbon uptake
by terrestrial ecosystems (Tans et al. 1990). This missing sink problem called for extensive
long-term observations of net carbon exchange over all major terrestrial biomes. The first
successful attempts at observing CO2 fluxes by eddy-covariance continuously over a year
or more were undertaken at Harvard Forest, starting in 1990, and lead to the rapid growth
of flux sites coordinated in the global program FLUXNET (Baldocchi et al. 2001). The
ensuing establishment of eddy covariance as the measurement technique of choice to derive
observation-based estimates of net ecosystem-atmosphere exchange of CO2 (and increas-
ingly other gas species) hinged on several developments that converged in the late 1980s and
1990s (Baldocchi 2013): (i) through technical advances, sonic anemometers and infrared gas
analyzers (for CO2 and H2O) became both more reliable and affordable; (ii) computing and
data storage technology opened the way for storing and processing virtually unlimited data
streams at high sampling rates even in remote locations; and (iii) advances in micrometeo-
rological theory led to tools of data quality assurance and quality control that form the basis
for eddy-covariance applications in the “real world” (e.g., Lee et al. 2004).

The real world, where long-term eddy-covariance observations are needed, is not flat, not
uniform, and not stationary. Real instrumentation is not perfect, and the twomain components
of scalarECflux estimates (vertical velocity and the scalarmixing ratio) are often not perfectly
synchronized, and exhibit discrepancies in temporal and spatial reference and resolution.

Here, we highlight important contributions to our understanding of vertical velocity in
non-stationary flows over complex terrain. The first of these,Wilczak et al. (2001; henceforth
WOS01), proposes a practical solution to a common problem in the processing of long time
series of raw eddy-covariance data. The others, Finnigan et al. (2003, Part I, henceforth
FP1) and Finnigan (2004, Part II, henceforth FP2) present the theoretical framework of
consequences on computed scalar fluxes by data processing operations such as averaging
procedures or the anemometer tilt corrections proposed by WOS01 and others.

If the vertical instrument coordinate of a sonic anemometer is misaligned with the “true”
vertical, the resulting vertical velocity signal is contaminated by a portion of the horizontal
flow (and vice versa), dependent on the angle of the misalignment (e.g., McMillen 1988).
Over flat and uniform terrain, the mean flow is essentially parallel to the terrain, so that
mean vertical velocity vanishes. Thus, in ideal terrain this lemma serves as the guide to
practical instructions for tilt corrections, to be applied to each eddy-covariance averaging
period (commonly over 30–60 min).

In the realworld,where aerodynamically non-uniform surfaces are combinedwith non-flat
terrain, the above lemma does not apply. The angle between the mean flow (over an eddy-
covariance averaging period) and a fixed eddy-covariance system on a flux tower, depends
on (i) the effective instrument height above the topography (modulated by seasonal changes
in vegetation), (ii) thermal stratification of the flow, (iii) relative position of the flux tower
in the terrain (e.g., ridge-top, valley bottom, distance to change in surface roughness), and
the wind direction relative to the geometry of the terrain (see, e.g., Figures 1–3 in FP2).
Even in such complex conditions, the standard short-term tilt correction procedure can be
applied: for every averaging interval, the “vertical” direction is perpendicular to the local
tangential plane of the average flow field, with zero mean vertical velocity. However, as
WOS01 argue, non-stationary flow may cause the orientation of the reference coordinate
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system to change strongly fromone averaging period to the next, and the sampling uncertainty
can be large, especially towards the convective limit of low wind speed and strong instability.
With lack of stationarity and homogeneity, ergodicity cannot be assumed, so that averages
depend on the averaging operator used (e.g., FP1). Both WOS01 and FP1 point out that low
frequency motions that cause such changes in apparent flow coordinates may contribute to
actual transport but are cut out of eddy-covariance-derived fluxes by the averaging. This latter
systematic bias is exacerbated in long-term flux programs. It is thus not surprising that the
closely linked questions about vertical velocity determination, choice of averaging operator,
and choice of coordinate system started to be hotly debated in the late 1990s and early 2000s
(e.g., Lee 1999), when the number of long-term CO2-flux stations increased dramatically
(Baldocchi et al. 2001). The first FLUXNET Workshop in 1998 was dominated by these
topics, and the three articles highlighted here are not the only landmark papers that can be
traced to discussions in that workshop and its follow-ups.

Interestingly, long-term scalar-flux observations were hardly mentioned in WOS01, but
consequences of sensor misalignment on momentum flux estimates were discussed and are
readily transferrable to scalar fluxes. [Note from the co-editor: the effect of tilt errors on the
wT covariance is mentioned on p.135 and p.147 of their paper.] WOS01 discuss the well-
known double- or triple-rotation corrections and the uncertainty introduced by changing
rotation angles from one data run to the next in non-stationary conditions. This problem
leads them to propose a pragmatic new method to align the vertical axis of turbulence to the
normal of a plane that is locally tangential to the long-term flow (e.g., above a slope) over
several data runs. Because this plane is found by multiple linear regression of the measured
velocity components, they term it the planar-fit method. Over complex terrain and non-
stationary conditions, this method is commonly applied in a variant (modified planar fit),
where the orientation of the tangential plane is allowed to vary dependent on the azimuth of
the horizontal flow.

WOS01 were not the first to propose a stochastic method to find a tilt angle correction
(see, e.g., Lee 1998 or Paw et al. 2000 and references therein). We can only speculate on the
reasons for thewide and continuing reception and recognition ofWOS01: first, they compared
the different methods quantitatively, in terms of uncertainty; second, they coined the term
“planar fit”, which is easily remembered; third, they provided a program code (Matlab) that
facilitates adoption of the planar-fit method.

FP1 and FP2 examine assumptions and methods associated with eddy-covariance-flux
measurements in light of common problems to close the observation-based energy- or mass
balances at sites over complex terrain with tall vegetation. Following a mostly conceptual
and theoretical approach, they focus on the influence of data analysis procedures from raw
turbulence data to common 30-min or 60-min estimates on the computed mass balance.

FP1 emphasize the links between common block-averaging operators and coordinate
rotations used on raw data. In their words: “the particular averaging operation that is applied
to the instantaneous flow field determines what part of the velocity will be treated as ‘mean
flow’ and what as turbulence. The mean flow may then be used to determine the orientation
of the coordinate frame”. They demonstrate that coordinate rotation on every averaging
period constitutes a high-pass filter operation that reduces the magnitude of the computed
eddy-covariance fluxes systematically. They conclude that the planar-fit method of WOS01
is preferable to short-term rotation from a mass-balance perspective.

FP2 observes that the streamline coordinate systemmost convenient to the experimentalist
is usually local (referring to the location of the eddy-covariance system) and variable in time.
This is in stark contrast to coordinates used in flow and transport models, which are usually
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terrain following and are thus neither locally defined nor time dependent. Reconciliation of
the observational and modelling coordinate systems is not simple.

While the primary attraction ofWOS01 is its practical instructions to users in the microm-
eteorological community, FP1 and FP2 read more like a chapter in an advanced textbook.
Their strength, and likely their attraction leading to frequent citations, lies in their compre-
hensive and conceptually thorough treatment of the subject matter, combined with highly
instructive, yet simple and clear, graphics.

7 Article: Wilczak et al. (2001)—by JMWilczak and SP Oncley

[This critique was provided by two of the authors (JMW and SPO) rather late in the proceed-
ings at the request of the co-editor (JRG).]

Prior to the publication of Wilczak et al. (2001)—hereafter WOS01—it is fair to say that
the sensitivity of errors in sonic anemometer turbulence measurements to small tilt offsets
in the anemometers was not fully appreciated. WOS01 provided an in-depth investigation of
the effects of those tilts on the calculation of turbulence covariances, variances, and third-
order moments. They demonstrated how for unstable stratification the resulting error in
the momentum flux for a given tilt could be expressed as a function of stability and non-
dimensional PBL depth, with the largest errors occurring for strongly unstable stratification
and deep boundary layers. They then evaluated three different techniques for correcting the
unknown tilts: the double rotation method (the standard technique used prior to WOS01),
the triple rotation method, and a method called the planar-fit technique, first developed by S.
Stage in the 1970s and used by NCAR since 1991 in support of research-community-led field
programs. They demonstrated the weaknesses of the double- and triple-rotation methods. For
the double-rotation method, sampling error of the mean vertical velocity results in a tilt angle
estimation error that adds noise to the longitudinal stress estimate, increasing its uncertainty.
In addition, they showed that the double-rotation method makes no correction for tilts in the
lateral direction, leaving the measurement of the lateral stress potentially very uncertain. For
the triple-rotation method the lateral stress is set to be zero by assumption, and sampling
errors in the vertical velocity frequently result in large run-to-run estimates of the sonic
anemometer tilts that are unphysical. It is noted that the double-rotation and triple-rotation
techniques attempt to orient the sonic anemometer with the longitudinal component of the
wind in a streamwise coordinate system, with deviations occurring due to sampling errors of
the vertical velocity. In contrast, the planar-fit technique eliminates these shortcomings, and
orients all three axes of the anemometer in the streamwise coordinate system. Subsequent to
its publication, the planar-fit approach has been adopted as the standard processing method
for the US National Ecological Observatory Network and as one of the standard methods
for the Ameriflux network of carbon flux towers. The planar-fit technique also is a standard
option in the data processing software provided by at least one instrument company (LI-COR
Inc.’s EddyPro software). It should be noted that some of these networks use “segmented”
planar fit for complex terrain sites, in which planes are evaluated separately for different
wind direction sectors. The applicability of the planar-fit method to these non-planar sites
has to be evaluated for each case. We note that WOS01 stated that in strongly sloping terrain
buoyancy terms should be evaluated using a gravitationally-aligned vertical velocity, not a
vertical velocity defined by planar fit. Due to the lack of cross-talk between the vertical
velocity and a scalar variable, the buoyancy-flux error is small except for extreme tilt cases.
However, the planar-fit technique allows one to recover low-frequency contributions to the
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scalar fluxes that are filtered out when using the double- or triple-rotation methods, and as
demonstrated by Finnigan et al. (2003) this indirect effect can be much larger than the direct
effect of the scalar-flux tilt correction, which justifies the use of the planar-fit method for the
buoyancy flux.

8 Article: Deardorff (1980)—by JMWilczak and AAMHoltslag

Jim Deardorff used both numerical models and observations throughout his illustrious
research career. His early publications in the 1960s on numerical simulation dealt with rela-
tively simple flows that could be studied in the laboratory, such as parallel-plate convection
and channel flow. These were followed in the early 1970s by three-dimensional numerical
simulations of the dry, cloud-free PBL, in which he developed techniques (later known as
large-eddy simulation) to represent the largest energy-containing eddies and to parametrize
the effects of subgrid-scale turbulence. The year 1976 saw the publication of several impor-
tant papers on the cloudy boundary layer, either by Deardorff or by scientists influenced by
Deardorff’s work.

The first of these focussed on the advantages of using the liquid–water potential tempera-
ture as a model variable (as proposed by Betts 1973) for the three-dimensional modelling of
solid and broken stratocumulus layers (Deardorff 1976a). Deardorff (1976b) concerned the
stratocumulus-topped mixed layer in which he utilized the Lilly (1968) vertically integrated
mixed-layer equations to investigate the impacts of cloud-top entrainment. Then, with Dear-
dorff’s guidance, Sommeria (1976) incorporated equations for liquid water into Deardorff’s
three-dimensional turbulence model and simulated a trade-wind boundary layer with shallow
cumulus. Sommeria and Deardorff (1977) described subgrid-scale condensation in that same
model.

Finally, Deardorff (1980)—hereafter D80—focussed on stratocumulus-cappedmixed lay-
ers derived froma three-dimensionalmodel,whose long-standing importance is due to several
factors. First is the importance of stratocumulus clouds in the Earth’s radiation balance.
D80 also introduced new concepts for both stratocumulus and for PBL scaling, and uti-
lized new modelling techniques that formed the basis of later LES models of both cloudy
and dry boundary layers. At the time, LES was in its infancy, but became an extremely
popular and effective tool for investigating not only PBL dynamics but with many other
applications to the lower atmosphere. The main features of D80 can be summarized as fol-
lows:

(i) a review of the modelling of stratocumulus clouds, emphasizing the mixed-layer model
of Lilly (1968) and its assumptions;

(ii) the three-dimensional model equations, including the use of Betts’ liquid-water
potential temperature as a thermodynamic variable, and the prescribed radiative flux
divergence in terms of magnitude and height for each model grid column;

(iii) a new and simpler subgrid turbulence parametrization scheme in which the subgrid
eddy coefficient is proportional to the square root of the subgrid turbulence intensity. As
noted byLeMone et al. (2019), this accounted for the effects of pressure fluctuations and
turbulent transport as well as buoyancy, shear, and dissipation on the eddy coefficient,
and later came to be called the Deardorff TKE scheme (Moeng and Sullivan 2015);

(iv) a 2-km deep domain, with 40 × 40 × 40 gridpoints, with a vertical grid spacing of
50 m set by the limit of computer resources at the time.
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D80 considers seven cases, including a dry PBL, a “dry cloud”, a stratocumulus layer with
no radiative cooling, and finally realistic stratocumulus with cloud-top radiative cooling, all
with a specified PBL depth of between 1 and 1.5 km. Major results include:

(i) even with the relatively coarse resolution of the model, the subgrid entrainment was no
more than about 20% of the total, allowing for the entrainment process to be reasonably
accurately analyzed in his simulations;

(ii) the ease with which the entrainment of dry air exceeds the surface evaporation for this
PBL depth appears to be the reason why deep stratocumulus layers rarely reach the
surface, and why surface-based fog is generally much shallower;

(iii) the usefulness of the generalized convective velocity scale w∗, based on the vertical
integral of the buoyancy flux, for scaling turbulence statistics is demonstrated;

(iv) the elucidation of entrainment processes in the cloudy boundary layer, developing
entrainment rate scaling laws based on w∗, or on the standard deviation of the vertical
velocity at the PBL top, both as a function of buoyancy Richardson number.

Importantly, D80 laid out many areas of future research: the obvious need for increases
in model resolution to reduce truncation errors and better resolve the entrainment process;
specification of radiative cooling that is dependent on cloud-water content, and not fixed; a
less stringent critical Richardson number allowing for greater subgrid-scale turbulence in and
above the capping inversion; and the impact of mesoscale variability on the stratocumulus
layer.

D80 has often been cited in the development and evaluation of numerous modelling
systems: RAMS, COAMPS, ARPS, JMA,WRF-Fire, HIRLAM, ICON, coupled atmosphere
ecosystem/biosphere models, and general circulation models; and in relation to LES used
to develop simpler parametrizations, such as eddy diffusivity profiles, counter-gradient and
non-local mixing approaches, higher-order turbulence closures, mass-flux-based turbulence
parametrizations, and bulk microphysical schemes. The results from D80 have been used to
interpret aircraft observations of the stratocumulus-capped PBL, and in radar-observation-
based retrievals and for developing assimilation methods. Clearly, the influence of D80 has
spread far and wide through almost all areas of meteorology, and to many other disciplines
as well. We thank Chris Fairall for a helpful discussion on the importance of the Deardorff
paper.

9 Article: Troen andMahrt (1986)—by AAMHoltslag and JMWilczak

Troen andMahrt (1986)—henceforth TM86—deals with “a simple formulation of the bound-
ary layer for use in large-scalemodels and other situationswhere simplicity is required”. Here
we briefly review and analyze its main impacts. As mentioned by TM86, their formulation of
the PBL “was intended for use in models where some resolution is possible within the bound-
ary layer, but where the resolution is insufficient for resolving the detailed PBL structure and
overlying capping inversion”.

In retrospect, TM86appeared at a veryopportunemoment.Until the 1980s, the formulation
of the PBL in large-scale models for weather and climate was mostly based on simple K-
type flux–gradient approaches, or on bulk descriptions of the entire boundary layer. Due to
increased computer power, higher resolution became possible, but it was still insufficient to
resolve the PBL in detail.
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Based on earlier work by Deardorff (1966) and others, TM86 write the turbulence flux
wθ of potential temperature θ in an unstable boundary layer as

wθ � −Kh

(
∂θ̄

/
∂z − γ

)
. (1)

Here Kh is the eddy diffusivity for heat, ∂θ̄ / ∂z is the localmean vertical temperature gradient,
and γ is the so-called counter-gradient term. The latter is related to the bulk properties of
the unstable PBL, e.g., the surface (virtual) heat flux, a turbulence velocity scale ws , and the
PBL depth h. The turbulence velocity scale is basically related to the friction velocity and
the Deardorff convective velocity scale.

Note that in the mid-part of a convective boundary layer a small positive vertical temper-
ature gradient typically is present, but the heat flux is significant and upwards. In a model
this can be achieved by proper formulation of the combination of Khγ in (1). As such the
latter is sometimes also referred to as the non-local heat-flux contribution (e.g., Holtslag and
Moeng 1991). For the stable and the neutral PBL, the non-local heat flux term is set to zero.
The eddy diffusivity Kh is formulated in terms of a specified profile following, e.g., O’Brien
(1970)

Kh
/
wsh � z/

h
(
1 − z/

h
)q

. (2)

TM86 experimented with q � 1 and with q � 2, but finally took the latter value. The cubic
shape of the resulting profile was confirmed later by Holtslag and Moeng (1991) for the
convective boundary layer on the basis of LES. For the stable boundary layer, it is also
consistent with the local scaling for a quasi-stationary PBL. The PBL depth h is expressed
by TM86 in terms of a bulk Richardson number, which is modified to include the influence
of rising thermals for the unstable case.

Many studies havemade additional proposals for alternative descriptions and extensions of
the PBL scheme described by TM86, in particular with respect to the impact of entrainment
on the unstable PBL (e.g., Beljaars and Viterbo 1998), and extension of Eq. 1 for scalar
mixing and for mixing in low-level clouds (Lock et al. 2000). Later, Frech and Mahrt (1995)
also proposed and utilized the format of (1) for non-local momentum mixing.

The various formulations and flavours of the TM86 scheme have become quite popular
in models for weather and climate on various scales. Holtslag et al. (1990) implemented
the TM86 scheme in a short-range weather forecast model and found improved and realistic
PBL profiles for temperature andmoisture compared with the previously utilized bulkmodel.
Subsequently, Holtslag and Boville (1993) used their implementation of the TM86 scheme
in the NCAR Community Climate Model version 2 and noted that the scheme was able to
mix moisture upwards from the surface much more efficiently and realistically than a local
type mixing approach. This strongly affected the vertical heat transport by convective clouds.

Furthermore, Hong and Pan (1996) implemented the TM86 scheme in theMM5mesoscale
model, and Hong et al. (2006) updated the scheme for the WRF model and documented
improvedmodel results, which attracted many additional users. As noted by the latter authors
the (updated) TM86 scheme showed important model skill improvements for precipitation
forecasts over the continental United States and for monsoonal precipitation because of
more realistic interactions of the PBL and cloud convection schemes. In addition, the TM86
scheme provided inspiration for updated model versions at many operational weather and
climate centres, including ECMWF, the UK Met Office, the Korea Institute of Atmospheric
Prediction Systems, NCEP, and the NOAA/Geophysical Fluid Dynamics Laboratory.

It seems that overall, the various versions of the TM86 scheme have been selected because,
despite their simplicity, they provide for the development of amuchmore realistic well-mixed
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layer within the dry convective boundary layer. In particular, the choice of the diffusivity
profile by Eq. 2 is important for the mixing of moisture away from the surface in unstable
conditions, and the subsequent impact on convective clouds and precipitation. Overall the
results for the stable boundary layer seem less beneficial, and future attention in this area is
needed.

Finally, TM86 applied their scheme to study the evolution of the PBL for different ratios
of surface evaporation to potential evaporation. They found that a typical variation of surface
evaporation resulted in a much greater variation in PBL depth than that caused by the choice
of the PBL depth formulation or other model details. Many additional studies have used the
TM86 scheme to study and represent the complex interactions between the land surface and
the lower atmosphere and the impacts on low-cloud formation (e.g., Pan and Mahrt 1987;
Chen and Dudhia 2001; Ek and Holtslag 2004). Thus, the success of TM86 derives from its
simple and pragmatic approach for representing an essential feature of the convective PBL
in weather and climate models.

We thankHua-LuPanwhoworkedwith the first author on the implementation of the TM86
scheme in the Air Mass Transformation model at KNMI (Holtslag et al. 1990). Michael Ek
and Sukanta Basu are acknowledged for comments and suggestions.

10 Articles: Masson (2000), Kusaka et al. (2001), Martilli et al. (2002)

[The following critiques were provided by the three main authors (VM, HK and AM) rather
late in the proceedings at the request of the co-editor (JRG)].

10.1 Article: Masson (2000)—byVMasson

The success of Masson (2000)—hereafter M2000—can be linked to three types of issues:
theoretical, operational, and societal.

First, M2000 is the first attempt to include the effect of cities in an atmospheric numerical
model. It proposes an urban canopy scheme,TownEnergyBalance (TEB), to simulate the spe-
cific energy and water exchanges between a city and the atmosphere. The three-dimensional
nature of the urban fabric is also important, as it produces shadows, and significantly affects
the radiation budget of the urban landscape. Since the 1970s, experimentalists in particular
increased our understanding on the processes that influence the urban climate and create the
urban heat island (Oke 1982).

M2000 provides a modelling methodology that allows the integration of relevant physical
processes into a unique tool, by using the ‘urban canyon’ approach as a simplified, but still
three-dimensional, geometry of the city, and by taking into account the important physical
and hydrological processes. The objective here is to reproduce the essential details of the
diurnal cycle of the surface energy balance. This methodology has subsequently been used
in many urban canopy models (see a review in Garuma 2018).

Second, the TEB scheme has been included in many operational NWP models. With the
increase in horizontal grid resolution in research versions to 100 m to 1 km, and the need to
include the meteorological impact of cities, operational NWP models at the kilometric scale
were available by around 2010. The TEB scheme is now included in the AROME, ALARO,
and HARMONIEmodels used bymany European countries, as well as in the GEMCanadian
operational model. The latter was used to forecast (at 250-m resolution) the meteorological
conditions for Toronto, Canada, during the Pan American Games in 2015 (Joe et al. 2018).
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Third, the impact of urbanization on local weather and climate has become an increas-
ing societal concern during the last 15 years. For example, the nocturnal urban heat island
increases thermal discomfort and has sanitary consequences during heat waves, as was seen
in European cities in 2003 (Laaidi et al. 2012). With urban impacts potentially enhanced
by climate change, the topic of urbanization is now a priority of the World Meteorological
Organization, increasing the need for interdisciplinary studies on the urban climate. This is
a challenge, and because more societal-oriented impact studies and services are demanded,
models must continue to evolve. This is the case for the TEB scheme. The interaction of
urban vegetation (gardens, trees, green roofs) with the urban fabric provides the basis for
nature-based solutions for the adaptation of cities to climate change (Lemonsu et al. 2012,
Redon et al. 2017, de Munck et al. 2013).

A building energy module (Bueno et al. 2012; Pigeon et al. 2014), including consideration
of human behaviour and building uses (Schoetter et al. 2017), makes it possible to evaluate
changes in the energy consumption of buildings within sociological and urban-planning
scenarios. Recently, a multi-layer description of the airflow between buildings comprising
the urban canopy improved the forecast of air temperature within high-rise cities, as in Hong
Kong (Schoetter et al. under review). To conclude, one can say that M2000 also contributed
to the beginning of a large interdisciplinary adventure within the urban-climate scientific
community and beyond.

10.2 Article: Kusaka et al. (2001) – by H Kusaka and F Chen

Kusaka et al. (2001)—henceforth K4-01—represented an important milestone in developing
single-layer urban canopymodels (SLUCM), andwas thefirst attempt to compare hierarchical
urbanmodelling systems, viz. a SLUCM, a slab urbanmodel, and a multi-layer urban canopy
model. The SLUCM described in K4-01 is conceptually similar to that in Masson (2000).
It is an enhanced version of the SLUCM initially developed and described in Kusaka et al.
(1999). The unique and hierarchical analysis conducted in K4-01 revealed a grand similarity
between the SLCUM and a multi-layer UCM in simulating the diurnal variation of the heat
and momentum fluxes, and the ability of such a model to correctly capture the diurnal cycle
of the surface temperatures of roofs, walls, and roads in an urban canyon. In contrast, the
slab model failed to capture features of the fluxes and surface temperature simulated in a
multi-layer UCM despite the calibration of slab-model parameters. These results indicated
that the SLUCMs performance is comparable to that of the multi-layer UCM, with the added
benefit, at the time, of being computationally affordable. This opened up new opportunities
for its application in real-time NWP models.

In 2005, the SLUCM, with minor improvements, was implemented into the public release
of the WRF model (Kusaka et al. 2005). This filled an important gap in representing urban
canopy processes in NWP models generally, and specifically in the WRF model that pre-
viously used a slab model only. In no time, the WRF–SLUCM modelling system has
become the feature most in demand and has been widely used on urban topics such as
the heat-island effect, extreme weather events, and on the impact of urbanization on regional
precipitation, weather and climate, air quality, human health, and urban planning (Chen et al.
2011). Kusaka’s SLUCM has also been implemented in other advanced research global and
mesoscale models (e.g., the SCALE model developed by RIKEN). The world-wide success
of the K4-01 modified SLUCM is primarily due to its elegant conceptualization, simplicity,
numerical stability, and computational efficiency.
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10.3 Article: Martilli et al. (2002) – by AMartilli

Studying the urban atmosphere has been one of the motivations for the development of
mesoscale atmospheric models since the 1970s (e.g., Bornstein 1975). However, around
that time urban areas were represented simply as relatively (when compared to the sur-
rounding countryside) rough and warm surfaces. No attempt was made to simulate features
of the urban canopy itself. Then, Masson (2000), Kusaka et al. (2001), and Martilli et al.
(2002)—henceforth MCR02—presented new schemes that revolutionized the representation
of urban areas in mesoscale models. A common feature was that for the first time an attempt
was made to represent the urban canopy in the context of the mesoscale model, using a
highly simplified representation of the urban morphology (essentially a collection of infinite
canyons, all of the same geometry) for which separate energy budgets for vertical (walls)
and horizontal (road, roof) surfaces were solved. In this way, radiation trapping and shadow-
ing effects were accounted for. Specific parametrizations of the turbulent exchange between
the urban canopy and the lower atmosphere were also included. These advancements were
made possible essentially through three factors: (i) the large body of knowledge about the
behaviour of the surface energy budget (Oke 1988) and turbulence characteristics (Rotach
1993) in urban areas, built up in the previous decades; (ii) the increase of computing power
allowed for greater horizontal grid resolution; and (iii) the growing concern about air quality
and thermal comfort issues in urban areas that motivated specific studies to evaluate different
mitigation strategies. These three schemes, therefore, opened the way to new applications of
mesoscale models when applied to the urban atmosphere.

In contrast to the approaches of Masson (2000) and Kusaka et al. (2001), the MCR02
urban surface-exchange scheme—later called the Building Effect Parametrization (BEP)—is
“multi-layer”; this has the bottom of the atmospheric domain at street level, and not at the
displacement height as in Masson (2000) and Kusaka et al. (2001), and can include several
numerical levels within the urban canopy. Due to this, the sink of momentum due to flow
around buildings is represented with a drag force, and the vertical turbulent transport within
the canopy is solved by modifying the TKE conservation equation and the associated length
scales, derived from the Bougeault and Lacarrere (1989) turbulence scheme. As shown in
MCR02, this approach reproduces the typical vertical profiles of turbulent fluxes in the urban
roughness sublayer, as well as the elevated nocturnal inversion often observed over urban
areas. Its disadvantage is that it requires very high vertical resolution (5–10 m) close to the
ground, and hence is computationally expensive. The advantage, on the other hand, is that
it can reproduce the impact of the variability in building heights and is particularly suited to
cities with neighbourhoods featuring very tall buildings. In fact, it has successfully been used
to simulate the urban canopies of New York, Hong Kong, and Singapore. The scheme has
been implemented in mesoscale models, such as the FVM, COSMO, and METRAS models,
and the widely used WRF model.

The MCR02 canopy scheme formed the basis of several developments that took place in
the following years, such as its inclusion in, (i) a simple building energy model (Salamanca
et al. 2010), allowing, for the first time, study of the feedbacks between the urban climate and
building energy consumptions; (ii) the first multi-layer scheme (BEP–Tree) that accounts for
the impact of trees in the urban canyon (Krayenhoff et al. 2020). Moreover, MCR02, together
with Masson (2000) and Kusaka et al. (2001), generated the need for detailed urban morpho-
logical input data, which later triggered important projects such as theWorld Urban Database
Access Portal Tool (Ching et al. 2018) that contribute significantly to the advancement of
urban climatology.
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