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#### Abstract

We study two different versions of a supercritical biharmonic equation with a power-type nonlinearity. First, we focus on the equation $\Delta^{2} u=|u|^{p-1} u$ over the whole space $\mathbb{R}^{n}$, where $n>4$ and $p>(n+4) /(n-4)$. Assuming that $p<p_{c}$, where $p_{\mathrm{c}}$ is a further critical exponent, we show that all regular radial solutions oscillate around an explicit singular radial solution. As it was already known, on the other hand, no such oscillations occur in the remaining case $p \geq p_{\mathrm{c}}$. We also study the Dirichlet problem for the equation $\Delta^{2} u=\lambda(1+u)^{p}$ over the unit ball in $\mathbb{R}^{n}$, where $\lambda>0$ is an eigenvalue parameter, while $n>4$ and $p>(n+4) /(n-4)$ as before. When it comes to the extremal solution associated to this eigenvalue problem, we show that it is regular as long as $p<p_{\mathrm{c}}$. Finally, we show that a singular solution exists for some appropriate $\lambda>0$.
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## 1 Introduction and main results

A lot of research on elliptic reaction diffusion equations

$$
-\Delta u=f(u)
$$

[^0]of second order has been done and many beautiful and important results have been proved, where it is impossible to report upon here. However, in the survey article by P.L. Lions on this subject the question is raised (see [13, Sect. 4.2(c)]) in how far these results may be generalized to systems of such equations. Accordingly, as a special case one should investigate polyharmonic reaction diffusion equations
$$
(-\Delta)^{m} u=f(u),
$$
where in the present paper we consider the biharmonic case $m=2$ and polynomial nonlinearities. In the first part we study qualitative properties of positive entire radial solutions (defined and regular in the whole space) of
\[

$$
\begin{equation*}
\Delta^{2} u=|u|^{p-1} u \text { in } \mathbb{R}^{n}, \tag{1}
\end{equation*}
$$

\]

where at least $p>1$ is assumed. It is well known that, if $n \geq 5$, the exponent $(n+4) /(n-4)$ plays a critical role. In the subcritical range $p \in(1,(n+4) /(n-4))$ positive entire radial solutions to (1) do not exist, see e.g. the testing-function method by Mitidieri and Pohožaev [16]. Also the case of critical growth $p=(n+4) /(n-4)$ is somehow special, see e.g. [20] and the references therein. Here, we assume supercritical growth, i.e.

$$
\begin{equation*}
n \geq 5 \text { and } p>\frac{n+4}{n-4} \tag{2}
\end{equation*}
$$

In this case, an important role is played by the explicitly known singular solution

$$
\begin{equation*}
u_{s}(r)=K_{0}^{1 /(p-1)} r^{-4 /(p-1)}, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{0}=\frac{4}{p-1}\left(\frac{4}{p-1}+2\right)\left(n-2-\frac{4}{p-1}\right)\left(n-4-\frac{4}{p-1}\right) . \tag{4}
\end{equation*}
$$

It was shown in $[5,19]$ that positive regular entire solutions to (1) exist and in [9] that asymptotically they behave like the singular solution $u_{\mathrm{s}}$ :

$$
\lim _{r \rightarrow \infty} \frac{u(r)}{u_{\mathrm{s}}(r)}=1
$$

In the analogous second-order problem (i.e. $m=1$ )

$$
\begin{equation*}
-\Delta u=|u|^{p-1} u \quad \text { in } \mathbb{R}^{n} \tag{5}
\end{equation*}
$$

where critical growth is given by the exponent $(n+2) /(n-2)$, such a result is well known and goes back to fundamental work of Joseph-Lundgren [11] and Gidas-Spruck [10], see also the references therein and [17] for subsequent work. The Eq. (5) admits the singular solution $u_{0}(x)=C_{0}|x|^{-2 /(p-1)}$ for some positive constant $C_{0}$. Here, more detailed information about the convergence $\frac{u(r)}{u_{0}(r)} \rightarrow 1$ could be obtained. In [11,21] it is proved that there exists a further critical exponent $p_{\#}>\frac{n+2}{n-2}$ such that if $\frac{n+2}{n-2}<p<p_{\#}$ then each radial entire solution $u$ intersects $u_{0}$ infinitely many times for $r \rightarrow \infty$, while if $p \geq p_{\#}$ then no radial entire solution intersects $u_{0}$. Further interesting qualitative properties are proved in [8,18], where as in [21] the focus is on the corresponding parabolic problem. All these results are strongly based on the use of maximum principles, which are in general not available for higher order equations. So, it is an interesting question whether the results carry over to biharmonic problems while suitable new methods have to be found. A first step in this direction was done in [9] where,
for $n>12$ a further critical exponent $p_{c} \in\left(\frac{n+4}{n-4}, \infty\right)$ was introduced being in that interval the unique solution of the following polynomial equation:

$$
\begin{equation*}
p_{c} \cdot \frac{4}{p_{c}-1} \cdot\left(\frac{4}{p_{c}-1}+2\right) \cdot\left(n-2-\frac{4}{p_{c}-1}\right) \cdot\left(n-4-\frac{4}{p_{c}-1}\right)=\frac{n^{2}(n-4)^{2}}{16} . \tag{6}
\end{equation*}
$$

The third author [12] proved in particular that in the "supercritical case", i.e.

$$
p \geq p_{\mathrm{c}}
$$

the convergence of $\frac{u}{u_{\mathrm{s}}} \rightarrow 1$ is monotone, i.e. $\forall r: u(r)<u_{s}(r)$. Here, we study the reverse case:

Theorem 1 Let $p_{c} \in((n+4) /(n-4), \infty)$ be the number, which is defined by (6)for $n \geq 13$. We assume that

$$
\frac{n+4}{n-4}<p<p_{\mathrm{c}} \quad \text { if } n \geq 13, \quad \frac{n+4}{n-4}<p<\infty \quad \text { if } 5 \leq n \leq 12
$$

Let $r \mapsto u(r)$ be a positive radial entire solution to (1). Then, as $r \rightarrow \infty, u(r)$ oscillates infinitely many times around the singular solution $u_{\mathrm{s}}(r)$.

Together with the result of [12] this provides a biharmonic analogue of [21, Proposition 3.7].
The second part of the present paper is devoted to positive solutions of the corresponding Dirichlet problem

$$
\begin{cases}\Delta^{2} u=\lambda(1+u)^{p} & \text { in } B  \tag{7}\\ u>0 & \text { in } B \\ u=|\nabla u|=0 & \text { on } \partial B\end{cases}
$$

where $B \subset \mathbb{R}^{n}$ is the unit ball, $\lambda>0$ is an eigenvalue parameter and again $n \geq 5$ and $p>\frac{n+4}{n-4}$. In [7] (see also [2]) it was proved that there exists an extremal parameter $\lambda^{*}$ such that for $\lambda \in\left[0, \lambda^{*}\right)$ one has a minimal solution which is regular, while not even a weak solution does exist for $\lambda>\lambda^{*}$. On the extremal parameter $\lambda=\lambda^{*}$, an extremal solution $u^{*} \in H_{0}^{2}(B) \cap L^{p}(B)$ exists as monotone limit of the minimal solutions.

For the corresponding second order problem, such results can be found in $[3,4,10,11,15$, 21]. In that case, however, the starting point was an explicit singular solution for a suitable eigenvalue parameter $\lambda$ which turned out to play a fundamental role for the shape of the corresponding bifurcation diagram, see in particular [4]. When turning to the biharmonic problem (7) the second boundary condition $|\nabla u|=0$ prevents to find an explicit singular solution from the singular solution (3) to (1). It is expected that a singular (i.e. unbounded) solution $u_{\sigma}$ for a suitable parameter $\lambda_{\sigma}$ will exist also in the biharmonic Dirichlet problem (7) and that it will play an important role as far as the shape of the bifurcation diagram for (7) is concerned. However, in [7] we had to leave open even the existence of a singular solution which will be proved in the present paper:

Theorem 2 Let $n>4$ and $p>(n+4) /(n-4)$. Then, there exists a parameter $\lambda_{\sigma}>0$ such that for $\lambda=\lambda_{\sigma}$, problem (7) admits a radial singular solution.

Moreover, in [7] we left open whether the extremal solution $u^{*}$ introduced above is singular (unbounded) or regular (bounded). The corresponding question has been settled for the exponential nonlinearity by Dávila et al. [6] thereby developing the previous work [1]. Here, taking advantage of an idea in [6], we prove regularity of the extremal solution of the problem with power-type nonlinearity in the "subcritical" range.

Theorem 3 Let $p_{c} \in((n+4) /(n-4), \infty)$ be the number, which is defined by (6) for $n \geq 13$. We assume that

$$
\frac{n+4}{n-4}<p<p_{c} \quad \text { if } n \geq 13, \quad \frac{n+4}{n-4}<p<\infty \quad \text { if } 5 \leq n \leq 12
$$

Let $u^{*} \in H_{0}^{2}(B) \cap L^{p}(B)$ be the extremal radial solution of (7) corresponding to the extremal parameter $\lambda^{*}$, which is obtained as monotone limit of the minimal regular solutions for $\lambda \nearrow \lambda^{*}$. Then, $u^{*}$ is regular.

The proof of Theorem 1 is given in the following section, while Theorems 2 and 3 are proved in Sect. 3.

## 2 Entire solutions: the corresponding autonomous system

In this section, we give the proof of Theorem 1. When studying radial solutions to (1) a basic idea is to transform (1) into an autonomous system, where the entire singular solution transforms into an equilibrium point. While this "singular" equilibrium point is stable in the second-order situation (see $[11,15]$ ) it is hyperbolic in the biharmonic case with a threedimensional stable and a one-dimensional unstable manifold [9]. In order to study possible oscillatory properties of entire regular solutions to (1), this stable manifold has to be analyzed more closely. In this section we will prove that with regard to entire regular solutions one may reduce to a two-dimensional submanifold of the stable manifold. Crucial for this property is a backward in time invariance property of a suitable cone in the phase space, i.e. a sort of comparison principle for a suitably written associated autonomous system, see the proof of Proposition 1. It was already observed before (see e.g. [14]) that also higher order dynamical systems may obey a certain form of a comparison principle.

Roughly speaking, this means that the dynamical properties of entire regular solutions to the biharmonic equation (1) are analogous to the second-order situation and that the additional directions around the "singular" equilibrium point may be "ignored". We remark that the "subcriticality" assumption $p<p_{\mathrm{c}}$ is not needed to prove Proposition 1.

As in [9] we set

$$
\begin{equation*}
v(s):=e^{4 s /(p-1)} u\left(e^{s}\right) \quad(s \in \mathbb{R}), \quad u(r)=r^{-4 /(p-1)} v(\log r) \quad(r>0) \tag{8}
\end{equation*}
$$

According to [9, 12], Eq. (1) is then equivalent to

$$
\begin{align*}
\left(\partial_{s}\right. & \left.-\frac{4}{p-1}+n-4\right)\left(\partial_{s}-\frac{4}{p-1}+n-2\right)\left(\partial_{s}-\frac{4}{p-1}-2\right)\left(\partial_{s}-\frac{4}{p-1}\right) v(s) \\
& =|v(s)|^{p-1} v(s) \tag{9}
\end{align*}
$$

where $s \in \mathbb{R}$. In order to write this as an autonomous system, we define

$$
\left\{\begin{array}{l}
w_{1}(s)=v(s)  \tag{10}\\
w_{2}(s)=\left(\partial_{s}-\frac{4}{p-1}\right) w_{1}(s) \\
w_{3}(s)=\left(\partial_{s}-\frac{4}{p-1}-2\right) w_{2}(s) \\
w_{4}(s)=\left(\partial_{s}-\frac{4}{p-1}+n-2\right) w_{3}(s)
\end{array}\right.
$$

Equation (9) is equivalent to the following system:

$$
\left\{\begin{array}{l}
w_{1}^{\prime}(s)=\frac{4}{p-1} w_{1}+w_{2}  \tag{11}\\
w_{2}^{\prime}(s)=\left(\frac{4}{p-1}+2\right) w_{2}+w_{3} \\
w_{3}^{\prime}(s)=\left(\frac{4}{p-1}-(n-2)\right) w_{3}+w_{4} \\
w_{4}^{\prime}(s)=\left|w_{1}(s)\right|^{p-1} w_{1}(s)+\left(\frac{4}{p-1}-(n-4)\right) w_{4}
\end{array}\right.
$$

In order to perform the stability analysis around the singular solution $u_{\mathrm{S}}(r)=K_{0}^{1 /(p-1)}$ $r^{-4 /(p-1)}$, i.e. $v(s)=K_{0}^{1 /(p-1)}$, we have to linearize (11) around the vector

$$
\begin{aligned}
w^{(0)}:= & K_{0}^{1 /(p-1)}\left(1,-\frac{4}{p-1}, \frac{4}{p-1}\left(\frac{4}{p-1}+2\right),\right. \\
& \left.\left(n-2-\frac{4}{p-1}\right) \frac{4}{p-1}\left(\frac{4}{p-1}+2\right)\right) .
\end{aligned}
$$

This gives rise to the system $w^{\prime}(s)=M \circ w(s)$, where

$$
M:=\left(\begin{array}{cccc}
\frac{4}{p-1} & 1 & 0 & 0 \\
0 & \frac{4}{p-1}+2 & 1 & 0 \\
0 & 0 & \frac{4}{p-1}-(n-2) & 1 \\
p K_{0} & 0 & 0 & \frac{4}{p-1}-(n-4)
\end{array}\right)
$$

and the corresponding characteristic polynomial is given by

$$
\begin{aligned}
P(v)= & \left(v-\frac{4}{p-1}+n-4\right)\left(v-\frac{4}{p-1}+n-2\right) \\
& \times\left(v-\frac{4}{p-1}-2\right)\left(v-\frac{4}{p-1}\right)-p K_{0} .
\end{aligned}
$$

According to [9], the eigenvalues are given by

$$
\begin{array}{ll}
\nu_{1}=\frac{N_{1}+\sqrt{N_{2}+4 \sqrt{N_{3}}}}{2(p-1)}, & \nu_{2}=\frac{N_{1}-\sqrt{N_{2}+4 \sqrt{N_{3}}}}{2(p-1)}, \\
\nu_{3}=\frac{N_{1}+\sqrt{N_{2}-4 \sqrt{N_{3}}}}{2(p-1)}, & v_{4}=\frac{N_{1}-\sqrt{N_{2}-4 \sqrt{N_{3}}}}{2(p-1)},
\end{array}
$$

where

$$
\begin{aligned}
& N_{1}:=-(n-4)(p-1)+8, \quad N_{2}:=\left(n^{2}-4 n+8\right)(p-1)^{2}, \\
& N_{3}:=(9 n-34)(n-2)(p-1)^{4}+8(3 n-8)(n-6)(p-1)^{3} \\
&+\left(16 n^{2}-288 n+832\right)(p-1)^{2}-128(n-6)(p-1)+256 .
\end{aligned}
$$

One has $\nu_{1}, \nu_{2} \in \mathbb{R}$ and $\nu_{2}<0<\nu_{1}$. If $n \geq 13$ and $p \geq p_{c}$, then the other two eigenvalues are also real and they satisfy $\nu_{4} \leq \nu_{3}<0$. If either $5 \leq n \leq 12$ or $p<p_{c}$, on the other hand, then the other two eigenvalues are not real and they satisfy $\operatorname{Re} \nu_{3}=\operatorname{Re} \nu_{4}<0$. In any case, however, one has

$$
\nu_{2}<\operatorname{Re} \nu_{4} \leq \operatorname{Re} \nu_{3}<0<\nu_{1} .
$$

For a proof of these facts about the eigenvalues $v_{i}$, we refer the reader to [9, Proposition 2]. We are now in a position to state the key ingredient in the proof of Theorem 1.
Proposition 1 Let $w($.$) be a solution of (11) in the stable manifold of w^{(0)}$ being tangential to the eigenvector corresponding to $\nu_{2}$. Then the corresponding solution $u$ of (1) is singular or even not defined for all $r>0$.

In order to prove this proposition we need the following crucial observation regarding the sign of the components of an eigenvector corresponding to $\nu_{2}$.

Lemma 1 One eigenvector of $M$ corresponding to $\nu_{2}$ is given by $t=\left(t_{1}, t_{2}, t_{3}, t_{4}\right)$ with

$$
\begin{aligned}
& t_{1}=1>0 \\
& t_{2}=\left(v_{2}-\frac{4}{p-1}\right)<0 \\
& t_{3}=\left(v_{2}-2-\frac{4}{p-1}\right)\left(v_{2}-\frac{4}{p-1}\right)>0 \\
& t_{4}=\left(v_{2}+n-2-\frac{4}{p-1}\right)\left(v_{2}-2-\frac{4}{p-1}\right)\left(v_{2}-\frac{4}{p-1}\right)<0
\end{aligned}
$$

Proof Since $\nu_{2}<0$ we only have to show that

$$
\begin{equation*}
0>\nu_{2}+n-2-\frac{4}{p-1}=\frac{n}{2}-\frac{1}{2(p-1)} \sqrt{N_{2}+4 \sqrt{N_{3}}} \tag{12}
\end{equation*}
$$

the latter being equivalent to proving that

$$
N_{3}>(n-2)^{2}(p-1)^{4} .
$$

Indeed, by using the supercriticality assumption $(n-4)(p-1)>8$, we have

$$
\begin{aligned}
N_{3}-(n-2)^{2}(p-1)^{4}= & 8(n-2)(n-4)(p-1)^{4}+8\left(3 n^{2}-26 n+48\right)(p-1)^{3} \\
& +16\left(n^{2}-18 n+52\right)(p-1)^{2}-128(n-6)(p-1)+256 \\
= & 8 p(p+1)((n-2)(p-1)-4)((n-4)(p-1)-4)>0 .
\end{aligned}
$$

This proves (12) and hence the lemma.
Proof of Proposition 1 Let $w($.$) be a solution to (11) being tangential for s \rightarrow \infty$ to the eigenvector $t$ from the previous lemma. We may assume that $w($.$) exists on the whole real$ line $\mathbb{R}$ because otherwise, nothing is to be proved. We put $z_{1}(s)=w_{1}(s)-w_{1}^{(0)}$ and further

$$
\begin{aligned}
& z_{1}(s)=w_{1}(s)-w_{1}^{(0)}=v(s)-K_{0}^{1 /(p-1)} \\
& z_{2}(s)=w_{2}(s)-w_{2}^{(0)}=\left(\partial_{s}-\frac{4}{p-1}\right) z_{1}(s) \\
& z_{3}(s)=w_{3}(s)-w_{3}^{(0)}=\left(\partial_{s}-\frac{4}{p-1}-2\right) z_{2}(s) \\
& z_{4}(s)=w_{4}(s)-w_{4}^{(0)}=\left(\partial_{s}-\frac{4}{p-1}+n-2\right) z_{3}(s)
\end{aligned}
$$

so that

$$
\begin{aligned}
\left(\partial_{s}-\frac{4}{p-1}+n-4\right) z_{4}(s) & =|v(s)|^{p-1} v(s)-K_{0}^{p /(p-1)} \\
& =\left|w_{1}(s)\right|^{p-1} w_{1}(s)-\left|w_{1}^{(0)}\right|^{p-1} w_{1}^{(0)}
\end{aligned}
$$

Writing this more systematically yields

$$
\left\{\begin{array}{l}
z_{1}^{\prime}(s)=\frac{4}{p-1} z_{1}(s)+z_{2}(s)  \tag{13}\\
z_{2}^{\prime}(s)=\left(\frac{4}{p-1}+2\right) z_{2}(s)+z_{3}(s) \\
z_{3}^{\prime}(s)=\left(\frac{4}{p-1}-(n-2)\right) z_{3}(s)+z_{4}(s) \\
z_{4}^{\prime}(s)=\left|w_{1}(s)\right|^{p-1} w_{1}(s)-\left|w_{1}^{(0)}\right|^{p-1} w_{1}^{(0)}+\left(\frac{4}{p-1}-(n-4)\right) z_{4}(s)
\end{array}\right.
$$

According to whether $z($.$) approaches the origin from "above" or "below" we distinguish$ two cases.

First case. There exists $s_{0}$ large enough such that

$$
\begin{equation*}
z_{1}\left(s_{0}\right)>0, \quad z_{2}\left(s_{0}\right)<0, \quad z_{3}\left(s_{0}\right)>0, \quad z_{4}\left(s_{0}\right)<0 . \tag{14}
\end{equation*}
$$

On any interval $\left[s, s_{0}\right]$ where $z_{1}()=.w_{1}()-.w_{1}^{(0)} \geq 0$, we must then have

$$
\left(\partial_{s}+(n-4)-\frac{4}{p-1}\right) z_{4}(s)=\left|w_{1}(s)\right|^{p-1} w_{1}(s)-\left|w_{1}^{(0)}\right|^{p-1} w_{1}^{(0)} \geq 0
$$

This makes $e^{\left((n-4)-\frac{4}{p-1}\right) s} z_{4}(s)$ increasing on $\left[s, s_{0}\right]$, and so (14) implies that

$$
e^{\left((n-4)-\frac{4}{p-1}\right) s_{z}(s) \leq e^{\left((n-4)-\frac{4}{p-1}\right) s_{0}} z_{4}\left(s_{0}\right)<0.00 .}
$$

on $\left[s, s_{0}\right]$. In particular, $z_{4}(s)<0$ throughout the interval, and we have

$$
\left(\partial_{s}+(n-2)-\frac{4}{p-1}\right) z_{3}(s)=z_{4}(s)<0 .
$$

This makes $e^{\left((n-2)-\frac{4}{p-1}\right){ }_{z}} z_{3}(s)$ decreasing on $\left[s, s_{0}\right]$, so we similarly find that

$$
e^{\left((n-2)-\frac{4}{p-1}\right) s_{3}} z_{3}(s) \geq e^{\left((n-2)-\frac{4}{p-1}\right) s_{0}} z_{3}\left(s_{0}\right)>0
$$

by (14). Since $\left(\partial_{s}-2-\frac{4}{p-1}\right) z_{2}(s)=z_{3}(s)>0$, exactly the same argument leads us to

$$
e^{\left(-2-\frac{4}{p-1}\right) s} z_{2}(s) \leq e^{\left(-2-\frac{4}{p-1}\right) s_{0}} z_{2}\left(s_{0}\right)<0
$$

by (14), hence $\left(\partial_{s}-\frac{4}{p-1}\right) z_{1}(s)=z_{2}(s)<0$ and we finally get

$$
e^{-\frac{4}{p-1} s} z_{1}(s) \geq e^{-\frac{4}{p-1} s_{0}} z_{1}\left(s_{0}\right)>0 .
$$

That is, $z_{1}(s)>0$ on any interval $\left[s, s_{0}\right]$ where $z_{1}(s) \geq 0$, so it is impossible for $z_{1}(s)$ to become 0 at some $s<s_{0}$. Hence $\forall s \leq s_{0}: z_{1}(s)>0$. For the original solution this means that for $r \leq r_{0}, u($.$) lies above the singular solution. This means that u($.$) itself is singular$ at $r=0$.

Second case. There exists $s_{0}$ large enough such that

$$
\begin{equation*}
z_{1}\left(s_{0}\right)<0, \quad z_{2}\left(s_{0}\right)>0, \quad z_{3}\left(s_{0}\right)<0, \quad z_{4}\left(s_{0}\right)>0 . \tag{15}
\end{equation*}
$$

On any interval $\left[s, s_{0}\right]$ where $z_{1}()=.w_{1}()-.w_{1}^{(0)} \leq 0$, we must then have

$$
\left(\partial_{s}+(n-4)-\frac{4}{p-1}\right) z_{4}(s)=\left|w_{1}(s)\right|^{p-1} w_{1}(s)-\left|w_{1}^{(0)}\right|^{p-1} w_{1}^{(0)} \leq 0
$$

This makes $e^{\left((n-4)-\frac{4}{p-1}\right) s^{\prime}} z_{4}(s)$ decreasing on $\left[s, s_{0}\right]$, and so (15) implies that
on $\left[s, s_{0}\right]$. In particular, $z_{4}(s)>0$ throughout the interval, and we have

$$
\left(\partial_{s}+(n-2)-\frac{4}{p-1}\right) z_{3}(s)=z_{4}(s)>0 .
$$

This makes $e^{\left((n-2)-\frac{4}{p-1}\right) s_{3}} z_{3}(s)$ increasing on $\left[s, s_{0}\right]$, so we similarly find that

$$
\begin{equation*}
e^{\left((n-2)-\frac{4}{p-1}\right) s_{3}} z_{3}(s) \leq e^{\left((n-2)-\frac{4}{p-1}\right) s_{0}} z_{3}\left(s_{0}\right)<0 \tag{16}
\end{equation*}
$$

by (15). Following this approach, as in the first case, we eventually get

$$
\begin{equation*}
z_{4}(s)>0, \quad z_{3}(s)<0, \quad z_{2}(s)>0, \quad z_{1}(s)<0 \tag{17}
\end{equation*}
$$

on any interval $\left[s, s_{0}\right.$ ] where $z_{1}(s) \leq 0$, so it is impossible for $z_{1}(s)$ to become 0 at some $s<s_{0}$. Hence $\forall s \leq s_{0}: z_{1}(s)<0$, i.e. the corresponding $u($.$) is always below the$ singular solution. In order to prove that $u($.$) itself is singular also in this case, we show that$ $z_{1}(s) \rightarrow-\infty$ for $s \rightarrow-\infty$. Since $\forall s \leq s_{0}: z_{1}(s)<0$, we have that (16) holds true for all $s \leq s_{0}$. Referring to [7, Proposition 1] would already show that also $v$ and so $u$ cannot be bounded. However, here it is quite easy to show this directly. For some suitable constant $\delta_{1}>0$ one has:

$$
\partial_{s}\left(e^{-\left(2+\frac{4}{p-1}\right) s} z_{2}(s)\right)=e^{-\left(2+\frac{4}{p-1}\right) s} z_{3}(s) \leq-\delta_{1} e^{-n s}
$$

because of (16), and this implies that

$$
\begin{aligned}
e^{-\left(2+\frac{4}{p-1}\right) s} z_{2}(s) & \geq \frac{\delta_{1}}{n} e^{-n s}-\frac{\delta_{1}}{n} e^{-n s_{0}}+e^{-\left(2+\frac{4}{p-1}\right) s_{0}} z_{2}\left(s_{0}\right) \\
& \geq \delta_{2} e^{-n s}
\end{aligned}
$$

for some suitable constant $\delta_{2}>0$. In particular,

$$
\partial_{s}\left(e^{-\frac{4}{p-1} s} z_{1}(s)\right)=e^{-\frac{4}{p-1} s} z_{2}(s) \geq \delta_{2} e^{-(n-2) s}
$$

and this implies that

$$
\begin{aligned}
e^{-\frac{4}{p-1} s} z_{1}(s) & \leq \frac{\delta_{2}}{n-2}\left(e^{-(n-2) s_{0}}-e^{-(n-2) s}\right)+e^{-\frac{4}{p-1} s_{0}} z_{1}\left(s_{0}\right) \\
& \leq-\delta_{3} e^{-(n-2) s}
\end{aligned}
$$

for some suitable constant $\delta_{3}>0$. Thus, we end up with

$$
\begin{equation*}
z_{1}(s) \leq-\delta_{3} e^{-\left(n-2-\frac{4}{p-1}\right) s} \rightarrow-\infty \text { as } s \rightarrow-\infty, \tag{18}
\end{equation*}
$$

so that also in this case, the corresponding solution $u$ of (1) becomes singular at $r=0$.

Proof of Theorem 1 Let $r \mapsto u(r)$ be a radial entire solution to (1) and let $w($.$) be the$ corresponding solution to (11). Since either $5 \leq n \leq 12$ or $p<p_{c}$ by assumption, the linearized problem around the singular solution $w^{(0)}$ has two real eigenvalues $\nu_{1}, \nu_{2}$ and two nonreal eigenvalues $\nu_{3}, \nu_{4}$ with

$$
\nu_{2}<\operatorname{Re} \nu_{3}=\operatorname{Re} v_{4}<0<\nu_{1} .
$$

By Proposition 1, all trajectories of (11) which lie in the stable manifold of $w^{(0)}$ must be tangential to the plane $w^{(0)}+O S$, where

$$
O S:=\left\{\alpha \mathbf{x}+\beta \mathbf{y} \in \mathbb{R}^{4}: \alpha, \beta \in \mathbb{R}\right\}
$$

is the plane spanned by the real vectors $\mathbf{x}, \mathbf{y}$, where $\mathbf{x}+i \mathbf{y}, \mathbf{x}-i \mathbf{y}$ are eigenvectors for the nonreal eigenvalues $\nu_{3}, \nu_{4}$, respectively. On the other hand, we know by [9, Proposition 4] that this plane intersects the hyperplane

$$
\begin{equation*}
H:=\left\{w=\left(w_{1}, w_{2}, w_{3}, w_{4}\right) \in \mathbb{R}^{4}: w_{1}=K_{0}^{1 /(p-1)}\right\} \tag{19}
\end{equation*}
$$

transversally, i.e. $w^{(0)}+O S \nsubseteq H$. In particular, any trajectory $w$ corresponding to an entire radial solution of (1) must intersect $H$ an infinite number of times, hence $w_{1}$ attains the value $K_{0}^{1 /(p-1)}$ an infinite number of times. This also means that every radial entire solution $u$ of (1) must intersect the singular solution $u_{s}$ an infinite number of times.

## 3 The Dirichlet problem

If we put $r=|x|$ then the equation in (7) becomes

$$
\begin{equation*}
u^{(4)}(r)+\frac{2(n-1)}{r} u^{\prime \prime \prime}(r)+\frac{(n-1)(n-3)}{r^{2}} u^{\prime \prime}(r)-\frac{(n-1)(n-3)}{r^{3}} u^{\prime}(r)=\lambda(1+u)^{p}, \tag{20}
\end{equation*}
$$

where $r \in[0,1]$. If we put

$$
\begin{equation*}
U(x)=1+u(x / \sqrt[4]{\lambda}) \text { for } x \in B_{\sqrt[4]{\lambda}}(0) \tag{21}
\end{equation*}
$$

then $U$ solves the equation

$$
\begin{equation*}
\Delta^{2} U=U^{p} \quad \text { in } B \sqrt[4]{\lambda}^{(0)} . \tag{22}
\end{equation*}
$$

Since Eq. (22) is invariant under the rescaling

$$
U_{a}(x)=a U\left(a^{\frac{p-1}{4}} x\right)
$$

i.e. $U$ is a solution of (22) if and only if $U_{a}$ is a solution of (22), it is not restrictive to concentrate our attention on solutions $U$ of the Eq. (22) which satisfy the condition $U(0)=1$.

Next we define $U_{\gamma}=U_{\gamma}(r)$ as the unique solution of the initial value problem

$$
\begin{align*}
& U_{\gamma}^{(4)}(r)+\frac{2(n-1)}{r} U_{\gamma}^{\prime \prime \prime}(r)+\frac{(n-1)(n-3)}{r^{2}} U_{\gamma}^{\prime \prime}(r)-\frac{(n-1)(n-3)}{r^{3}} U_{\gamma}^{\prime}(r) \\
& =\left|U_{\gamma}(r)\right|^{p-1} U_{\gamma}(r),  \tag{23}\\
& U_{\gamma}(0)=1, \quad U_{\gamma}^{\prime}(0)=U_{\gamma}^{\prime \prime \prime}(0)=0, \quad U_{\gamma}^{\prime \prime}(0)=\gamma<0 .
\end{align*}
$$

We report here the following fundamental result by [9]:

Lemma 2 [9] Let $n>4$ and $p>(n+4) /(n-4)$.
(i) There exists a unique $\bar{\gamma}<0$ such that the solution $U_{\bar{\gamma}}$ of (23) exists on the whole interval $[0, \infty)$, it is positive everywhere, it vanishes at infinity and it satisfies $U_{\bar{\gamma}}^{\prime}(r)<$ 0 for any $r \in(0, \infty)$.
(ii) If $\gamma<\bar{\gamma}$ there exist $0<R_{1}<R_{2}<\infty$ such that the solution $U_{\gamma}$ of (23) satisfies $U_{\gamma}\left(R_{1}\right)=0, \lim _{r \uparrow R_{2}} U_{\gamma}(r)=-\infty$ and $U_{\gamma}^{\prime}(r)<0$ for any $r \in\left(0, R_{2}\right)$.
(iii) If $\gamma>\bar{\gamma}$ there exist $0<R_{1}<R_{2}<\infty$ such that the solution $U_{\gamma}$ of (23) satisfies $U_{\gamma}^{\prime}(r)<0$ for $r \in\left(0, R_{1}\right), U_{\gamma}^{\prime}\left(R_{1}\right)=0, U_{\gamma}^{\prime}(r)>0$ for $r \in\left(R_{1}, R_{2}\right)$ and $\lim _{r \uparrow R_{2}} U_{\gamma}(r)=+\infty$.
(iv) If $\gamma_{1}<\gamma_{2}<0$ then the corresponding solutions $U_{\gamma_{1}}, U_{\gamma_{2}}$ of (23) satisfy $U_{\gamma_{1}}<U_{\gamma_{2}}$ and $U_{\gamma_{1}}^{\prime}<U_{\gamma_{2}}^{\prime}$ as long as they both exist.

Proof See the statement and proof of [9, Theorem 2] and also the statement of [9, Lemma 2].

For any $\gamma<0$ let $U_{\gamma}$ be the unique local solution of (23). Thanks to Lemma 2(iii), for $\gamma>\bar{\gamma}$ we may define $R_{\gamma}$ as the unique value of $r>0$ for which we have $U_{\gamma}^{\prime}\left(R_{\gamma}\right)=0$.

The idea in constructing a singular solution to (7) consists in suitably rescaling $U_{\gamma}()-$. $\left.U_{\gamma}\left(R_{\gamma}\right)\right|_{B_{R_{\gamma}}}$ to $B$ and in finding a suitable subsequence for $\gamma \downarrow \bar{\gamma}$, which locally converges in $B \backslash\{0\}$ to a singular solution. A first step is proving $R_{\gamma} \rightarrow \infty$ for $\gamma \downarrow \bar{\gamma}$. This is done by contradiction with the help of rescaling arguments and exploiting the strict monotonicity of the entire regular solution $U_{\bar{\gamma}}$.

Lemma 3 Let $n>4, p>(n+4) /(n-4)$ and $\bar{\gamma}$ as in the statement of Lemma 2. Then the map $\gamma \mapsto R_{\gamma}$ is non-increasing on the interval $(\bar{\gamma}, 0)$ and

$$
\lim _{\gamma \downarrow \bar{\gamma}} R_{\gamma}=+\infty .
$$

Proof The fact that the map $\gamma \mapsto R_{\gamma}$ is non-increasing on the interval ( $\bar{\gamma}, 0$ ) follows immediately by Lemma 2 (iii)-(iv) and the definition of $R_{\gamma}$. This shows that the function $\gamma \mapsto R_{\gamma}$ admits a limit as $\gamma \rightarrow \bar{\gamma}$. Suppose by contradiction that

$$
\bar{R}:=\lim _{\gamma \downarrow \bar{\gamma}} R_{\gamma}<+\infty .
$$

Then, by Lemma 2(i), (iv) we have for all $\gamma \in(\bar{\gamma}, 0)$ that

$$
\begin{equation*}
U_{\gamma}\left(R_{\gamma}\right)>U_{\bar{\gamma}}\left(R_{\gamma}\right) \geq U_{\bar{\gamma}}(\bar{R})>0 . \tag{24}
\end{equation*}
$$

Define for any $\gamma \in(\bar{\gamma}, 0), r \in[0,1]$ the function

$$
\begin{equation*}
u_{\gamma}(r)=\frac{U_{\gamma}\left(R_{\gamma} r\right)}{U_{\gamma}\left(R_{\gamma}\right)}-1 \tag{25}
\end{equation*}
$$

Then, $u_{\gamma}$ solves the Dirichlet problem

$$
\begin{cases}\Delta^{2} u_{\gamma}=R_{\gamma}^{4} U_{\gamma}\left(R_{\gamma}\right)^{p-1}\left(1+u_{\gamma}\right)^{p} & \text { in } B,  \tag{26}\\ u_{\gamma}=\left|\nabla u_{\gamma}\right|=0 & \text { on } \partial B .\end{cases}
$$

Since the function $U_{\gamma}$ is decreasing on the interval $\left(0, R_{\gamma}\right)$ we find that

$$
\begin{equation*}
U_{\gamma}\left(R_{\gamma}\right) \leq U_{\gamma}(r) \leq U_{\gamma}(0)=1 \quad \text { for all } r \in\left[0, R_{\gamma}\right] . \tag{27}
\end{equation*}
$$

Then by (24) and (27) we obtain for all $\gamma \in(\bar{\gamma}, 0)$ and all $r \in[0,1)$ that

$$
\begin{equation*}
0 \leq u_{\gamma}(r) \leq \frac{1}{U_{\gamma}\left(R_{\gamma}\right)}-1 \leq \frac{1}{U_{\bar{\gamma}}(\bar{R})}-1 . \tag{28}
\end{equation*}
$$

This shows that the set $\left\{u_{\gamma}: \gamma \in(\bar{\gamma}, 0)\right\}$ is bounded in $L^{\infty}(B)$ and hence by a bootstrap argument, from (26) and the fact that $R_{\gamma}^{4} U_{\gamma}\left(R_{\gamma}\right)^{p-1} \leq \lambda^{*}$ (see the introduction for the definition of $\lambda^{*}$ ), we deduce that there exists a sequence $\gamma_{k} \downarrow \bar{\gamma}$ and a function $\bar{u} \in H_{0}^{2}(B) \cap$ $C^{\infty}(\bar{B})$ such that

$$
\begin{equation*}
u_{\gamma_{k}} \rightarrow \bar{u} \text { in } C^{4}(\bar{B}) \tag{29}
\end{equation*}
$$

as $k \rightarrow \infty$. Take any $r \in[0, \bar{R})$. Since $R_{\gamma_{k}} \uparrow \bar{R}$, there exists $\bar{k}=\bar{k}(r)$ such that $r<R_{\gamma_{k}}$ for any $k>\bar{k}$. Hence, for $k>\bar{k}$, we may take $r / R_{\gamma_{k}}$ instead of $r$ in (25) and obtain

$$
\begin{equation*}
U_{\gamma_{k}}(r)=U_{\gamma_{k}}\left(R_{\gamma_{k}}\right)\left[u_{\gamma_{k}}\left(r / R_{\gamma_{k}}\right)+1\right] . \tag{30}
\end{equation*}
$$

Since the sequence $\gamma_{k}$ is decreasing, by Lemma 2(iii)-(iv) we infer that $U_{\gamma_{k}}\left(R_{\gamma_{k}}\right)$ is nonincreasing. By (24), $U_{\gamma_{k}}\left(R_{\gamma_{k}}\right)$ is also bounded from below and hence admits a finite limit. Thanks to (29) we also have $u_{\gamma_{k}}\left(r / R_{\gamma_{k}}\right) \rightarrow \bar{u}(r / \bar{R})$ as $k \rightarrow \infty$. Therefore by (30), we deduce that for any $r \in[0, \bar{R})$

$$
\begin{equation*}
\bar{U}(r):=\lim _{k \rightarrow \infty} U_{\gamma_{k}}(r)=\left[\lim _{k \rightarrow \infty} U_{\gamma_{k}}\left(R_{\gamma_{k}}\right)\right] \cdot[\bar{u}(r / \bar{R})+1] . \tag{31}
\end{equation*}
$$

In fact, from (29) and (30) we deduce that $U_{\gamma_{k}} \rightarrow \bar{U}$ in $C^{4}$ ([0, R]) for any $0<R<\bar{R}$. Since $\bar{u} \in H_{0}^{2}(B)$, (31) shows that

$$
\begin{equation*}
\lim _{r \uparrow \bar{R}} \bar{U}^{\prime}(r)=0 . \tag{32}
\end{equation*}
$$

On the other hand by continuous dependence on the initial conditions it follows

$$
\lim _{k \rightarrow \infty} U_{\gamma_{k}}(r)=U_{\bar{\gamma}}(r) \text { for all } r \in[0, \bar{R})
$$

and hence $\bar{U}(r)=U_{\bar{\gamma}}(r)$ for any $r \in[0, \bar{R})$. This with (32) implies

$$
\lim _{r \uparrow \bar{R}} U_{\bar{\gamma}}^{\prime}(r)=0
$$

which is absurd since $U_{\bar{\gamma}}^{\prime}(\bar{R})<0$ (see Lemma 2 (i)). This completes the proof of the lemma.

Lemma 4 Let $n>4$ and $p>(n+4) /(n-4)$ and let $u$ be a regular solution of (7). Then

$$
u(x) \leq\left(\frac{\lambda^{*}}{\lambda}\right)^{1 /(p-1)}|x|^{-4 /(p-1)}-1 \text { for all } x \in B \backslash\{0\}
$$

Proof Let $u$ be a regular solution of (7) for some $\lambda>0$ and define the rescaled function

$$
\begin{equation*}
U(x)=\frac{1}{1+u(0)}\left[1+u\left(\frac{x}{\sqrt[4]{\lambda}(1+u(0))^{\frac{p-1}{4}}}\right)\right] \tag{33}
\end{equation*}
$$

so that $U$ satisfies

$$
\begin{equation*}
\Delta^{2} U=U^{p} \text { in } B_{R}(0) \text { and } U(0)=1 \tag{34}
\end{equation*}
$$

where we put $R=\sqrt[4]{\lambda}(1+u(0))^{\frac{p-1}{4}}$.

Define

$$
M=\max _{r \in[0, R]} r^{4 /(p-1)} U(r)
$$

and let $\bar{R} \in(0, R]$ be such that $\bar{R}^{4 /(p-1)} U(\bar{R})=M$. If we define

$$
w(r)=\frac{U(\bar{R} r)}{U(\bar{R})}-1
$$

then $w$ solves the problem

$$
\begin{cases}\Delta^{2} w=\bar{R}^{4} U(\bar{R})^{p-1}(1+w)^{p} & \text { in } B \\ w=0 & \text { on } \partial B \\ w^{\prime} \leq 0 & \text { on } \partial B\end{cases}
$$

This proves that $M^{p-1}=\bar{R}^{4} U(\bar{R})^{p-1} \leq \lambda^{*}$ since otherwise by the super-subsolution method (see [2, Lemma 3.3] for more details) we would obtain a solution of (7) for $\lambda=$ $\bar{R}^{4} U(\bar{R})^{p-1}>\lambda^{*}$. This yields for all $r \in[0, R]$ that

$$
\begin{equation*}
U(r) \leq M r^{-4 /(p-1)} \leq\left(\lambda^{*}\right)^{1 /(p-1)} r^{-4 /(p-1)} \tag{35}
\end{equation*}
$$

Then reversing the identity (33), by (35) we obtain

$$
u(r)=\lambda^{-1 /(p-1)} R^{4 /(p-1)} U(R r)-1 \leq\left(\frac{\lambda^{*}}{\lambda}\right)^{1 /(p-1)} r^{-4 /(p-1)}-1
$$

which completes the proof of the lemma.
Proof of Theorem 2 For $\gamma \in(\bar{\gamma}, 0)$ consider the corresponding solution $U_{\gamma}$ of the Cauchy problem (23) and the function $u_{\gamma}$ introduced in (25). If we put $\lambda_{\gamma}=R_{\gamma}^{4} U_{\gamma}\left(R_{\gamma}\right)^{p-1}$ then by (26) we have that $u_{\gamma}$ solves

$$
\begin{cases}\Delta^{2} u_{\gamma}=\lambda_{\gamma}\left(1+u_{\gamma}\right)^{p} & \text { in } B  \tag{36}\\ u_{\gamma}=\left|\nabla u_{\gamma}\right|=0 & \text { on } \partial B\end{cases}
$$

We show that $\lambda_{\gamma}$ remains bounded away from zero for $\gamma>\bar{\gamma}$ sufficiently close to $\bar{\gamma}$, which is defined in Lemma 2. By [9, Theorem 3] we infer that for a fixed $\varepsilon \in\left(0, K_{0}^{1 /(p-1)}\right)$ there exists a corresponding $r_{\varepsilon}>0$ such that

$$
\begin{equation*}
U_{\bar{\gamma}}(r)>\left(K_{0}^{1 /(p-1)}-\varepsilon\right) r^{-4 /(p-1)} \text { for all } r>r_{\varepsilon} \tag{37}
\end{equation*}
$$

On the other hand, by Lemma 3, we deduce that there exists $\gamma_{0} \in(\bar{\gamma}, 0)$ such that for any $\gamma \in\left(\bar{\gamma}, \gamma_{0}\right)$ then $R_{\gamma}>r_{\varepsilon}$. Therefore by Lemma 2(iv) we obtain for all $\gamma \in\left(\bar{\gamma}, \gamma_{0}\right)$

$$
U_{\gamma}\left(R_{\gamma}\right)>U_{\bar{\gamma}}\left(R_{\gamma}\right)>\left(K_{0}^{1 /(p-1)}-\varepsilon\right) R_{\gamma}^{-4 /(p-1)}
$$

and this yields

$$
\begin{equation*}
\forall \gamma \in\left(\bar{\gamma}, \gamma_{0}\right): \quad \lambda_{\gamma}>\left(K_{0}^{1 /(p-1)}-\varepsilon\right)^{p-1}=: C \tag{38}
\end{equation*}
$$

Combining (38) and Lemma 4 we obtain for all $\gamma \in\left(\bar{\gamma}, \gamma_{0}\right), x \in B \backslash\{0\}$

$$
\begin{equation*}
u_{\gamma}(x) \leq\left(\frac{\lambda^{*}}{C}\right)^{1 /(p-1)}|x|^{-4 /(p-1)}-1 \tag{39}
\end{equation*}
$$

Since $u_{\gamma}$ solves (36), by (39) we obtain

$$
\begin{aligned}
\int_{B}\left|\Delta u_{\gamma}\right|^{2} d x & =\lambda_{\gamma} \int_{B}\left(1+u_{\gamma}\right)^{p} u_{\gamma} d x \leq \lambda^{*} \int_{B}\left(1+u_{\gamma}\right)^{p+1} d x \\
& \leq \frac{\left(\lambda^{*}\right)^{\frac{2 p}{p-1}}}{C^{\frac{p+1}{p-1}}} \int_{B}|x|^{-\frac{4(p+1)}{p-1}} d x<+\infty
\end{aligned}
$$

since $p>(n+4) /(n-4)$. This proves that the set $\left\{u_{\gamma}: \gamma \in\left(\bar{\gamma}, \gamma_{0}\right)\right\}$ is bounded in $H_{0}^{2}(B)$ and hence there exists a sequence $\gamma_{k} \downarrow \bar{\gamma}$ and a function $u \in H_{0}^{2}(B)$ such that $u_{\gamma_{k}} \rightharpoonup u$ in $H_{0}^{2}(B)$. Moreover, by (39) and applying Lebesgue's theorem, $u$ weakly solves (7) for a suitable $\tilde{\lambda} \geq C$.

It remains to prove that the function $u$ is unbounded. For simplicity, in the rest of the proof $u_{\gamma_{k}}, U_{\gamma_{k}}, R_{\gamma_{k}}, \lambda_{\gamma_{k}}$ will be denoted, respectively, by $u_{k}, U_{k}, R_{k}, \lambda_{k}$.

By compact embedding we have that $u_{k} \rightarrow u$ in $L^{1}(B)$ and hence we have

$$
\lim _{r \downarrow 0} \frac{1}{\left|B_{r}(0)\right|} \int_{B_{r}(0)} u(x) d x=\lim _{r \downarrow 0}\left[\frac{1}{r^{n}|B|} \lim _{k \rightarrow \infty} \int_{B_{r}(0)} u_{k}(x) d x\right]
$$

and passing to radial coordinates, by (25) and Lemma 2(iv), we obtain

$$
\begin{align*}
\lim _{r \downarrow 0} \frac{1}{\left|B_{r}(0)\right|} \int_{B_{r}(0)} u(x) d x & =\lim _{r \downarrow 0}\left[-1+\frac{n}{r^{n}} \lim _{k \rightarrow \infty} \int_{0}^{r} \frac{U_{k}\left(R_{k} \rho\right)}{U_{k}\left(R_{k}\right)} \rho^{n-1} d \rho\right] \\
& =\lim _{r \downarrow 0}\left[-1+\frac{n}{r^{n}} \lim _{k \rightarrow \infty} \frac{1}{R_{k}^{n} U_{k}\left(R_{k}\right)} \int_{0}^{R_{k} r} U_{k}(\rho) \rho^{n-1} d \rho\right] \\
& \geq \lim _{r \downarrow 0}\left[-1+\frac{n}{r^{n}} \lim _{k \rightarrow \infty} \frac{1}{R_{k}^{n} U_{k}\left(R_{k}\right)} \int_{0}^{R_{k} r} U_{\bar{\gamma}}(\rho) \rho^{n-1} d \rho\right] . \tag{40}
\end{align*}
$$

By (37) we have that there exist $C, R_{0}>0$ such that

$$
\begin{equation*}
\forall \rho \in\left(R_{0}, \infty\right): \quad U_{\bar{\gamma}}(\rho)>C \rho^{-4 /(p-1)} . \tag{41}
\end{equation*}
$$

Hence we have for $k>\bar{k}=\bar{k}(r)$

$$
\begin{equation*}
\int_{0}^{R_{k} r} U_{\bar{\gamma}}(\rho) \rho^{n-1} d \rho \geq \int_{0}^{R_{0}} U_{\bar{\gamma}}(\rho) \rho^{n-1} d \rho+C\left(n-\frac{4}{p-1}\right)^{-1}\left(\left(R_{k} r\right)^{n-\frac{4}{p-1}}-R_{0}^{n-\frac{4}{p-1}}\right) . \tag{42}
\end{equation*}
$$

Since $p>(n+4) /(n-4)>(n+4) / n$ and since by $(38), \lambda_{k}$ is bounded away from zero as $k \rightarrow \infty$ then

$$
\lim _{k \rightarrow \infty} R_{k}^{n} U_{k}\left(R_{k}\right)=\lim _{k \rightarrow \infty} R_{k}^{n-\frac{4}{p-1}} \lambda_{k}^{\frac{1}{p-1}}=+\infty
$$

and hence by (42) we obtain

$$
\begin{align*}
& \lim _{k \rightarrow \infty} \frac{1}{R_{k}^{n} U_{k}\left(R_{k}\right)} \int_{0}^{R_{k} r} U_{\bar{\gamma}}(\rho) \rho^{n-1} d \rho \\
& \geq \liminf _{k \rightarrow \infty} \frac{C}{\left(n-\frac{4}{p-1}\right) R_{k}^{n} U_{k}\left(R_{k}\right)}\left(R_{k}^{n-\frac{4}{p-1}} r^{n-\frac{4}{p-1}}-R_{0}^{n-\frac{4}{p-1}}\right) \\
& =\liminf _{k \rightarrow \infty} \frac{C r^{n-\frac{4}{p-1}}}{\left(n-\frac{4}{p-1}\right) \lambda_{k}^{1 /(p-1)}} \\
& \geq \frac{C r^{n-4 /(p-1)}}{\left(n-\frac{4}{p-1}\right)\left(\lambda^{*}\right)^{1 /(p-1)}}=: \widetilde{C} r^{n-4 /(p-1)} \tag{43}
\end{align*}
$$

Inserting (43) in (40) we obtain

$$
\lim _{r \downarrow 0} \frac{1}{\left|B_{r}(0)\right|} \int_{B_{r}(0)} u(x) d x \geq \lim _{r \downarrow 0}\left(-1+n \widetilde{C} r^{-4 /(p-1)}\right)=+\infty .
$$

This proves that $u \notin L^{\infty}(B)$.
Proof of Theorem 3 We make use of an idea from [6]. Let $u_{\lambda}$ denote the positive minimal regular solution of (7) for $0 \leq \lambda<\lambda^{*}$. According to [7, Theorem 2], these are stable so that one has in particular:

$$
\forall \varphi \in C_{0}^{\infty}(B): \quad \int_{B}(\Delta \varphi(x))^{2} d x-p \lambda \int_{B}\left(1+u_{\lambda}(x)\right)^{p-1} \varphi(x)^{2} d x \geq 0 .
$$

By taking the monotone limit we obtain that

$$
\begin{equation*}
\forall \varphi \in C_{0}^{\infty}(B): \int_{B}(\Delta \varphi(x))^{2} d x-p \lambda^{*} \int_{B}\left(1+u^{*}(x)\right)^{p-1} \varphi(x)^{2} d x \geq 0 . \tag{44}
\end{equation*}
$$

We assume now for contradiction that $u^{*}$ is singular. Then, according to [7, Theorem 5] we have the following estimate from below:

$$
\begin{equation*}
u^{*}(x)>\left(\frac{K_{0}}{\lambda^{*}}\right)^{1 /(p-1)}|x|^{-4 /(p-1)}-1 . \tag{45}
\end{equation*}
$$

Combining this with (44) yields

$$
\begin{equation*}
\forall \varphi \in C_{0}^{\infty}(B): \int_{B}(\Delta \varphi(x))^{2} d x \geq p K_{0} \int_{B}|x|^{-4} \varphi(x)^{2} d x \tag{46}
\end{equation*}
$$

However, under the subcriticality assumptions made we have that $p K_{0}>n^{2}(n-4)^{2} / 16$. This contradicts the optimality of the constant in Hardy's inequality

$$
\forall \varphi \in C_{0}^{\infty}(B): \quad \int_{B}(\Delta \varphi(x))^{2} d x \geq \frac{n^{2}(n-4)^{2}}{16} \int_{B}|x|^{-4} \varphi(x)^{2} d x,
$$

so that $u^{*}$ has indeed to be regular.

Acknowledgments We are grateful to Gianni Arioli and Filippo Gazzola for fruitful discussions and interesting numerical experiments. We thank the referee for useful suggestions on how to improve the presentation of the present paper.

Note added in proof After this article was accepted we learnt that Z. Guo and J. Wei simultaneously and independently found different proofs for Theorem 1 and the nonoscillation result in [12].

## References

1. Arioli, G., Gazzola, F., Grunau, H.-Ch., Mitidieri, E.: A semilinear fourth order elliptic problem with exponential nonlinearity. SIAM J. Math. Anal. 36, 1226-1258 (2005). http://dx.doi.org/10.1137/ S0036141002418534
2. Berchio, E., Gazzola, F.: Some remarks on biharmonic elliptic problems with positive, increasing and convex nonlinearities. Electronic J. Differ. Equ. 2005(34), 1-20 (2005)
3. Brezis, H., Cazenave, T., Martel, Y., Ramiandrisoa, A.: Blow up for $u_{t}-\Delta u=g(u)$ revisited. Adv. Differ. Equ. 1, 73-90 (1996)
4. Brezis, H., Vazquez, J.L.: Blow up solutions of some nonlinear elliptic problems. Rev. Mat. Univ. Complutense Madrid 10, 443-469 (1997)
5. Dalmasso, R.: Positive entire solutions of superlinear biharmonic equations. Funkcial. Ekvac. 34, 403-422 (1991)
6. Dávila, J., Dupaigne, L., Guerra, I., Montenegro, M.: Stable solutions for the bilaplacian with exponential nonlinearity. SIAM J. Math. Anal. 39, 565-592 (2007). http://dx.doi.org/10.1137/060665579
7. Ferrero, A., Grunau, H.-Ch.: The Dirichlet problem for supercritical biharmonic equations with powertype nonlinearity. J. Differ. Equ. 234, 582-606 (2007). http://dx.doi.org/10.1016/j.jde.2006.11.007
8. Fila, M., King, J.R., Winkler, M., Yanagida, E.: Optimal lower bound of the grow-up rate for a supercritical parabolic equation. J. Differ. Equ. 228, 339-356 (2006). http://dx.doi.org/10.1016/j.jde.2006.01.019
9. Gazzola, F., Grunau, H.-Ch.: Radial entire solutions for supercritical biharmonic equations. Math. Ann. 334, 905-936 (2006). http://dx.doi.org/10.1007/s00208-005-0748-x
10. Gidas, B., Spruck, J.: Global and local behavior of positive solutions of nonlinear elliptic equations. Commun. Pure Appl. Math. 34, 525-598 (1981). http://dx.doi.org/10.1002/cpa.3160340406
11. Joseph, D.D., Lundgren, T.S.: Quasilinear Dirichlet problems driven by positive sources. Arch. Ration. Mech. Anal. 49, 241-269 (1973). http://dx.doi.org/10.1007/BF00250508
12. Karageorgis, P.: Stability and intersection properties of solutions to the nonlinear biharmonic equation. http://www.arxiv.org/pdf/0707.3450(submitted)
13. Lions, P.L.: On the existence of positive solutions of semilinear elliptic equations. SIAM Rev. 24, 441-467 (1982). http://dx.doi.org/10.1137/1024101
14. McKenna, P.J., Reichel, W.: Radial solutions of singular nonlinear biharmonic equations and applications to conformal geometry. Electronic J. Differ. Equ. 2003(37), 1-13 (2003)
15. Mignot, F., Puel, J.P.: Sur une classe de problèmes nonlinéaires avec nonlinéarité positive, croissante, convexe. Commun. Partial Differ. Equ. 5, 791-836 (1980). http://dx.doi.org/10.1080/ 03605308008820155
16. Mitidieri, E., Pohožaev, S.: Apriori estimates and blow-up of solutions to nonlinear partial differential equations and inequalities. Proc. Steklov Inst. Math. 234, 1-362 (2001, translated from Russian)
17. Pohožaev, S.I.: Solvability of an elliptic problem in $\mathbb{R}^{n}$ with a supercritical index of nonlinearity. Dokl. Akad. Nauk SSSR 313, 1356-1360 (1990), English translation in Soviet Math. Dokl. 42, 215-219 (1991)
18. Poláčik, P., Yanagida, E.: On bounded and unbounded global solutions of a supercritical semilinear heat equation. Math. Ann. 327, 745-771 (2003). http://dx.doi.org/10.1007/s00208-003-0469-y
19. Serrin, J., Zou, H.: Existence of positive solutions of the Lane-Emden system. Atti Semin. Mat. Fis. Univ. Modena 46(suppl), 369-380 (1998)
20. Swanson, C.A.: The best Sobolev constant. Appl. Anal. 47, 227-239 (1992). http://dx.doi.org/10.1080/ 00036819208840142
21. Wang, X.: On the Cauchy problem for reaction-diffusion equations. Trans. Am. Math. Soc. 337, 549-590 (1993). http://dx.doi.org/10.2307/2154232

[^0]:    A. Ferrero ( $\boxtimes$ )

    Dipartimento di Matematica, Università di Milano-Bicocca, Via Cozzi 53, 20125 Milan, Italy
    e-mail: alberto.ferrero@unimib.it
    H.-C. Grunau

    Fakultät für Mathematik, Otto-von-Guericke-Universität, Postfach 4120, 39016 Magdeburg, Germany
    e-mail: hans-christoph.grunau@ovgu.de
    P. Karageorgis

    School of Mathematics, Trinity College, Dublin 2, Ireland
    e-mail: pete@maths.tcd.ie

