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Abstract The paper provides a framework that enables us to analyze the important
topic of capital accumulation under technological progress. We describe an algorithm
to solve Impulse Control problems, based on a (multipoint) boundary value problem
approach. Investment takes place in lumps and we determine the optimal timing of
technology adoptions as well as the size of the corresponding investments. Our numer-
ical approach led to some guidelines for new technology investments. First, we find
that investments are larger and occur in a later stadium when more of the old capital
stock needs to be scrapped. Moreover, we obtain that the size of the firm’s investments
increase when the technology produces more profitable products. We see that the firm
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in the beginning of the planning period adopts new technologies faster as time pro-
ceeds, but later on the opposite happens. Furthermore, we find that the firm does not
invest such that marginal profit is zero, but instead marginal profit is negative.

Keywords (multipoint) Boundary value problem (BVP) - Discrete continuous
system - Impulse control maximum principle - Optimal Control - Product innovation -
Retrofitting - state-jumps

JEL Classifications C61 - D90 - 032 - 033

1 Introduction

In today’s knowledge economy innovation is of prime importance. Innovation has led
to the extraordinary productivity gains in the 1990s . In current business practice it
is felt that the heat is on and that firms must innovate faster just to stand still (The
Economist, October 13th 2007, Innovation: Something new under the sun). Therefore,
technological progress is a crucial input for firms in taking their investment decisions.
Greenwood et al. (1997) argue that technological progress is the main driver of eco-
nomic growth. They discovered that in the post-war period in the US about 60 % of
labor productivity growth was investment specific. Yorokoglu (1998) notes that infor-
mation technology is a prime example where embodied technological progress led to
an improvement of computing technology on the order of 20 times within less than a
decade in the 1980s—1990s.

This paper combines technology adoption with capital accumulation, taking into
account technological progress. The aim of this paper is to study the decision of
when to introduce a new product. To do so we employ the Impulse Control modeling
approach that is perfectly suitable to take into account the disruptive changes caused
by innovations. This also enables us to determine the length of the time interval that the
firm uses a particular technology, when it is time to launch a new product generation,
and how these decisions interact with the firm’s capital accumulation behavior. In Kort
(1989) a dynamic model of the firm is designed in which capital stock jumps upward
at discrete points in time at which the firm invests. However, technological progress
is not taken into account.

An example where a firm has to decide about investments in new generations of
products is the LCD industry. With every new generation the size of the mother glass
or substrate increases. As the LCD panels are cut out of the substrate, the substrate on
the one hand determines which panel sizes can be produced and on the other hand how
efficiently each possible panel size can be produced. We have a process innovation,
because a larger glass area provides a more efficient solution of the “cutting problem”,
and thus lower costs in the production process. A product innovation arises, because
the larger area of the substrate makes it possible to produce larger screens. For a firm
it is important to determine when it is optimal to introduce a new product. However,
since the new product will decrease the demand of the old product, the moment of
introduction is crucial.
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Feichtinger et al. (2006) employs a vintage capital goods structure to study the effect
of embodied technological progress on the investment behavior of the firm. They show
that in the case that a firm has market power a negative anticipation effect occurs, i.e.
when technological progress goes faster in the future, it is optimal for the firm to
decrease investments in the current generation of capital goods. However, a direct
implication of the vintage capital approach is that the firm adopts an infinite amount
of different technologies. Of course, in practice a firm can adopt a new technology a
limited number of times.

Grass et al. (2012) also combines technology adoption with capital accumulation,
while taking into account technological progress. They find that investment jumps
upward right at the moment that a new technology is adopted, and that the larger the firm
the later the investment in a new technology takes place. Moreover, they find that when
a firm has market power, the firm cuts down on investment before a new technology is
adopted. Whereas Grass et al. (2012) limits itself to process innovation, we concentrate
on studying product innovation. Grass et al. (2012) uses a multi-stage optimal control
approach where a firm adopts a new technology in each stage. Unlike Feichtinger
et al. (2006), the number of technology adoptions is limited. However, the number
of innovations is not determined by the model, but fixed exogenously instead. Unlike
Feichtinger et al. (2006) and Grass et al. (2012), in this paper capital accumulation only
occurs in lumps. Moreover, these lumps are determined by the model, i.e. the lumpy
investments are endogenous. In Saglam (2011) a multi-stage optimal control model
is studied where the number of technology adoptions is endogenous. However, unlike
our paper, the model does not incorporate any (fixed) cost associated with the adoption
and the considered firm has no market power. In Boucekkine et al. (2004) a two-stage
optimal control model is considered, where only one adoption occurs, without adoption
(fixed) cost. Both Boucekkine et al. (2004) and Saglam (2011) incorporate learning,
were the firm raises productivity of a given technology over time due to learning and
revenue is linear in the capital stock.

Our paper is mostly comparable to Grass et al. (2012). However, unlike Grass et al.
(2012), we can endogenously determine the number of technology adoptions over
the planning period and we do incorporate a fixed cost associated with a technology
adoption. However, the most significant difference with Grass et al. (2012) is that in
the present model investment takes place in lumps. The resulting upward jump in the
capital stock approaches reality more than a continuous development of capital stock
over time, the latter being the result of the analysis in Grass et al. (2012).

The method used to study firm behavior in this paper is Impulse Control. Impulse
Control theory is a variant of optimal control theory where discontinuities (i.e. jumps)
in the state variable are allowed. In Impulse Control the moments of these jumps as
well as the sizes of the jumps are decision variables. Blaquiere (1977a,b, 1979, 1985)
extends the standard theory on optimal control by deriving a Maximum Principle,
the so-called Impulse Control Maximum Principle, that gives necessary and sufficient
optimality conditions for solving such problems. Blaquiere’s Impulse Control analysis
is based on the present value Hamiltonian form. In this paper we apply the Impulse
Control theorem in the current value Hamiltonian framework as derived in Chahim
et al. (2012).
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One of the striking results is that the firm does not invest such that the marginal profit
is zero, but instead marginal profit is negative. Furthermore, we obtain that the firm in
the beginning of the planning period adopts new technologies faster as time proceeds,
but after some moment in time later technologies are used for a longer time period.
This behavior is different from Grass et al. (2012), who finds that the firm adopts new
technologies faster as time proceeds for the whole planning period, but this also differs
from the results found in Saglam (2011), who finds that later technologies are used
during a longer time period. Our results are somehow a combination of both.

This paper is organized as follows. In Sect. 2 we briefly introduce Impulse Control.
Section 3 gives the general setting and builds up the product innovation Impulse
Control model. Section 4 derives the necessary optimality conditions for the product
innovation problem, whereas Sect. 5 gives a brief description of the algorithms present
in the literature dealing with the Impulse Control Maximum Principle and describes
an algorithm to solve Impulse Control problems, based on a (multipoint) boundary
value problem (BVP) approach. In Sect.6 we study the investment behavior of a
product innovating firm, and in Sect.7 we extend this analysis by adding decreasing
demand, i.e. demand decreases over time due to competitors producing better products
because of technological progress. Finally, in Sect.8 we conclude and give some
recommendations for future research.

2 A brief introduction to impulse control

In this section we introduce a general impulse control model and provide necessary
optimality conditions.

Let us denote x as the state variable, u as an ordinary control variable and v’ as the
impulse control variable, where x and u are piecewise continuous functions of time.'
We denote 7 as the discount rate leading to the discount factor e™"" at time . The
terminal time or horizon date of the system or process is denoted by T > 0, and
x(TT) stands for the state value immediately after a possible jump at time 7. The
profit of the system between jumps is given by F(x, u, t), whereas G(x, v, t) is the
profit function associated with a jump, and S(x (7 1)) is the salvage value, i.e. the total
costs or profit associated with the system after time 7. Finally, f(x, u, ) describes
the continuous change of the state variable over time between the jump points and
g(x, v, 1) is a function that represents the instantaneous (finite) change of the state
variable when there is an impulse or jump.

The above results in the following optimal control problem

N

T .
max / e TP F(x @), u(t), 1) dr + Ze_”" Gx(r),v', 1) + T sty
u(-),N,7;,v 0 i=1

(la)
s.tx(t) = f(x(®),u(®),t), for t € [0, TI\{t1, ..., 1N} (1b)

! Note that the necessary optimality conditions presented in Theorem 1 also hold for measurable controls.
Applications typically have piecewise continuous functions.
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x(r{") —x(r;) = gx(r;), vl 1), for iefl,..., N}, (1c)
x(0)=x9, u()yel, v eV, ie{l,...,N}. (1d)

For N € N we assume the jump times to be sorted as
7, €[0,T] with 0<71<---<1§y <T,
x(rﬁ’) =limx(¢#) and x(r;) =limx(¢), for i =1,..., N, (le)
tlT N
and
X0 € R".

We assume that the domains &/ C R” and V C R/ are bounded convex sets. Eurther
we impose that F', f, g and G are continuously differentiable in x on R” and v on V,
S(x) is continuously differentiable in x on R”, and that g and G are continuous in t.
Finally, when there is no jump, i.e. v = 0, we assume that

g(x,0,1) =0,

for all x and ¢.

2.1 Necessary optimality conditions

We apply the impulse control maximum principle in current value formulation in
normal form derived in Chahim et al. (2012) to (1a)—(le).2 The resulting necessary
optimality conditions are presented in Theorem 1.

Before we state Theorem 1, let us define the Hamiltonian H and the Impulse Hamil-
tonian ZH by

Hx,u, M, t) := F(x,u,t) + Af(x,u,t), (2a)
TH(x,v, A, t) :=G(x,v,t) + Ag(x, v, 1), (2b)

and define the following abbreviations

Hls] := H(x(s), u(s), r(s), s), (2¢)
TH[s, v] :== TH(x(s "), v, A(s 1), s), (2d)
Gls,v] :=G(x(s7),v,s), (2e)
gls, vl :==gx(s7), v, ). (2f)

2 Other references deriving the necessary optimality conditions for the Impulse Control problems are
Blaquiere (1977a,b, 1979, 1985), Seierstad (1981) and Seierstad and Sydsater (1987).
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164 M. Chahim et al.

Theorem 1 (Impulse control maximum principle) Let for N € N with N > 0
x*(), u* (), N, T, .. Ty, v, ..., vV*) be an optimal solution of (1). Then there
exists a (piecewise absolutely continuous) adjoint variable A (-) such that the following
conditions hold:

u*(r) € argmaxH(x*(¢), u, A(¢),1), t€[0,T], (3a)
)L(t) =ri(t) — %H(x*(t), u (), A1), 1), tel0,T] \ {tl*, e, ‘[;\‘,} (3b)
Foreveryt =1, (i =1,...N), we have

0

o THE (@), 0™, @), T =™ <0, veV, (3c)
*—+ *— 0 % k— % *—4 *
NCARD YA —alH(x (Tt v A ), ), (3d)
3 >0 7=0
H[T ) — Ht "1+ r G}, v™*] — 5IH[r,.*, V*11=0 e (0,7) (e
<0 rl.* =T.
Fort € [0, T]1\ {z}, ..., Ty} it holds that
8 *
%IH(x ®),0,A(t),H)v <0, veV. (3f)
The transversality condition is
+ 9 * et
MTT) = as(x (7). (32)
Proof See Blaquiere (1977a, 1985). O

3 The product innovation model

Consider a firm that invests in lumps over time. Each time it invests it installs a
production plant suitable to produce the new product. Due to product innovation the
quality of the products, and thus also demand, increases over time. This implies that
the later an investment takes place, the better products can be made due to these
investments.

This is formalized as follows. A plant being installed at time T will make products
for which the price is given by the following inverse demand function:

p() =0(1) —q), “
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where g (¢) is the output at time ¢ and 6(t) = 1 + bt is the state of technology that
the firm adopts at time 7.> We further assume that technology within the firm does not
change between two technology adoptions, i.e. § = 0 for all r # 7. At the moment
the firm adopts a technology, the firm’s technology change is given by

9(tl.+) —0(r; ) =1+bt; —0(r; ) =b(r; — 7, ) = b(T7i — Ti-1).

Hence, as in Feichtinger et al. (2006) and Grass et al. (2012), we impose that tech-
nological progress increases linearly over time, where b is a positive constant. In
Feichtinger et al. (2006) it is argued that this holds when we consider the case that
technological progress is based on Moore’s law, implying that technology develops in
an exponential way over time. On the other hand, a Philips manager* argued that utility
is a logarithmic function of technology. In total this results in a linear increase of tech-
nological progress. In Saglam (2011) technology increases exponentially over time
and in Boucekkine et al. (2004) there are only two different technologies available.
We assume a simple production function in the sense that one capital good produces
one unit of output. Denoting the stock of capital goods by K (¢), this gives

K(t) =q(1). 5

We impose that only the capital stock of the new plant is able to produce the new
products, i.e. each plant has its own capital stock that produces the products with a
quality associated with the timing of the investment in this plant. In this setting we
can also model a situation where just 100y %, where y € [0, 1], of the capital stock is
scrapped, while the remaining machines or tools can be reused for the new product.
Hence, full scrapping corresponds to the case where y = 1. This implies that old
products, and thus also old capital goods, become worthless after the new plant is
installed, implying that the old capital goods can be scrapped.

Denoting investment by /(¢), at the moment the firm invests (adopts a new tech-
nology) capital stock changes by

K@) —KG@ ) =I1(t)—yK(T).
At time zero the capital stock is equal to zero, i.e.
K(©0)=0.
For each plant it holds that capital stock depreciates with rate 4, i.e.
K = —5K.

Investing in a plant implies that the firm has to pay a fixed cost, i.e. part of the cost
is independent of the plant size, and a variable cost that more than proportionally

3 We assume that technology is continuously changing, i.e. 6(¢) = 1+ bt. However, the technology within
the firm is the technology that the firm adopts at time 7.

4 Theo Claassen in the Dutch magazine Elsevier (January 24, 1998).

@ Springer



166 M. Chahim et al.

increases with the size of the plant. In particular, we assume that the investment cost
is given by

C+al +pI*> forl >0,
cin= 0 for 1 = 0.
This type of investment cost function, but without the fixed cost, is common in the
literature (e.g., among others, see Grass et al. (2012) and Sethi and Thompson (2006,
pp- 83-88)), in which besides the fixed cost, the linear term consist of acquisition cost,
where the unit price is equal to @ and the quadratic term represents the adjustment
cost. Instead of a quadratic term, any other convexly increasing function could have
been imposed.
Total discounted revenue is given by

T

/67” [0 (1) — K (D] K (1)dt, (6)

0

where instantaneous revenue is determined by output price times output. Concerning
the objective (6) please note that 6(¢) is constant in the time interval between two
jumps in such a way that it equals its value obtained at the jump, when the interval
starts. This means that on the time interval (z;, tj+1) it holds that (¢) = 0(t;). Since
we have a finite time planning period, a salvage value has to be defined. This salvage
value is equal to the value of the firm at the time horizon 7. We assume that this value
is given by

7 10y) — K(THIK(TH)

+ r+24

N

The salvage value (7) is a lower bound of the discounted revenue stream of the firm
after the planning period.

Total discounted investment cost is given by the sum of the cost of adopting a new
technology, discounted at the time the adoption takes place. This results in

N
=D IO (1), ®)
i=1
The above gives rise to the following impulse control model:

T

N
max /e_” [6(t) — K ()] K(t)dt — Ze‘”"C(l (t:))

I1(),%i,N .
0 i=1

7 10y) — K(THIK(TH)

+
r+34

; ©)
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subject to
K (1) = —8K (t) forall r#1,..., 1N, (10)
6 =0 forall t#£1T,...,TN, (11)
K(r{")—K(ri_) =I(t;)) —yK(z;) forall i=1,...,N, (12)
Q(Ti+) —0(t7)=1+bt; —0(r]) forall i=1,...,N, (13)
K(0) =0, (14)
0 (0) =1. (15)

This is an Impulse Control problem as described in Blaquiere (1977a,b, 1979, 1985).
Note that this innovation model only contains an impulse control variable and no
ordinary control variable. This approach differs from the multi-stage approach used in
Grass et al. (2012), because here investment takes place in lumps and every investment
goes along with a fixed cost. As in Grass et al. (2012) we can model all situations
between the extreme cases where after every new investment the old capital goods
are scrapped (y = 1) and where all the capital can be kept (y = 0) to produce the
new product. Another benefit of the above model compared to Grass et al. (2012) is
that the number of technology adoptions over the planning period is endogenously
determined.

4 Necessary optimality conditions for the product innovation problem

We apply the impulse control maximum principle in current value formulation derived
in Chahim et al. (2012). Other good references deriving the necessary optimality
conditions for the Impulse Control problems are Blaquiere (1977a,b, 1979, 1985),
Seierstad (1981) and Seierstad and Sydseter (1987). We define the Hamiltonian H
and the Impulse Hamiltonian Z'H for the product innovation problem as

HItl =16 () — K (1K (1) — 1 (1) 8K (1) . (16)
THIt] = —C — el () — B1 (1)> + 11 (I (@) — yK (1))
taa(14bn —0()), (17)

and obtain the adjoint equations

)ll =+ @) —-000)+2K (1), (18)
A (1) =1 (t) — K (1). (19)

The jump conditions are

—a =281 (%) + A (177) =0, (20)
i (5) = (57) = v (). en
A2 (fi+) — A2 (Ti_) =2 (Ti+) ) (22)
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from which we conclude that
M) =0 =y r (),
which equals zero for y = 1, and
A (t7) =0.

The condition for determining the optimal switching time t; is

- . + X
Hlt ' —HIr 1 - 0G (x (), v 2 (1) @) +7G (x (7)., vi, A (7). @)

ot
— >0 fort*=0
oelt. = i
1 (1) g{g; ] =0 for tf €(0,T)

<0 fort*=T.

Using the above specification, we get
[0 (") =K (t)] K (t7) = [0 () = K (t7)] K (z7)
=1 (57) 8K (1) + a1 (17) 8K (1) — rC — ral (1) — rBI (1:)* — bAs (7;1)
>0 for rl.* =0
=0 for7*e€(0,7) (23)
<0 fort*=T.

The transversality conditions are

0(ty) — 2K (T7)

M (TH) = 24
1 (T7) " (24)
K(T)

o (TT) = —= 25
2 ( ) r+34. 25)
At the non-jump points t # 71, ..., Ty, it holds that lim;_¢ 3%—,7'[ = o0 due to the

fixed cost. Hence, the conditions for applying the Impulse Control Maximum Principle
are met, see Section 2.3 of Chahim et al. (2012).

5 Algorithm

In the literature three different algorithms are derived based on the Impulse Control
Principle (Blaquiere (1977a,b, 1979, 1985) and Chahim et al. (2012)). Luhmer (1986)
derived a forward algorithm (starts at time 0) and Kort (1989, pp. 62-70) derived a
backward algorithm (starts at final time horizon 7'). Luhmer (1986) starts at # = 0 and
uses the costate variable, as input to initialize his algorithm. Kort (1989) implements
a backward algorithm that starts at the time horizon, i.e. t = T, and initializes the
algorithm using the values of the state variables. Finally, Grass and Chahim (2012)
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designs an algorithm that is a combination of continuation techniques and a multi-point
Boundary Value Problem (BVP) to solve Impulse Control problems.

The problem described by (9)—(15) has two state variables, the stock of capital
(K (t)) and technology (6(¢)). The question is which algorithm is most suitable for
this model. Applying the forward algorithm to problem (9)—(15) has a drawback.
Namely, we have to guess the initial values for the two costate variables, A1 and X».
A wrong guess of the costate variables at the initial time results in a solution that
does not satisfy the transversality conditions (24) and (25), which implies that the
necessary optimality conditions are not satisfied. For the backward algorithm we start
with choosing values for the state variables at time 7. The resulting solution always
satisfies the necessary optimality conditions, but here the problem is that the algorithm
has to end up at the right K (0) and 6(0). In other words, with the backward algorithm
one can apply the right necessary conditions to the wrong problem. An example where
the backward algorithm is applied successfully is Chahim et al. (2013). Moreover, in
Chahim et al. (2013) clear upper and lower bounds have been derived for the state
variable.

In addition, the backward algorithm has another drawback. When we apply it to
the problem described by (9)—(15), starting at the time horizon and going back in time
requires knowledge of the technology before the investment. In particular, we obtain
from equation (23) that we need to know 9(1;) =1+bryandO(ry) =0(ty—1) =
1 4+ bty—_1. Hence, solving this equation for ty requires that we know ty_;. And
with the backward algorithm, this predecessor is not known. We conclude that the
backward algorithm is not suitable to solve our model.

5.1 (multipoint) Boundary value approach

In this section we describe a (multipoint) boundary value problem (BVP), that is useful
to solve Impulse Control problems. The idea behind the boundary value approach is
that at the time interval between two jumps the system of differential equations (canon-
ical system) combined with the boundary conditions (initial and final conditions) is
solved. After each found jump the (multipoint) BVP is updated to find the next jump.

To simplify the presentation and to concentrate on the main concepts of the numer-
ical algorithm, we make the following assumptions.

Assumption 1 For every time horizon 7 > 0 there exists a unique optimal solution
of (1), with a finite number of jumps (which in general depends on T').

Assumption 2 Letfor 7 > 0 the jump times be (t,-)f\’:l withO <11 <...<ty < T,
and x(T) := (x(z; ), x(t1+), v, ., X (T, x(r;), vy ) be the vector of left and right
limits of the states together with the optimal impulse control values for the given time
horizon T'. Then in a neighborhood of T the solution vector x(7') is continuous.

For the algorithm T is a continuation variable. During the continuation process 7T is
increased and the conditions for possible jumps are monitored.
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170 M. Chahim et al.

Assumption 3 Condition (3¢) implies

9 * o k— % *+ *

B_IH('X (tl )7 v, )\'(Tl )7 Tl' ) = 07 (26)

v
and with 25 TH(x*(¢77), v*, A(; ), ) < 0 this yields
v = 0 AT, ). 27

In general condition (3c) does not imply that the optimal impulse control value can
be found as the arg max of the Impulse Hamiltonian. However, for the model in this
paper it holds, since the ZH is concave for positive /.
To formulate the (multipoint) BVP we introduce the following notation for the canon-

ical system dynamics:

x(1) = hy(x (@), A1), 1), (28a)
M) = ha(x (1), A1), 1). (28b)

For the conditions at a jumping time T we define:

Pt x@) AN, ) =x@h) —x@ ) —gln,x@T) —x(@T )], (28¢)

JreE) A, M), 1) = AT — A + %IH[T, x(tT) —x(t7)],

(28d)
JT@), x(@™), A@ ), A7), 1) i= HIt "] = HIt "]+ rGlr, v]
0
— B—IH[r,x(rJr) —x(z)]. (28e)
T
Now let (x*(-), u*(-), N, t{, ..., Ty, v, ..., vV*) be the optimal solution of (1)
with 0 < 7 < ... < 73y < T. Then the necessary conditions yield the following
(multipoint) BVP:
Xi(@t) =hi(x;@®), 20,0, telt_,nul,i=1...,N+1, (29a)
)'»,‘(t) =ho(x; (1), A (), 1), telti_1, 5], i=1,...,N+1, (29b)
jx(xl(tl+)7xl(‘cl_)s)\'l(rl—‘r)aTl) :()1 i = 17'-'9N7 (290)
JHi () ki) ki), ) =0, i=1,...,.N, (29d)
JUi (), xi (), A (5D Ai(rT), 1) =0, i=1,...,N, (29¢)
SOn+1(T), An41(T)) =0, (291)
x1(0) —xo =0, (292)

where (29f) denotes the transversality condition (3g), 7o = 0 and ty 41 = T.
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Product innovation with lumpy investment 171

After defining 7 (s) := t; — (i —s)A71;, with At; := 1; — 1,1, we rewrite (29) into

Xi(8) = Atihi(x;(s), Ai(s),t(s)), seli—1,i],i=1,...,N+1, (30a)
)'Li(s) = Atihy(x;(s), Li(s),t(s)), seli—1,i],i=1,...,N+1, (30b)

JEEaGT), (@ 7), ki), 5) =0, i=1,...,N, (30¢)
Jra) LG, MG, w) =0, i=1,....N, (30d)
J G, % ), kG, A G7), ) =0, i=1,...,N, (30e)
SN (N + 1), An41 (N + 1) =0, (30f)
x1(0) —x0 =0. (30g)
The jump times t;, i = 1..., N, appear as unknown variables.
To handle the case Ty = T we introduce the (unknown) variables
xT := xn41(TT),
IT := Ay 41 (T,
together with the additional boundary conditions
J*&T, xn 41 (N + D,IT, T) =0, (31a)
JOnA (N 4+ DT, v (N 1), T) =0, (31b)
and replace (30f) by
SKT,1T) = 0. (31¢)
The case 71 = 0 can be treated in an analogous way. We therefore set
x0 := x1(0™),
10 := 11 (07),
together with the additional boundary conditions
jX (XO’ X0, 107 O) = Oa (32a)
J* (40,10, 21(0), 0) = 0, (32b)
and replace (30g) by
x1(0) —x0 = 0. (32¢)

During the continuation process it may be of interest to determine the exact value of
end time 7 where the solution jumps at the end time and additionally the condition
(30e) is satisfied. In general this characterizes the crossing from a jump at the boundary
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to an interior jump. For that case the time horizon T is considered as a free variable
and the condition

G N1 (N + 1), XT, Ay 1 (N + 1),1T, T) =0, (33)
is appended to (31).

Initializing the BVP To find the solution of a specific problem of type (1) we can apply
a continuation strategy with respect to the time horizon 7'. Therefore, as a first step
we have to determine an initial (optimal) solution.

Due to Assumption 1, the initial condition together with the transversality condition
yield the necessary equations for 7 = 0. This solution can be used as a starting point
for paths, which for a “small” time horizon do not exhibit a jump point.

6 Endogenous lumpy investments

When a firm is dealing with market power, the output price decreases with the quantity
that is produced. Since it holds in this model that with one unit of capital stock one
unit of output is produced, we have that the output price decreases with the amount of
capital. So during the time period between two investments the output price increases,
since depreciation decreases capital stock.> We consider no scrapping, partial scrap-
ping and total scrapping, i.e. we consider y = 0, y = 0.5 and y = 1. We provide a
numerical analysis starting with the parameter values

1 1
b:—logZ:ElogZ, a=0, =02, C=2 r=0.04, §=0.2,
n

which we adopt as the benchmark throughout this paper. As in Grass et al. (2012), we
base our value for b on Moore’s law,® where the value for b is such that the efficiency
of the technology doubles every n years where we put n = 2. The results of the first
ten investments, are presented in Table 1 for 7 = 100. It turns out that the number of
investments, N, undertaken by the firmis N =40 fory =1, N =49 for y = 0.5
and N =59 for y = 0.

Ignoring the first and last investment, we see that the better the technology is,
the larger the investment becomes. It seems as if the firm delays the first investment
(compared to the others) to start production of a new good. In Fig. 1a this is clearly
seen (also see Figs.4a, 6a in “Appendix”). To understand what happens with the
first investment we have to distinguish between y < 1 and y = 1. When y < 1
capital growth is increased with each investment without fully scrapping the old capital
stock. Because there is only limited scrapping, at an early stage the firm undertakes a
relatively high investment to start production. A firm only undertakes this relatively

5 Capital decreases due to depreciation via (5) this causes output to decrease and finally (4) implies that
output price increases.

6 Moore’s law still holds, The Economist, J uly 14th 2012, Chipping in: A deal to keep Moore’s law alive.
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Table 1 First ten investments of Impulse Control solutions for y. T = 100 and parameter values r = 0.04,
§=02,b= %logZ,ﬁ:O.Z,a:O.C:Z,Ko=0and0(0)=1

y=0

y =05

y=1

(7 1(77))

4.1651: 1.4877
7.3464 : 1.3571

4.1462 : 1.4682
7.4147 : 1.7204

3.8509 : 1.3689
7.1308 : 1.9589

10.0022 : 1.4032 10.1649 : 2.0101 9.9511:2.4614
12.3693 : 1.4610 12.6433 : 2.2785 12.5559 :2.9262
14.5474 : 1.5188 14.9499 : 2.5312 15.0389 : 3.3716
16.5895 : 1.5751 17.1370: 2.7731 17.4476 : 3.8067
18.5276 : 1.6299 19.2361 : 3.0070 19.8100 : 4.2365
20.3835: 1.6837 21.2682:3.2353 22.1437 : 4.6639
22.1724 : 1.7365 23.2479 : 3.4594 24.4606 : 5.0910
23.9056 : 1.7887 25.1861 : 3.6805 26.7688 : 5.5191
Revenue (discounted) 802.4809 790.1920 771.3955
Investment cost (discounted) 35.3109 67.8103 97.6050
Total profit (discounted) 767.1700 722.3817 673.7904
25
sl
r ** 2 20| ~
. **** | § ~
5 o 25| ~
—~ o ® —~
=y **W***** g wl —~
2 **********M > 5 —
) b rrt .
o 100 0 T, T T % T T T T,
(a) (b)

Fig.1 For T = 100 and parameter valuesr = 0.04,6 = 0.2,y =0,b = % log2,=02,0=0,C =2,
Ko = 0and 6(0) = 1. a Lumpy investments, / (7;). b Undiscounted revenue for the first ten investments

high investment if there is limited scrapping, because the investments help to increase
the capital stock in the future.

This behavior is illustrated in Fig. 1a. Drawing a line in the point of Fig. 1a ignoring
the first and last investment not only tells us that the first investment is relatively large,
but also that the last investment is small. This last investment being small occurs due
to the fact that the salvage value of the problem is (too) low, because it does not take
into account technological improvement after time 7.

Table 1 shows that the higher the scrapping percentage the larger the investments
become. This makes sense because a firm that wants similar production has to invest
extra to replace the scrapped parts. This scrapping increases the investment cost and
at the same time, due to the quadratic term in the investment cost function, investing
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Table 2 Technology level and

capital for T = 100 and Ti g(ri_’_) K (ri+) %
faia‘éff)tj’r (;’ a:lugf ;’ - g’log . 19.6234 7.8009 3.8574 2.0224
B=02a=0C=2Ky=0 345329 12.9682 6.4650 2.0059
and 6(0) =1 50.7184 18.5777 9.2706 2.0039
70.6244 25.4766 12.7165 2.0034
99.7453 35.5691 17.7443 2.0045

such that the same level of capital is reached as in the case of no scrapping, is too
expensive. Hence, the optimal level of capital stock in the case of scrapping is lower
than under no scrapping, which explains the lower revenue. It turns out that a higher
scrapping percentage decreases the number of investments during the planning period.

Another striking effect can be noticed when looking at Fig. 1b. We see that the firm
invests in a new product such that marginal revenue is negative. In a “static” model
(i.e. a model that does not depend on time) we know that the firms optimize profit and
hence invest at the moment that marginal cost is equal to marginal revenue. Since we
did not include any operation cost, we know that marginal cost is equal to zero. Hence,
when marginal revenue is equal to zero, [i.e. K(¢) = 0(z;)/2] investment would be
optimal according to this rule. In our dynamic setting it is impossible to stay at the
point where marginal revenue is equal to zero, due to depreciation. In Table 2 we
show the results for a case where we have no depreciation. We see that indeed the
investments are such that the level of capital is set to K (1) = 6(t;)/2. In the case that
we have depreciation, the firm overinvests, i.e., invests such that marginal revenue is
negative. Then up until the next investment, marginal revenue increases, becomes zero
after some time, and then turns positive.

In Fig.2 we have plotted the length of the time interval between two investments.
We see that in the beginning of the planning period the firm adopts new technologies

3.2 (%

3k |
28 b
26 1

1_ 241 x i

* x¥
16 Fxg R * .

*x FxK
14 HHRIS A A K FHFHFAFHK

N T T T T T T T N A S T S S S S S SR TR N
0 2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50 52 54 56 58
|

Fig. 2 The length between two investments for 7 = 100 and parameter values r = 0.04,5 = 0.2, y =0,
b= %logZ,ﬁ =02,0a=0,C=2,Kyp=0and0(0) =1
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faster as time proceeds and after some moment it uses later technologies for a longer
time period. This behavior is different from Grass et al. (2012), who finds that the firm
adopts new technologies faster as time proceeds for the whole planning period. It is
also different from the results found in Saglam (2011), who finds that later technologies
are used during a longer time period. Our results are somehow a combination of both.
An explanation for this could be that in the beginning of the planning period the firm
does not invest much since productivity is low. After some time technological progress
is such that each investment is more profitable, which makes that the corresponding
capital goods are used for a longer time. For this reason the time between investments
increases. Also for higher T a similar effect is found.

6.1 Sensitivity analysis with respect to the rate of technology change

Here we study how the rate of technological progress affects the investment behavior
of a firm. Remember that we have assumed, using Moore’s law, that the efficiency of
a technology doubles every n years, setting n = 2 for our benchmark case. Table 3
shows the first ten investments for different values of the technology rate b. In turns out
that the number of investments, N, undertaken by the firmis N = 45 for b = % log2,
N =41forb = ;log2, N = 38forb = +log2, N = 36forb = Llog2, N = 29 for
b= 11—0 log2. Whenn > 5 an investment takes place at ¢ = (. The explanation behind
this is that for n > 5 we have, under Moore’s law, that it takes more than five years for
the efficiency of a technology to double. Since we have a depreciation rate of 20 %,
this means that the firm’s capital stock is (almost) depreciated before the efficiency of
a technology doubles. So the firm has no incentive to wait and invests at t = 0.

6.2 Sensitivity analysis with respect to the fixed cost

One of the main differences between Grass et al. (2012), Boucekkine et al. (2004)
and Saglam (2011) is that they do not incorporate any (fixed) cost, whereas this paper
assumes that a fixed cost is included for each investment. Here we study how increasing
this fixed cost affects the investment behavior of the firm. Table 4 shows the first ten
investments for different sizes of fixed cost. In turns out that the number of investments,
N, undertaken by the firmis N = 44 for C = 4, N = 39 for C = §, N = 33 for
C = 16 and N =27 for C = 32. It is easily seen, that if we increase the fixed
cost, the first investment is delayed and at the same time the time period between two
investments increases. Hence, the number of investments decreases if the fixed cost
increases. Comparing the results more carefully, we see that the size of the lumpy
investments (i.e. jumps) increases, when C increases.

7 Lumpy investments under decreasing demand
In this section we consider the case where the demand for an existing product decreases

over time. A main reason could be that the competitors’ products become better due
to their product innovations.
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Table 4 Impulse Control solutions for C, T = 100 and parameter values y = 0.5, r = 0.04, § = 0.2,
b= %logZ,,B =02,0a=0,Kg=0and0(0) =1

C=4 C=38 C=16 C=32

(t; . I(77)) 5.7915:1.8832  8.0844:2.4856  11.1517:3.3199 15.2866 : 4.4754
9.6593:2.2099  12.7147 :2.9206 16.6712:3.8947 21.8148:5.2241
12.8816 :2.5607 16.5386 :3.3546 21.1933:4.4297 27.1293 :5.8789
15.7638 : 2.8797 19.9372:3.7422 25.1901 : 4.8993 31.8052 : 6.4443
18.4283 :3.1763 23.0621 : 4.0984 28.8471:5.3256 36.0657 : 6.9513
20.9394 :3.4571 25.9923 :4.4325 32.2606:5.7215 40.0266 : 7.4169
23.3358 :3.7265 28.7755:4.7502 35.4889:6.0947 43.7577 :7.8515
25.6433 :3.9871 31.4435:5.0556 38.5705:6.4506 47.3050:8.2618
27.8799 : 42412 34.0186:5.3513 41.5327:6.7926 50.7012 : 8.6525
30.0590 : 4.4903 36.5173:5.6394 44.3957 :7.1237 53.9701 : 9.0270

Revenue (discounted) 780.7835 769.1875 747.0746 712.6433
Investment cost (discounted) 79.5936 96.8939 120.5584 150.9987
Total profit (discounted) 701.1899 672.2936 626.5162 561.6447

8

a

2

>

(@]

Ti t

Fig. 3 output price as a function in time for § > n

We incorporate decreasing demand by setting & = —n6(r), where 7 is some positive
constant. Since it is reasonable to assume § > 1 > 0,’ the output price after investment
is first increasing and then decreasing, see Fig.3. Hence, after a firm invests, capital
stock depreciates and the output price first increases, and after some time this output
price is decreasing due to this decreasing demand. Then the model becomes

T

max /e_” [0 @) — K@K (@(t)dt

i,l,ti,N
0

7 Since we are dealing with product innovation and assume a depreciation rate of 20 % it is unlikely that
demand decreases by more than (or equal to) 20 % and hence we do not consider the case that n > § > 0.
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_ ie—”i (C + ol (1) + BI (Ti)z)

i=1

[0 (T*) — K(THIK(T™)

+e'T , 34
e e in (34)
subject to
K(t)=—8K () forall r#1,...,1TN. (35)
6 (1) =—n6(t) forall r#1,...,1TN, (36)
K" —K(r7)=1I1(x) —yK(zr7) forall i=1,...,N, (37)
0(t")—0(t7)=1+bt; —0(r;) forall i=1,...,N, (38)
K(0) =0, (39)
6 (0) = 1. (40)

Remember that in Sect.6 the output price was decreasing in capital stock. Hence,
due to depreciation the output price is increasing in the time period between two
investments. Since we are considering product innovation, it makes more sense that
demand of a given product during the time period decreases. This is because over
time new products are invented by other firms, which reduce demand of the current
product. This demand decrease has a negative effect on output price and hence the
firm has even a greater incentive to invest in a new technology.

In turns out that the number of investments, N, undertaken by the firm is N = 40
for n = 0.01, N = 35 for n = 0.02 and N = 31 for n = 0.03. Looking at the
results of Table 5 we can see that a change in the decrease of demand directly affects

Table 5 First ten investments of Impulse Control solutions for , 7 = 100 and parameter values y = 0.5,
r=0.04,8=02,b= %logZ,,B =02,0a=0,C=2,Kgp=0and6(0) =1

n =0.01 n =0.02 n=0.03

(7. 1(77)) 5.2730: 1.7250 6.3504 : 1.9594 7.5126 :2.2042
8.9696 : 2.0366 10.4003 : 2.3175 11.902 : 2.6060
12.0850 : 2.3821 13.8098 : 2.7062 15.5932:3.0359
14.9011 : 2.7029 16.8941 : 3.0676 18.9345 : 3.4366
17.5308 : 3.0067 19.7779 : 3.4110 22.0629 : 3.8188
20.0327 : 3.2991 22.5261 :3.7427 25.0493 : 4.1897
22.4425 : 3.5837 25.1779 : 4.0670 27.9368 : 4.5542
24.7835 : 3.8631 27.7594 : 4.3869 30.7539 : 49156
27.0723 : 4.1393 30.2889 : 4.7047 33.5212:5.2765
29.3212 : 4.4136 32.7803 : 5.0219 36.2541 : 5.6390

Revenue (discounted) 762.5966 733.2291 701.2148

Investment cost (discounted) 61.1145 56.6083 52.6074

Total profit (discounted) 701.4821 676.6208 648.6074
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the investment behavior. It is clear to see, that if we increase n the first investment is
delayed (compared to a smaller n) and at the same time the time period between two
investments also increases. Hence, the number of investments decreases if the decay
rate of the demand increases. This makes sense, since less demand makes investing
less attractive. This results in a lower investment cost for higher n. Moreover, the larger
n the lower the output price (compared to a lower 1) and hence the lower the revenue.

8 Conclusions

This paper employs an Impulse Control modeling approach that is perfectly suitable
to take into account the disruptive changes caused by innovations. We describe and
implement an algorithm based on current value necessary optimality conditions. The
necessary conditions are solved using a multi-point Boundary Value Problem (BVP)
combined with some continuation techniques.

Based on our numerical analysis we have derived some guidelines for lumpy invest-
ments in new technology:

e A striking result is that the firm does not invest such that marginal profit is zero,
but instead marginal profit is negative. Indeed, due to depreciation capital stock
decreases in between two investments, implying that marginal profit goes up there
due to the decreasing returns to scale assumption. The implication is that during
such an interval first marginal profit is negative, but then after a while it turns
positive and this stays that way until it is time for the next investment.

e We find that investments are larger and the time between investments is larger
when more of the old capital stock needs to be scrapped. If a change in technology
permits the firm to keep, update and reuse part of its capital stock, the investments
are smaller.

e A nontrivial result is the optimal timing of investments. We see that the firm in the
beginning of the planning period adopts new technologies faster as time proceeds,
but later on the opposite happens. Moreover, we obtain that the firm’s investments
increase when the technology produces more profitable products.

e Numerical experiments show that if the time it takes to double the efficiency of a
technology is larger than the time it takes for the capital stock to depreciate to half
of its original level, the firm undertakes an initial investment.

e Further sensitivity results were provided for a scenario of decreasing demand. We
find that when demand decreases over time and when fixed investment cost is
higher, then the firm invests less throughout the planning period, the time between
two investments increases and the first investment is delayed.

Interesting directions for further work would be to consider running cost in the model or
to introduce a learning effect. Another possible extension would be to let the scrapping
percentage depend on time.

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.
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Appendix: Figures for all cases

See Figs. 4,5, 6 and 7.
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Fig. 4 For T = 100 and parameter values r = 0.04,6 = 0.05, y = 0.5,b = %log 2,6=02,0a =0,
C =12,Ky = 0and 6(0) = 1. a Lumpy investments, /(z;), b Undiscounted revenue for the first ten
investments
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Fig. 5 For T = 100 and parameter values r = 0.04,6 = 0.2,y = 0.5,b = %log 2,6 =02, =0,
C=2,Kp=0and6(0) =1
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Undiscounted revenue

(a)

Fig. 6 For T = 100 and parameter values r = 0.04, §
C =2,Kyp = 0and 6(0) = 1. a Lumpy investments,
investments
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Fig.7 For T = 100 and parameter valuesr = 0.04,6 =02,y = 1,b = % log2,=02,0=0,C =2,
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