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Correction to:  Calcolo (2016) 53:133–145  
https:// doi. org/ 10. 1007/ s10092- 015- 0140-5

Note that inequality (9) in the Original Article is incorrect. In fact, by 
Cauchy–Schwarz Inequality, we have

which implies that
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The original article can be found online at https:// doi. org/ 10. 1007/ s10092- 015- 0140-5.
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By Cauchy–Schwarz Inequality again, we have

which means that

Then we have inequality (9) in the Original Article is incorrect, that is

is incorrect. Then Remark 2.1 in the Original Article should be modified in the fol-
lowing way:

Remark 2.1 (2) and (3) in the Original Article imply that

By Cauchy–Schwarz inequality, we have

which means that terminates condition ‖F(xk)‖ = 0 in Algorithm 2.1 in the Original 
Article can be implied by ‖dk‖ = 0 . Therefore, the terminates condition ‖F(xk)‖ = 0 
in Algorithm 2.1 in the Original Article can be replaced by ‖dk‖ = 0.
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