
        
    
        
            
            
                
            

            
        
    

        
    
        
            
            
                
            

            
        
    


        
    




        

        
    Skip to main content

    

    
    
        
            
                
                    
                        [image: SpringerLink]
                    
                
            
        


        
            
                
    
        Log in
    


            
        
    


    
        
            
                
                    
                        
                            
                        Menu
                    
                


                
                    
                        
                            Find a journal
                        
                    
                        
                            Publish with us
                        
                    
                        
                            Track your research
                        
                    
                


                
                    
                        
                            
                                
                                    
                                Search
                            
                        

                    
                    
                        
 
  
   
  Cart
 


                    
                

            

        
    




    
        
    
        
            
                
                    
    
        
            	
                        Home




	
                        Algorithmica

	
                        Article

Complexity Results for Throughput and Latency Optimization of Replicated and Data-parallel Workflows


                    	
                            Published: 04 October 2008
                        


                    	
                            Volume 57, pages 689–724, (2010)
                        
	
                            Cite this article
                        



                    
                        
                        
                    

                
                
                    
                        
                            
                            
                                
                                [image: ]
                            
                            Algorithmica
                        
                        
                            
                                Aims and scope
                                
                            
                        
                        
                            
                                Submit manuscript
                                
                            
                        
                    
                

            
        
    


        
            
                

                

                
                    
                        	Anne Benoit1 & 
	Yves Robert1 


                        
    

                        
                            	
            
                
            188 Accesses

        
	
            
                
            14 Citations

        
	
            Explore all metrics 
                
            

        


                        

                        
    
    

    
    


                        
                    
                


                
                    Abstract
Mapping applications onto parallel platforms is a challenging problem, even for simple application patterns such as pipeline or fork graphs. Several antagonist criteria should be optimized for workflow applications, such as throughput and latency (or a combination). In this paper, we consider a simplified model with no communication cost, and we provide an exhaustive list of complexity results for different problem instances. Pipeline or fork stages can be replicated in order to increase the throughput by sending consecutive data sets onto different processors. In some cases, stages can also be data-parallelized, i.e. the computation of one single data set is shared between several processors. This leads to a decrease of the latency and an increase of the throughput. Some instances of this simple model are shown to be NP-hard, thereby exposing the inherent complexity of the mapping problem. We provide polynomial algorithms for other problem instances. Altogether, we provide solid theoretical foundations for the study of mono-criterion or bi-criteria mapping optimization problems.
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