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Abstract. We consider the massless field with zero boundary conditions outsideDN ≡
D ∩ (Zd/N) (N ∈ Z+), D a suitable subset ofRd , i.e. the continuous spin Gibbs measure
PN onRZd /N with Hamiltonian given byH(ϕ) = ∑

x,y:|x−y|=1 V (ϕ(x)−ϕ(y)) andϕ(x) = 0
for x ∈ DC

N . The interactionV is taken to be strictly convex and with bounded second de-
rivative. This is a standard effective model for a(d + 1)-dimensional interface:ϕ represents
the height of the interface over thebase DN . Due to the choice of scaling of the base, we
scale the height with the same factor by settingξN = ϕ/N .

We study various concentration and relaxation properties of the family of random sur-
faces{ξN } and of the induced family of gradient fields{∇NξN } as the discretization step
1/N tends to zero (N → ∞). In particular, we prove a large deviation principle for{ξN } and
show that the corresponding rate function is given by

∫
D
σ(∇u(x))dx, whereσ is the surface

tension of the model. This is a multidimensional version of the sample path large deviation
principle. We use this result to study the concentration properties ofPN under the volume
constraint, i.e. the constraint that(1/Nd)

∑
x∈DN ξN(x) stays in a neighborhood of a fixed

volumev > 0, and the hard–wall constraint, i.e.ξN(x) ≥ 0 for allx. This is therefore a model
for a droplet of volumev lying above a hard wall. We prove that under these constraints
the field{ξN } of rescaled heights concentrates around the solution of a variational problem
involving the surface tension, as it would be predicted by the phenomenological theory of
phase boundaries. Our principal result, however, asserts local relaxation properties of the
gradient field{∇NξN(·)} to the corresponding extremal Gibbs states. Thus, our approach
has little in common with traditional large deviation techniques and is closer in spirit to
hydrodynamic limit type of arguments. The proofs have both probabilistic and analytic as-
pects. Essential analytic tools areLp estimates for elliptic equations and the theory of Young
measures. On the side of probability tools, a central role is played by the Helffer–Sjöstrand
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[31] PDE representation for continuous spin systems which we rewrite in terms ofrandom
walk in random environment and by recent results of T. Funaki and H. Spohn [25] on the
structure of gradient fields.

1. Introduction and main results

1.1. Problems of phase separation

In various models of Statistical Mechanics pure phases are expected to be separated
on the macroscopic scale along a deterministic surface of minimal energy, that is
along a solution to a certain constrained isoperimetric type variational problem. A
thermodynamical formulation of this fact was developed by Wulff [49]: the equi-
librium shapeK ∗

v of a crystal of the prescribed volumev should minimize the value
of the integral surface tension functional

K 7→
∫
∂K
τ
(
n(s)

)
ds , (1.1)

under the fixed volume constraint vol(K ) = v, whereτ is the direction dependent
surface tension between the crystal and its vapour (andn(s) is the outward normal
to ∂K at s).

In probabilistic terms such statements should correspond to very peculiar limit
results as the size (number of random variables) of the statistical mechanical system
tends to infinity. In a sense these results lie beyond the framework of the theory
of large deviations ([23], [40], [19]) for Gibbsian random fields, and not only for
merely technical reasons: the phenomenon in question is not abulk one and all the
key issues have to be settled in the regime of zero specific relative entropy. More-
over the very notion of the bulk entropy is irrelevant here, since phase separation
manifests itself precisely in the breaking of translation invariance.

A rigorous probabilistic approach to the problems of phase separation was
developed by Dobrushin, Kotecký and Shlosman around 10 years ago in the mono-
graph [22], where it was also brilliantly and comprehensively implemented in the
context of the two-dimensional low temperature (β � 1) Ising model.

The results of [22] triggered a wave of investigations which, however, have
been confined to the original two-dimensional DKS-setting and to the attempts to
relax their formidable proofs and to push their results all the way up to the critical
temperature ([4], [42], [32], [33], [46], [17], [43]). Only recently the issue was
completely resolved in the whole of the phase transition region [34].

The results of [22] and [34] have been obtained directly under the canonical
constraint, that is on the level of local limit theorems with sharp finite volume correc-
tions. Roughly speaking, the DKS approach of [22] is to split the problem into two:

1. Study the statistics of the phase boundaries;
2. Give refined local estimates on the fluctuations of the order parameters inside

and outside these phase boundaries, that is in large but still finite volumes and
in various metastable regimes.
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The solution to both of these problems was strongly linked in [22] and [34] to
the particular structure of the 2D Ising model, and it is not immediately clear how
to extend it not only to higher dimensions but even to other ferromagnetic two-
dimensional models with a more complex structure of interactions, e.g. next near-
est neighbour Ising model.

In the physically more interesting case of higher dimensions, rigorous results
have been so far obtained only on the level of weak integral limit theorems: a Gauss-
ian one-droplet model with prescribed wetted region has been worked out in [6],
and a sort of deterministic Winterbottom construction [48] of a small equilibrated
particle placed on a foreign substrate has been obtained in the scaling limit of the
gas of Gaussian droplets [10]. The Gaussian framework of these works, however,
was so specific, that the corresponding results could be obtained essentially without
shedding much light on how to deal with the intrinsic issues of phase separation in
a generic situation.

In the context of Kac models , the solution to the isoperimetric problem (liquid
drop) has been recovered in [3], [7] and [8]. In the latter works the renormalization
estimates have been linked to the analytic tools of geometric measure theory, and,
as a result, an interesting and robust procedure of proving integral large deviation
estimates has been developed. Since, however, the authors were able to recover
the surface tension only in the Lebowitz-Penrose limit, these estimates remained
imprecise at each finite value of the interaction length 1/γ .

In a recent remarkable work [15] a version of the above mentioned approach has
been combined with a relaxed definition of the surface tension and with profound
coarse graining techniques of [41], and then used to prove a form of the 3D Wulff
construction for the supercritical independent Bernoulli bond percolation. The rep-
resentation [15] of the surface tension and the general renormalization philosophy
[7], [8], again implemented via Pisztora’s coarse graining procedures [41], have
been adopted in [9] for the proof of a similar result for the nearest neighbour Ising
model in any dimensiond ≥ 3 at sufficiently low temperatures. Finally, the results
of [9] have been extended, in the percolation context of [15], to all temperatures
below the slab percolation threshold in [16].

Our approach is different from that of [9] and [15] and yields more information
on local relaxation properties of interfaces, i.e. the local response of the measure
describing the interface to external perturbations, in the less realistic context of
effective interface models. In order to explain it in informal terms recall that on the
macroscopic scale the surface tension is produced locally and does not depend on
the global setup of the ensemble around. In particular, the statistical properties of
the 2D Ising interface could be completely recovered in the simplified setting that
we now explain.

Consider the Ising Gibbs measure in the strip

SN =
{
(x, y) ∈ Z2 : −N < x < N, y ∈ Z

}
. (1.2)

at a value of inverse temperatureβ > βc and±-boundary conditions on ∂SN ;

η(−N, y) = η(N, y) = sign(y) . (1.3)
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Any configuration of spins onSN with such boundary conditions contains the
unique crossing±-contour going from the point(−N,1/2) to the point(N,1/2)
in the dual lattice (see e.g. [22]). Essentially this contour is viewed as the graph
of the random± interface. One way then to perform a renormalization analysis of
this interface is to start perturbing the model with magnetic fieldsh(x, y) which
are constant in the vertical direction and slowly varying in the horizontal direction,
that is

h(x, y) = h
( x
N

)
, (1.4)

with, for example,h ∈ C∞
0 ([−1,1]).

Of course, in order to ensure a competition between the bulk effect of the mag-
netic field and the surface effect of the crossing contour on the scale ofSN , one
should multiply the corresponding magnetic fields by the factor of 1/N .

It can be shown, using, for example, a much more detailed analysis of [34],
that for eachh ∈ C∞

0 ([−1,1]) the corresponding distribution of the scaled cross-
ing ±-contour is concentrated near the solutionu ∈ H1

0([−1,1]) to the following
semi-linear Dirichlet boundary value problem:

d

dt
σ ′
β

(du

dt

) = −2m∗(β)h(t) , (1.5)

whereσβ(u) = τβ(1, u), τβ is the surface tension of the Ising model andm∗(β) is
the spontaneous magnetization.

The equations (1.5) give rise to a large deviation principle for the scaled crossing
±-interface with the rate function6β having the effective domain inH1

0([−1,1])

6β(u) =
∫ 1

−1
σβ
(
u′(t)

)
dt =

∫
γ

τβ(n(s))ds , (1.6)

whereγ is the graph ofu considered as a curve inR2, s is the length parameter
alongγ andn(s) is the direction of the normal ats. In other words6β is just the
integral surface tension ofγ . In particular, the distribution of the scaled± crossing
interface concentrates, under a canonical constraint, around the appropriate portion
of the Wulff curve.

If one tries to model the pinned Ising interface above by a path of a one-dimen-
sional random walk conditioned to return to the origin in 2N step, then the result
which we have informally sketched above becomes much easier to prove and, in
fact, happens to be nothing but a form of the sample path large deviation principle
[11].

In this work we try to derive a higher dimensional analog of (1.5), and hence to
prove the corresponding concentration properties, for what would be a higher di-
mensional counterpart of the random walk path approximation of the Ising interface,
namely for a class of effective interface models of the gradient type. These results
could be reformulated in terms of multi-dimensional sample path large deviations
principles. The reader should be aware, though, that traditional large deviations
techniques and ideas play a very marginal role in our considerations. The essential
part of the analysis is to identify the surface tension via an investigation of local
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relaxation properties of effective interfaces under slowly varying magnetic fields
with a subsequent derivation of formulas similar to (1.5).

In the next subsection we systematically describe the class of models we con-
sider and set up the key notation. Main results are stated and briefly discussed in
Subsection 1.3 and a rough outline of the proof is given in Subsection 1.4. Finally
Subsection 1.5 contains a guide to the rest of the paper and is designed to facilitate
the orientation of the reader.

1.2. The model and the notation

LetD be an open bounded subset ofRd . We discretizeD as

DN ≡ D ∩ ZdN , (1.7)

whereZdN ≡ (1/N)Zd . A scaled random interfaceξN overDN is always either a
scalar lattice field,ξN ∈ RDN with zero boundary conditions outsideDN ,

ξN
∣∣
ZdN\DN ≡ 0 , (1.8)

or its continuous interpolatioñξN which we define in (1.17) below. Our main ob-
jective is to study concentration properties ofξN asN → ∞ for a class of nearest
neighbour effective interface models which we proceed to describe: the formal
HamiltonianHN on RZdN is given by

HN(ϕ) =
∑
x∼y

N
V (ϕ(x)− ϕ(y)) , (1.9)

where the sum
∑N is overZdN or products of it andx ∼ y denotes the restriction

of the sum over nearest neighbor sitesx andy of ZdN . The corresponding finite
volume Gibbs stateDN is then defined via

PN(dϕ) ≡ PDN (dϕ) = e−HN(ϕ)

ZN

mN(dϕ) , (1.10)

where the reference measure mN is given by,

mN(dϕ)
1=

∏
x∈DN

dϕ(x)
∏

x∈ZdN\DN
δ0(dϕ(x)) . (1.11)

Our scaled versionξN is then defined as

ξN(x)
1= ϕ(x)

N
, x ∈ ZdN . (1.12)

Notice that underPN the random interfaceξN automatically satisfies zero boundary
conditions (1.8). The important conditions are those imposed on the interaction po-
tentialV : we assume thatV : R → R+ is sufficiently smooth (V ∈ C2,δ(R,R),
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δ ∈ (0,1), whereC2,δ is the space of functions with Ḧolder continuous second de-
rivative, is enough – see Section 2 for more details), even and that there iscV ≥ 1
such that

c−1
V ≤ V ′′(r) ≤ cV (1.13)

for all r ∈ R. These are severe limitations which rule out, for example, continuous
versions of the solid-on-solid models (for whichV (r) = |r|, andHN is then the
area of the random interfaceϕ(·)). On the other hand, we stress that no restriction
on the constantcV is imposed (exceptcV < ∞), that is our analysis is a fully
non-perturbative one.

The concentration properties ofξN are intimately related to the notion of sur-
face tension of the model. The latter is well defined for formal HamiltoniansHN

we consider [25], [37]. Let us briefly recall the corresponding construction: given
a vectorv ∈ Rd , useZN(v) to denote the partition function of the random surface
with the Hamiltonian (1.9) andv-wired boundary conditions outside the discreti-
zationVN of the unit cubeVN = (0,1)d ∩ ZdN . By this we mean that the heights
ϕ(x) of the interface outsideVN are pinned as

x ∈ ZdN\VN H⇒ ϕ(x) = N(v, x) , (1.14)

where(·, ·) is the usual scalar product inRd . Then,

σ(v)
1= − lim

N→∞
1

Nd
log

ZN(v)

ZN(0)
, (1.15)

see [37] for a proof of the existence of this limit. Eventually, we are going to
prove that the scaled interfaceξN satisfies, under the{PN } family of measures, a
large deviation principle with the rate function being the integrated surface tension
6 (see 1.41 for the precise formula),

6(u)
1=
∫
D

σ(∇u(x))dx . (1.16)

which, thanks to (3.63) and the differentiability ofσ [25], is well defined (and
finite), for every∇u ∈ L2

(
D
)
. Of course,ξN was defined so far only on the ver-

tices of the latticeZdN , and, in order to make the statement of the corresponding
theorem meaningful, we should interpolate it to the whole ofRd . There are several
natural ways to do so, the simplest one being just the plaquette reconstruction of
ξN . It happens, however, to be more convenient to work with the following Sobolev
space oriented polilinear interpolation: forx ∈ Rd define

ξ̃N (x) =
∑

v∈{0,1}d

[
d∏
i=1

(
vi{Nxi} + (1 − vi)(1 − {Nxi}

)]
ξN

(
[Nx] + v

N

)
,

(1.17)
where [·] and{·} denote the integer and the fractional parts respectively.

Notice that the interpolation is consistent with the values ofξN on the vertices
of ZdN . Moreover, at a generic pointx ∈ Rd , ξN(x) defined above is a convex
combination of the values ofξN at the vertices of theZdN -plaquette containingx.
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The interplay between the lattice quantities and their interpolations is very im-
portant for us. Given a scalar lattice fieldu : ZdN 7→ R, we use∇Nu to denote the
discrete approximate gradient

∇Nu(x) = (∇N
1 u(x), . . . ,∇N

d u(x)
)

1= N
(
u
(
x + e1

N

)− u(x), . . . , u
(
x + ed

N

)− u(x)
)
.

(1.18)

Similarly, given a vector lattice fieldg : ZdN 7→ Rd , we use divNg to denote its
discrete approximate divergence

divNg(x)
1=N

d∑
i=1

(
gi (x)− gi (x − ei

N
)
)
. (1.19)

Notice that in the interpolation formula (1.17), the (continuous) gradient∇ ξ̃N is
almost everywhere defined, and itsi-th entry is given by

∂

∂xi
ξ̃N (x) = 1

2

∑
v∈{0,1}d

∏
j 6=i

(
vj {Nxj } + (1 − vj )(1 − {Nxj }

)
×∇N

i ξN

(
[Nx] + v̂i

N

)
, (1.20)

where
v̂i = (v1, . . . , vi−1,0, vi+1, . . . , vd) . (1.21)

A look at (1.20) reveals that∂/∂xi ξ̃N (x) is again the convex combination of∇N
i ξN

over the correspondingZdN -lattice points. Using Jensen’s inequality and elementary
estimates, we then immediately infer that for every powerp > 1 and every finitely
supported scalarZdN lattice fieldu, there exists a constantc1(d, p) > 0, such that

c1(d, p)
1

Nd

∑
x

N |∇Nu|p ≤
∫

Rd
|∇ũ|pdx ≤ 1

Nd

∑
x

N |∇Nu|p . (1.22)

As far as the norms are considered, we shall use the generic notation‖ · ‖1,p both
for (

1

Nd

∑
x

N |∇Nu|p
)1/p

and

(∫
|∇ũ|pdx

)1/p

, (1.23)

respectively in the case of finitely supported scalar lattice fields and in the case of
their continuous counterparts. Similarly, for a lattice fieldu we use‖ · ‖p both for(

1

Nd

∑
x

N |u|p
)1/p

and

(∫
|ũ|pdx

)1/p

. (1.24)

The very same notation and convention remain valid also for theRd -valued vector
lattice fields, in the latter case we shall interpolateg : ZdN 7→ Rd according to
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(1.20): thei-th entry of the interpolatioñgi (x) at a generic pointx ∈ Rd is given
now by

g̃i (x) = 1

2

∑
v∈{0,1}d

∏
j 6=i

(
vj {Nxj } + (1 − vj )(1 − {Nxj }

) gi

(
[Nx] + v̂i

N

)
(1.25)

As it was indicated in Subsection 1.1 one of the focal points of our work is to study
local relaxation properties of the scaled random interfaceξN (or of its continuous
interpolationξ̃N given by (1.17)) under a slowly varying external fieldh ∈ C∞

0 (D).
To set up the appropriate notation let us define thetilted HamiltonianHN,h as

HN,h(ϕ) =
∑
x∼y

N
V (ϕ(x)− ϕ(y)) − 1

N

∑
x

N
h(x)ϕ(x) . (1.26)

Then the tilted measurePN,h is given by

PN,h(dϕ) ≡ PDN,h(dϕ) = e−HN,h(ϕ)

ZN,h

mN(dϕ) , (1.27)

where the reference measure mN was defined in (1.11).
Alternatively, one could think ofPN (or of PN,h) as of the probability distri-

butions on the field of height differencesη:

η(x)
1= ∇NξN(x) = (ϕ(x + e1/N)− ϕ(x), . . . , ϕ(x + ed/N)− ϕ(x)) . (1.28)

The fieldη of height differences is the random object to be studied. In this respect
our investigation was motivated and prompted by the recent work [25], where the
study of the thermodynamics of the shift invariant fields of bound differences was
essentially initiated. Let us, therefore recall some of their results and notations:

It is also possible to view the field of height differencesη as being defined on
the nearest neighbour bonds ofZdN : the i-th coordinateηi(x) corresponds in this
way to the valueη(b) of η on the bondb = 〈x, x + ei/N〉. The orientation of the
bonds is then reflected in the conventionη(〈x, y〉) = −η(〈y, x〉). We are going to
employ both the site and the bond notation forη without further comment. Due to
the symmetry ofV , the formal Hamiltonian (1.9) can be rewritten as

HN(η) =
∑
x

N
d∑
i=1

V
(
ηi(x)

) = 1

2

∑
b

N
V
(
η(b)

)
. (1.29)

A fruitfull idea of T. Funaki and H. Spohn was to consider theη-field in its own
right (for the moment we refer either to [25] or to Section 4 for the exact DLR set-
ting). They were able to prove that for everyv ∈ Rd there is unique infinite volume
ergodic square integrable Gibbs statePFS

v on the space of height differences, such
that, 〈|η(x)|2〉

PFS
v
< ∞ and

〈
η(x)

〉
PFS
v

= v . (1.30)
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Moreover, for eachv ∈ Rd the Funaki–Spohn statePFS
v enjoys the following crucial

relation to the surface tensionσ :〈
V ′(η(0))

〉
PFS
v

= ∇σ(v) . (1.31)

where, for any functionρ : R 7→ R, we use the shortcut notation

ρ(η)
1= (ρ(η1), . . . , ρ(ηd)

) ∈ Rd . (1.32)

Here, and in the rest of the paper, by〈·〉P we mean the expectation with respect to
the probability measureP. Also we use the shortcut notations〈·〉N and〈·〉N,h for
the expectations underPN andPN,h respectively.

1.3. Main results

All of our results remain true whenever∂D is sufficiently regular to ensure the
validity of certain Poincaŕe–Sobolev type inequalities used in the proof of Lem-
ma 3.4. In particular,∂D of Lipschitz regularity is enough and it will be assumed
throughout the paper. For a test functionh ∈ C∞

0

(
D
)

set

3D(h) = lim
N→∞

1

Nd
log

〈
exp

(
1

N

∑
x

N
ϕ(x)h(x)

)〉
N

. (1.33)

Our principle result relates the log-moment generating function3D to the surface
tensionσ defined in (1.15). LetH1

0(D) be the closure ofC∞
0 (D) with respect to

the Hilbert norm‖ · ‖1,2. We have the following:

Theorem 1.1. Assume thatD has a Lipschitz boundary∂D. Then3D in (1.33) is
well defined for anyh ∈ C∞

0 (D). Moreover,

3D(h) =
∫
D

∫ 1

0
u[th](x)h(x)dt dx (1.34)

where, for eachf ∈ L2(D), we useu[f ] ∈ H1
0(D) to denote the unique weak

solution inH1
0(D) to the semi-linear elliptic equation

div
(∇σ(∇u)) = −f . (1.35)

An alternative way to describe3D is:

3D(h) = max
u∈H1

0

{∫
D

u(x)h(x)dx −6(u)

}
=
∫
D

u[h](x)h(x)dx −6(u[h]) ,

(1.36)
where6(u) = ∫

D
σ
(∇u(x))dx.
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The equation (1.35) is the promised multidimensional counterpart of the equa-
tion (1.5) of the previous subsection. Moreover, in the heart of the proof of Theo-
rem 1.1 lies the following statement, which describes the relaxation of the averaged
interfaceuN,f ,

uN,f
1= 〈ξN 〉N,f

(
=
〈 ϕ
N

〉
N,f

)
, (1.37)

and hence, as we shall see, the concentration properties of the random scaled in-
terfaceξN underPN,f , or, in other words, under a slowly varying external field
f ∈ C∞

0 (D):

Theorem 1.2. Assume that∂D is Lipschitz. Then, for everyf ∈ C∞
0 (D), the

sequence of (interpolated) mean profiles{ũN,f } converges strongly inH1
0 to the

solutionu[f ] of the semi-linear elliptic problem (1.35) asN → ∞:

lim
N→∞

‖ũN,f − u[f ]‖1,2 = 0 . (1.38)

The scaled random interfacẽξN concentrates, under{PN,f } aroundu[f ] in the
following sense:

lim
N→∞

〈
‖ξ̃N − u[f ]‖2

2

〉
N,f

= 0 . (1.39)

Furthermore, underPN,f the gradient fieldη(·) = ∇NξN(·) locally relaxes to
the Funaki–Spohn statePFS∇u[f ](·). More precisely, for everyg ∈ L2(D) and ev-
ery bounded continuous local functionF on the space of height differences (see
Subsection 4.2 for the precise definitions)

lim
N→∞

1

Nd

∑
x

N
g(x)

〈
F(θ−xη)

〉
N,f

=
∫
D

g(x)
〈
F(η))

〉FS
∇u[f ](x)

dx , (1.40)

whereθx is the translation operator on the space of height differences(θxη(y) =
η(y + x)).

In a sense, (1.38) and (1.40) are the main results of this work, and their proof
requires most of the techniques developed throughout the paper. The result (1.40)
is a form ofweak local equilibrium, in the hydrodynamic limit language [35], and
it gives some information on the fluctuations of the interfaceξ̃N around its mean
value. It is a first step toward a Central Limit Theorem forξ̃N . For a Funaki–Spohn
statePFS

v , v ∈ Rd the CLT has been established (see [28] and [39]) and the limiting
field is a continuum free field with covariance which depends on the tiltv. We
believe that the fluctuations forPN,f are determined by the spatially varying tilt
∇u[f ](·), however the extension of the quoted results to the case presented here
seem rather challenging, due to the non constant tilt and to the presence of boundary
conditions.

The concentration property (1.39) falls in the framework of large deviation
results which follow more or less in a standard way once Theorem 1.1 is verified:
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Theorem 1.3. Assume that∂D is Lipschitz. Then the family of random surfaces
ξ̃N obeys a strong LDP onL2

(
D
)

with speedNd and rate function given by the
integrated surface tension (1.16)

6(u)
1=
{ ∫

D
σ(∇u(x))dx if u ∈ H1

0(D),+∞ otherwise ,
(1.41)

that is, for every measurableE ⊂ L2
(
D
)

we have that

− inf
u∈E◦6(u) ≤ lim inf

N→∞
1

Nd
log

[
PN

(
ξ̃N ∈ E

)]
≤ lim sup

N→∞
1

Nd
log

[
PN

(
ξ̃N ∈ E

)]
≤ − inf

u∈E
6(u) , (1.42)

whereE◦ andE are respectively interior and closure inL2
(
D
)

ofE.

The main application of the previous Theorem is the construction of a droplet
with fixed volume over a hard wall: we interpretϕ (and its rescaled versionξN ) as
the height of the phase separation surface of a droplet lying on a wall with a given
quantity of liquidv > 0. Our result shows that the rescaled profileξ̃N converges as
N → ∞ to the deterministic Wulff curveu(v), unique minimizer of the variational
problem

inf {6(u) : u ∈ H 1
0 (D),

∫
D

u(x) dx = v} , (1.43)

Note thatu(v) solves the corresponding Euler equation

div
(∇σ(∇u(v))) = −cv1D , (1.44)

wherecv is an appropriate constant.
More precisely, we give the following two definitions.

Definition. The hard wall (or entropic repulsion) condition. We restrict ourselves
to non-negative configurations, that is we will consider the conditioned measure

PN,+
1= PN( ·

∣∣�+
N) where �+

N =
{
ϕ ∈ RZdN : ϕ(x) ≥ 0 for everyx ∈ DN

}
.

(1.45)

The study of this measure, aimed at understanding the effect of a forbidden region
on a random interface, is interesting in its own right and the arising phenomenon
goes under the name ofentropic repulsion (see e.g. [20] and references therein).

Definition. The volume condition. For givenv > 0, let us introduce the event

AN(v) = {ϕ ∈ RZdN :
1

Nd+1

∑N
ϕ(x) = 1

Nd

∑N
ξN(x) ≥ v} . (1.46)

We can obviously reformulate this event as

{ϕ ∈ RDN :
∫
D

ξ̃N(x) dx ≥ v} , (1.47)

introducing a negligible error.
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Theorem 1.4. Assume that∂D is Lipschitz. Then for everyv > 0 the scaled ran-
dom interfacẽξN , under the measurePN,+ conditioned onAN(v), concentrates
aroundu(v), unique minimizer of the variational problem (1.43), in the following
sense: for every fixedδ > 0

lim
N→∞

PN,+
(
‖ξ̃N − u(v)‖2 > δ

∣∣∣AN(v)) = 0 . (1.48)

Remark 1.5. Instead of the volume conditionAN(v), one could also consider a
volume shell of thicknessε > 0:

AN,ε(v) =
{
ϕ ∈ RZdN : v − ε/2 ≤ 1

Nd

∑
x

N
ξN(x) ≤ v + ε/2

}
. (1.49)

By letting firstN → ∞ and thenε → 0 yields the same concentration result.
Moreover, as it will be clear from the proof, Theorem 1.4 holds also if we replace
PN,+ with PN in the statement.

1.4. Sketch of the proof

In order to identify the limit3D(h) in (1.33) we use the following decomposition
of the finite volume log–moment generating functions:

1

Nd
log

〈
exp

( 1

N

∑N
h(x)ϕ(x)

)〉
N

=
∫ 1

0

1

Nd

∑N
h(x)〈ξN(x)〉N,th dt .

(1.50)

This step immediately shifts our attention to the main assertion (1.38) of Theorem
1.2. In fact the identification formula (1.34) would follow from (1.50) even if only
a weaker form of convergence is secured. In any case let us fixf ∈ C∞

0 (D), and, in

order to facilitate notations, let us use a shortcut notationuN
1= uN,f (= 〈ξN 〉N,f ).

Our analysis ofuN relies on the following simple observation:

for everyx ∈ DN,
〈 ∂

∂ϕ(x)
e−HN,f (ϕ)

〉
mN

= 0 , (1.51)

where, as before, mN is the reference measure defined in (1.11). In fact, usingBN
to denote the unit ball inRDN ,

BN =
{
ϕ ∈ RDN : |ϕ|2N =

∑
x

N
ϕ(x)2 ≤ 1

}
, (1.52)

by performing the integration with respect toϕ(x) we obtain∣∣∣∣〈 ∂

∂ϕ(x)
exp{−HN,f }

〉
mN

∣∣∣∣ ≤ 2aN−1Vol (BN−1)exp

{
− min

|ϕ|N=a
HN,f (ϕ)

}
+
∫
ϕ∈aBcN

∣∣∣∣ ∂

∂ϕ(x)
exp

{−HN,f (ϕ)
}∣∣∣∣mN(dϕ) .

(1.53)
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However, due to the quadratic lower bound (1.13) onV , for somec = c(f,N) we
have that

min
|ϕ|N=a

HN,f ≥ a2

cV
λ∗
DN

− cN,f a, (1.54)

whereλ∗
DN

> 0 is the leading eigenvalue of the discrete Dirichlet Laplacian onDN

with Dirichlet boundary conditions andcN,f = N−1+d/2‖f ‖2. Equation (1.51)
then follows in the limita → ∞, by applying (1.54) after having developed the
derivative in the last term in (1.53).

Performing the differentiation in (1.51), we see that at any pointx ∈ DN ,

divN
(〈
V ′(η(x))

〉
N,f

)
= −f (x) , (1.55)

whereη is the field of height differences defined in (1.28). Summing (1.55) by parts
against test functions, we obtain that for anyj ∈ C∞

0 (D),

1

Nd

∑N
(〈
V ′(η(x))

〉
N,f

,∇Nj (x)
)

= 1

Nd

∑N
j (x)f (x) . (1.56)

The latter equation lies in the heart of our approach, and the statement on con-
vergence ofuN happens to be nothing but the statement on the local relaxation
properties of theη-field under the slowly varying (on the microscopic scale ofZdN )
tilt f . We shall see that underPN,f ourη-field in an appropriate sense locally relax-
es asN → ∞ nearx ∈ DN into the Funaki–Spohn state in the averaged direction
〈η(x)〉N,f = ∇NuN(x). Much of Section 4 is devoted to the attempts to give a
precise meaning to this assertion. Meanwhile formally substituting

〈
V ′(η(x))

〉
N,f

by the expectation∇σ(∇NuN(x)) of η under the Funaki–Spohn statePFS
∇NuN (x) (see

(1.31)), we obtain from (1.56),

1

Nd

∑N
(
∇σ(∇NuN(x)),∇Nj (x)

) ∼= 1

Nd

∑N
j (x)f (x) . (1.57)

Various a-priori bounds on the sequence{uN } which we derive in Section 3 will
enable us to conclude at this stage that this sequence is pre-compact, and, moreover,
any limit pointu of {ũN } has to satisfy,∫

D

(∇σ(∇u(x)),∇j (x))dx =
∫
D

f (x)j (x)dx for everyj ∈ C∞
0 (D) ,

(1.58)
and, by the uniqueness of the solution of (1.58), this implies that there is only one
limit point, which is preciselyu[f ] .

1.5. Guide to subsequent sections

In our approach we drew inspiration from two recent sources of results and ideas.
The first one is the paper by Funaki and Spohn which we have already mentioned.
Equally important for us are the representation techniques developed in the series
of articles by Helffer and Sjöstrand (see e.g. [31]) as well as applications of these
techniques to non-Gaussian fields onZd we consider here [39].
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In Section 2 we develop a probabilistic counterpart of the Helffer–Sjöstrand
representation. We feel that the results of Section 2 might be of independent inte-
rest, and, accordingly, try to present them in a closed form in the general setting of
Gibbs states on finite graphs. The appropriate notation is set up in Subsection 2.1,
where also the probabilistic representation formulas for the covariance (Proposi-
tion 2.2) and for the mean (Proposition 2.5) are derived for arbitrary tilting fields
and boundary conditions.

Our probabilistic interpretation of Helffer–Sjöstrand ideas provides a useful
intuition for studying the correlation structure of random fields with strictly con-
vex potentials. We return to theL2 theory in Subsection 2.2: In Lemma 2.8 we
prove a partial inverse to the Brascamp–Lieb inequality1. An important entropic
upper bound on theL2 oscillation of the∇ϕ field is formulated in Proposition 2.10.
At last, the issue of exponential tightness of theϕ field is briefly worked out in
Lemma 2.11.

In Subsection 2.3 we adjust and specify the above mentioned results to the
setting of the square latticeZd .

Much of the weight of technical estimates falls on Section 3. The ubiquitous
oscillation bound and theLp estimate on the expectations of the∇ϕ field under
various tilted measures are proven in Subsections 3.1 and 3.3 respectively. Strict
convexity of the surface tensionσ has been established in Subsection 3.4, see [28,
Appendix A] for an alternative proof, whereas the implications for the properties
of the functional6 have been discussed in Subsection 3.5.

The claim 1.38 of Theorem 1.2 follows by taking the limitN ↗ ∞ in (1.56). A
rigorous treatment of such a limit requires an analysis of local relaxation properties
of the η-field along the lines of 1.40. This is constituted by two main steps: the
proof of the local weak convergence to Funaki-Spohn states (Subsection 4.1) and
the analysis of the related families of Young measures (Subsection 4.2). In both in-
stances the crucial compactness conditions follows from the oscillation bound (3.1)
and from theLp estimate of Lemma 3.4, which are, in this respect, indispensable.

Finally the proofs of Theorem 1.3 and Theorem 1.4 are completed in Section 5.

2. The random walk representation

In this section we derive some useful estimates on theϕ-field, by taking advan-
tage of a representation of continuous spin systems in terms of the solution of a
suitable elliptic problem. This representation has been introduced by B. Helffer
and J. Sj̈ostrand [31]: we will reinterpret it in a probabilistic way, by using the
well known fact that the solution of elliptic problems can be given via diffusion
processes (see e.g. [24]). Since we are in a discrete setting, the diffusion process
is a discrete random walk, but only in the case of quadratic potentials (i.e. in the
Gaussian setting) the random walk is simple, that is the transition rates are inde-
pendent of time: in the general non-Gaussian setting we obtain formulas involving
a random walkin time dependent random environment.

1 See also [12] for a reproduction of our proof and a clever application to the CLT for the
Hopfield model.
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We will first introduce the random walk version of the Helffer–Sjöstrand (H–S)
representation. We will do this in a rather general setting, i.e. for aϕ-field on a graph
(Subsection 2.1). Then we will apply the representation to get some estimates (Sub-
section 2.2). Finally we will restrict ourselves to thed-dimensional square lattice
and we will make the estimates explicit in this setting (Subsection 2.3).

We sum up the simplifications arising in the Gaussian case at the end of Sub-
section 2.1.

2.1. The H–S representation for fields on a graph

We start with a finite connected graphG = (E,E). We decompose the set of sites
E = I ∪ B into its interiorI 6= ∅ and its boundaryB 6= ∅. E is the set of oriented
bondsb, i.e. b = (x, y), for somex, y ∈ E, and we write−b = (y, x) for the
reversed bond: we assume that ifb ∈ E then−b ∈ E. Moreover, givenb ∈ E,
we denote byx(b) andy(b) the two entries of the bond: that is ifb = (x, y), then
x(b) = x andy(b) = y. Letϕ ∈ �E ≡ RE andb = (x, y) ∈ E, then

∇ϕ(b) ≡ ϕ(y)− ϕ(x) (2.1)

is the discrete gradient. Throughout this section we identify the set�A, A ⊂ E,
with the set of functions fromA to R.

We consider a familyV ≡ {Vb}b∈E of potentials with the following properties:

1. smoothness: Vb ∈ C2,δ(R; R+) for someδ ∈ (0,1);
2. symmetry: for everyb ∈ E, Vb is an even function andVb = V−b.
3. strict convexity: there exist two constants,C1 andC2, with 0< C1 ≤ C2 < ∞,

such that
C1 ≤ V ′′

b ≤ C2, b ∈ E . (2.2)

The HamiltonianHG : �E → R is defined by

HG(ϕ) = 1

2

∑
b∈E

Vb (ϕ(y(b))− ϕ(x(b))) = 1

2

∑
b∈E

Vb (∇ϕ(b)) . (2.3)

Unless otherwise stated, an elementϕ ∈ �I will be viewed also as element of
�0
E = {ϕ ∈ �E : ϕ(x) = 0 for x ∈ B}. Next, letρ ∈ �0

E and set

HG,ρ(ϕ) = HG(ϕ)− 〈ρ, ϕ〉 , (2.4)

where〈ρ, ϕ〉 = ∑
x∈E ρ(x)ϕ(x). For a given boundary conditionψ ∈ �B , let us

define the configurationϕ ∧ ψ ∈ �E which agrees withϕ on I and withψ onB,
that is

(ϕ ∧ ψ)(x) =
{
ϕ(x), if x ∈ I ,
ψ(x), if x ∈ B ,

(2.5)

and writeHψ

G,ρ(ϕ) = HG,ρ(ϕ ∧ ψ). Consider now the probability measureP
ψ
I,ρ

on�I defined by

P
ψ
I,ρ(dϕ) = 1

Z
ψ

G,ρ

exp(−H
ψ

G,ρ(ϕ))mI (dϕ) , (2.6)
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wheremI (dϕ) ≡ ∏
x∈I dϕ(x) andZψ

G,ρ ∈ R+ is the normalizing constant.

Notation. We denote by
〈
·
〉
P

and
〈
·, ·
〉
P

the expectation and the scalar product with

respect to a measureP. However we will often use simplified notations, like〈
·
〉ψ
I,ρ

and
〈
· , ·

〉ψ
I,ρ

, (2.7)

respectively for the expectation with respect toP
ψ

G,ρ and the scalar product in

L2(P
ψ
I,ρ). Moreover 〈

·
〉
I,ρ
,

〈
·
〉ψ
I
,

〈
·
〉
I
, (2.8)

are respectively the expectation with respect to

PI,ρ, P
ψ
I , PI , (2.9)

which, in turn, arePψI,ρ with (respectively)ψ ≡ 0,ρ ≡ 0, bothρ ≡ 0 andψ ≡ 0.
Analogous short-cut notation for the scalar product.

In order to introduce the H–S representation let us introduce the second order
elliptic operator

L
ψ
I,ρ = e

H
ψ

G,ρ (ϕ)
∑
x∈I

∂

∂ϕ(x)

[
e
−H

ψ

G,ρ (ϕ)
∂

∂ϕ(x)

]

=
∑
x∈I

(
∂2

∂ϕ(x)2
−
∂H

ψ

G,ρ(ϕ)

∂ϕ(x)

∂

∂ϕ(x)

)
, (2.10)

with domain

C2
exp(�I ; R) ≡ {F ∈ C2(�I ; R) : ∃ε = ε(F ) > 0 s.t.

sup
ϕ

|∂F (x, ϕ)| exp(−ε
∑
x

|ϕ(x)|) < ∞} , (2.11)

where

∂F (x, ϕ) ≡ ∂ F (ϕ)

∂ϕ(x)
, x ∈ I , (2.12)

and∂F (x, ·) = 0 at the boundary pointsx ∈ B = E \ I . Then a simple integration
by parts shows that for all functionsF,G in the domain ofLψI,ρ〈
F,
(
−LψI,ρ

)
G
〉ψ
I,ρ

=
∑
x∈I

〈
∂F (x, ϕ), ∂G(x, ϕ)

〉ψ
I,ρ

=
〈
G,
(
−LψI,ρ

)
F
〉ψ
I,ρ

,

(2.13)
that isLψI,ρ is symmetric with respect toPψI,ρ(dϕ). We can then [26] introduce the

closed self-adjoint extension ofLψI,ρ in L2(P
ψ
I,ρ), denoted again byLψI,ρ , which

acts on a domainDψ
I,ρ , and the corresponding Dirichlet form

0
L
ψ
I,ρ

(F,G) =
〈
〈〈∂F, ∂G〉〉(ϕ)

〉ψ
I,ρ

, (2.14)
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where we have introduced the notation

〈〈f, g〉〉(ϕ) =
∑
x∈I

f (x, ϕ)g(x, ϕ) , (2.15)

for f, g : I ×�E → R. By the standard theory Dirichlet forms [26], interpreting
∂F and∂G as weak derivatives, every term in (2.13) (and (2.14)) is well defined
and the equalities in (2.13) hold forF,G ∈ D

ψ
I,ρ .

The basic step for the H–S representation is the following observation: let
G ∈ C2

exp(�I ; R) be of mean zero〈
G
〉ψ
I,ρ

= 0 , (2.16)

and letH ∈ D
ψ
I,ρ satisfy

(−LψI,ρ)H = G with
〈
H
〉ψ
I,ρ

= 0 . (2.17)

The first equality has to be interpreted in the weak sense: for everyF ∈ C2
exp

(= C2
exp(�I ; R)), 〈

〈〈∂F, ∂H 〉〉(ϕ)
〉ψ
I,ρ

= 〈F,G〉ψI,ρ . (2.18)

Let us first give a result of existence, uniqueness and regularity for (2.17). Recall
the regularity assumptions onV listed at the beginning of this section:

Lemma 2.1. There exists a unique solutionH to (2.17). MoreoverH ∈ C3,δ∩Dψ
I,ρ

and therefore it is a classical solution.

Proof.Let us first introduce the Hilbert spacẽW , closure of

W0 ≡
{
F ∈ C∞(�I ; R) ∩ C2

exp(�I ; R) : 〈F 〉ψI,ρ = 〈1, F 〉ψI,ρ = 0
}
, (2.19)

under the norm defined by

‖F‖2
W̃

= 〈F 2〉ψI,ρ +
〈
〈〈∂F, ∂F 〉〉

〉ψ
I,ρ

. (2.20)

The bilinear functional in (2.14), viewed as a map from̃W × W̃ −→ R is clearly
bounded and its coercivity follows from the spectral gap of the operatorL

ψ
I,ρ : there

existsε > 0 such that 〈
〈〈∂F, ∂F 〉〉

〉ψ
I,ρ

≥ ε〈F,F 〉ψI,ρ , (2.21)

for everyF ∈ W̃ . This can be proven from classical results on Schrödinger operator
using the unitary transformationF ∈ L2(P

ψ
I,ρ) −→ exp(−H

ψ

G,ρ/2)F ∈ L2(mI )



66 J.-D. Deuschel et al.

which maps the operator−LψI,ρ unitarily to the Schr̈odinger operator−1 + V

where1 = ∑
x∈I (∂2/∂ϕ(x)2) andV : RI −→ R a multiplicative operator

V (ϕ) =
∑
x∈I

1

4

(
∂H

ψ

G,ρ(ϕ)

∂ϕ(x)

)2

− 1

2

∂2H
ψ

G,ρ(ϕ)

∂ϕ(x)2

 . (2.22)

In particular the spectral gaps of−LψI,ρ and−1 + V agree. SinceV is bound-
ed below and, by (2.2), limR→∞ inf∑

x∈I ϕ(x)2≥R V (ϕ) = +∞ (cf. (1.54)), all the
points in the spectrum of−1+V are isolated, cf. [44, Th.XIII.64 and Th.XIII.69].

Since, forF ∈ W̃ ,
〈
〈〈∂F, ∂F 〉〉

〉ψ
I,ρ

= 0 impliesF ≡ 0 and since we are dealing

with non-negative operators, (2.21) is proven.2

Observe now that the functional〈·,G〉 : W̃ −→ R is bounded. By the Lax–
Milgram Theorem [30] we obtain the existence of a uniqueH ∈ W̃ which satisfies
(2.18) for everyF ∈ W̃ . Since〈G〉ψI,ρ = 0, (2.18) holds without the restriction

〈F 〉ψI,ρ = 0 and the existence-uniqueness part of the Lemma is proven.
To prove the regularity of such a solution we refer to results which can be

found in [30], to which we refer also for the Sobolev space notation. For notational
convenience, in this proof we write(∂)x = ∂/∂ϕ(x) and

L ≡ L
ψ
I,ρ = ∂2 − c · ∂ , (2.23)

with (c(ϕ))x ≡ ∂H
ψ

G,ρ(ϕ)/∂ϕ(x) (cf. (2.10)). SinceVb ∈ C2,δ, (c)x ∈ C1,δ(�I ).
First of all note that the solutionH we found is a weak solution in the sense of
formulas (8.2), (8.3) and (8.4) of [30] in any open ball of�I (equipped with the
Euclidean norm). In particularH ∈ W

1,2
loc . By [30, Cor.8.36], since bothc andG

are locally bounded,H ∈ C1,α for everyα ∈ (0,1) and by [30, Th.8.8], since both
c andG are differentiable,H ∈ W

3,2
loc . We can therefore differentiate once with

respect toϕ(x), anyx ∈ I , both sides of the equation in (2.17) and we obtain that
v : �I → R defined byv = ∂H/∂ϕ(x) solves weakly the equation

∂2v − c · ∂v = − ∂G

∂ϕ(x)
+ ∂c

∂ϕ(x)
· ∂H ≡ g̃ , (2.24)

whereg̃ is locally bounded. Therefore, again by [30, Cor.8.36],v ∈ C1,α for every
α ∈ (0,1). ThereforeH ∈ C2,α andH is a classical solution of (2.17). We can
now use the Schauder interior regularity theorem [30, Th.6.17] to conclude that,
since bothc andG areC1,δ,H ∈ C3,δ. ut

2 A more explicit lower bound on the spectral gap can be obtained by using the Bakry–
Emery criterion and the fact that we have an explicit lower bound on the Hessian ofH

ψ

G,ρ :
in such a way it can be shown that in (2.21)ε can be chosen equal toC1λ

∗
E , whereλ∗

E is the
leading eigenvalue of discrete the Laplacian onE, with Dirichlet boundary conditions onB
(see (2.79) below).
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In view of (2.13) and (2.17), forF ∈ C2
exp we have

covψI,ρ (F,G) =
〈
F, (−LψI,ρ)H

〉ψ
I,ρ

=
〈
〈〈∂F, ∂H 〉〉(ϕ)

〉ψ
I,ρ

. (2.25)

At this stage, let us introduce the jump process generatorQ
ψ,ϕ
E , acting on functions

j : E → R,

Q
ψ,ϕ
E j (x) =

∑
b∈E:x(b)=x

aψ(b, ϕ)∇j (b) , (2.26)

where

aψ(b, ϕ) = a(b, ϕ ∧ ψ), with a(b, ϕ) = V ′′
b (∇ϕ(b)) . (2.27)

Note that the jump rates are symmetric, that is

a(b, ϕ) = a(−b, ϕ) , (2.28)

for everyb ∈ E and everyϕ ∈ �I . Then, using

∂

∂ϕ(x)
(−LψI,ρ)H(ϕ)

= (−LψI,ρ)
∂H(ϕ)

∂ϕ(x)
+
∑
z∈I

∂2H
ψ

G,ρ(ϕ)

∂ϕ(x)∂ϕ(z)

∂H(ϕ)

∂ϕ(z)

= (−LψI,ρ)∂H(x, ϕ)
−

∑
b∈E:x(b)=x

V ′′
b ((∇(ψ ∧ ϕ)) (b)) [∂H(y(b), ϕ)− ∂H(x(b), ϕ)] ,

(2.29)

we see thath ≡ ∂H satisfies the equation

(−LψI,ρ)h(x, ϕ)+ (−Qψ,ϕ
E )h(x, ϕ) = ∂G(x, ϕ), x ∈ I, ϕ ∈ �I , (2.30)

with 0-boundary conditions, i.e.

h(x, ϕ) = 0, x ∈ B , (2.31)

for all ϕ ∈ �I . Let us denote byME the space of functionsh : E ×�I → R and
write M0

E = {f ∈ ME : f (x, ·) ≡ 0 if x ∈ B}. For uniformity, every function
f : I × �I → R will be implicitly extended to a functionf ∈ M0

E , by setting
f (x, ·) ≡ 0 for everyx in the boundaryB. If u,w ∈ M0

E we have,

−〈〈u,Qψ,ϕ
E w〉〉(ϕ) = 1

2

∑
b∈E

aψ(b, ϕ)∇u(b, ϕ)∇w(b, ϕ) ≡ 0
Q
ψ,ϕ
E

(u,w) (ϕ) .

(2.32)
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This implies that the operator

L
ψ
E,ρ ≡ L

ψ
I,ρ +Q

ψ,ϕ
E (2.33)

with domain

Ĉ2
exp(E ×�I ; R) ≡

{
f ∈ M0

E : f (x, ·) ∈ C2
exp(�I ; R) for eachx ∈ I

}
,

(2.34)
is symmetric with respect to the measure3 P̂

ψ
I,ρ ≡ εE ⊗ P

ψ
I,ρ , with εE the counting

measure onE. More precisely forf, g ∈ Ĉ2
exp(E ×�I ; R), we have that〈

〈〈f, (−L
ψ
E,ρ)g〉〉(ϕ)

〉ψ
I,ρ

=
∫
E×�I

f (x, ϕ)
(
−L

ψ
E,ρ

)
g(x, ϕ)P̂ψI,ρ (dx, dϕ)

=
〈
〈〈f,

(
−LψI,ρ

)
g〉〉(ϕ)

〉ψ
I,ρ

+ 1

2

∑
b∈E

〈
aψ(b, ϕ)∇f (b, ϕ)∇g(b, ϕ)

〉ψ
I,ρ

=
∑
x∈I

0
ψ
I,ρ (f (x, ·), g(x, ·))+

〈
0
Q
ψ,ϕ
E

(f, g) (ϕ)
〉ψ
I,ρ

≡ 0
L
ψ
E,ρ

(f, g) , (2.35)

defines a Dirichlet form0
L
ψ
E,ρ

on L2(εI ⊗ P
ψ
I,ρ).

Following Freidlin [24, §2], let us give a process representation forh(x, ϕ).
Consider the joint Markov process{(X(t),8(t))}t∈R+ onE × �0

E , (pre)generat-

ed byLψ
E,ρ . Due to the fact that the generator is sum of two terms and that the

first part of the generator acts only on theϕ-variable, we can construct the process
by constructing first the finite dimensional diffusion process{8(t)}t∈R+ generat-
ed byLψI,ρ and then by constructing the random walk{X(t)}t∈R+ which makes

jumps fromx to y at timet with time dependent rateaψ((x, y),8(t)). We will be
interested only up to the moment that the random walk hitsB: therefore we set

τ = inf {t ≥ 0 :X(t) /∈ I } . (2.36)

Let us denote byPψ,ρx,ϕ the law onD([0,∞);E)×C0([0,∞);�I ) (D is the Skoro-
hod space of right continuous trajectories: the topology onE ×�I is the product
topology, while�I is equipped with the uniform topology andE with the dis-
crete one) of this process starting at(x, ϕ) ∈ E × �I . We have the following
representation of the solution of the elliptic problem (2.30) and (2.31)

h(x, ϕ) = Eψ,ρx,ϕ

[∫ τ

0
∂G(X(s),8(s))ds

]
. (2.37)

We state this result in the following proposition.

3 Beware that this is not a probability measure!
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Proposition 2.2. Representation of covariances. For everyF,G ∈ C2
exp(�I ; R)

we have

cov
ψ
I,ρ(F,G) =

∑
x∈I

〈
∂F (x, ϕ),Eψ,ρx,ϕ

[∫ τ

0
∂G(X(s),8(s))ds

] 〉ψ
I,ρ

. (2.38)

In the special caseF(ϕ) = ϕ(x) andG(ϕ) = ϕ(y) for somex, y ∈ I , then we
simply have

cov
ψ
I,ρ(ϕ(x), ϕ(y)) = Eψ,ρx

[∫ τ

0
1y(X(s))ds

]
, (2.39)

where

Pψ,ρx ≡
∫
E×�I

P
ψ
I,ρ(dϕ)P

ψ,ρ
x,ϕ , x ∈ I . (2.40)

Proof.It is simply based on the observation that, with respect to the natural filtration
associated to{(X(t),8(t))}t∈R+ ,

M(t) = ∂H(X(t),8(t))− ∂H(x, ϕ)−
∫ t

0
L
ψ
E,ρ∂H(X(s),8(s))ds , (2.41)

is aPψ,ρx,ϕ -local martingale.

Now observe thatτ < ∞ Pψ,ρx,ϕ -almost surely, since the graph is finite and
connected, and the jump rates are bounded away from zero and∞. Moreover we
will show below that

sup
t∈R+

Eψ,ρx,ϕ

[
(M(t ∧ τ))2

]
< ∞ (2.42)

for everyx andP
ψ
I,ρ-a.e.ϕ. Therefore, by the Optional Stopping Theorem [45] for

u.i. martingales, the result is easily achieved by consideringt = τ (2.41) and taking
expectations, recalling that∂H(x, ·) ≡ 0 for x ∈ B. We are therefore left with the
proof of (2.42).

Let us set

R(∂H)(x, ϕ) = L
ψ
E,ρ (∂H)

2 (x, ϕ)− 2∂HL
ψ
E,ρ∂H(x, ϕ),

= 2
∑
y∈I

(
∂

∂ϕ(y)
∂H(x, ϕ)

)2

+
∑

b:x(b)=x
aψ(b, ϕ) (∇∂H(b, ϕ))2 ,

(2.43)

and
R∗(∂H)(ϕ) =

∑
x∈I

R (∂H) (x, ϕ) . (2.44)

Observe that〈
R∗(∂H)

〉ψ
I,ρ

=
∑
x∈I

〈
∂H(x, ·)∂G(x, ·)

〉ψ
I,ρ

≤
〈
〈〈∂H, ∂H 〉〉

〉ψ
I,ρ

1/2〈
〈〈∂G, ∂G〉〉

〉ψ
I,ρ

1/2

< ∞ . (2.45)
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By standard martingale theory and by dominatingR(∂H) with R∗(∂H) we obtain

Eψ,ρx,ϕ

[
(M(t ∧ τ))2

]
≤
∫ ∞

0
Eψ,ρx,ϕ

[
R∗(∂H)(8(s))1[0,τ ](s)

]
ds

=
∫ ∞

0
Eψ,ρx,ϕ

[
R∗(∂H)(8(s))Eψ,ρx,ϕ

[
1[0,τ ](s)

∣∣σ(8(s))]]ds .

(2.46)

but since by (2.2) there existsε > 0 such that uniformly inx, ϕ and8(s)

Pψ,ρx,ϕ

(
τ ≥ s

∣∣σ(8(s))) ≤ ε−1 exp(−εs) , (2.47)

from (2.45) and (2.46) we conclude that〈
sup
t∈R+

Eψ,ρx,ϕ

[
(M(t ∧ τ))2

] 〉ψ
I,ρ

≤ ε−2
〈
R∗(∂H)

〉ψ
I,ρ
< ∞ . (2.48)

This proves (2.42) and the proof of Proposition 2.2 is complete. ut
Remark 2.3. Actually, the representation is more general, for example we can re-
place the linear self-potential〈ρ, ϕ〉 by a nonlinear self-potential. In this case the
Hamiltonian is

HG,U (ϕ) ≡ HG(ϕ)−
∑
x∈I

Ux(ϕx) , (2.49)

and we assume thatUx ∈ C2(R; R) and that

U ′′
x ≤ 0 , (2.50)

for everyx ∈ I . For simplicity we will assume also that, for allx ∈ I , U ′′
x ≥ −C3

for some constantC3 ∈ R+. Then denoting byLψI,U the corresponding diffusion

generator, and proceeding as before (in particular(−LψI,U )H = G with G andH
of mean zero) we see that∂H(x, ϕ) satisfies the equation

(−LψI,U )∂H(x, ϕ)+ (−Qψ,ϕ
E )∂H(x, ϕ)+ U ′′

x (ϕ(x))∂H(x, ϕ)

= ∂G(x, ϕ), x ∈ I , (2.51)

with boundary conditions (2.31). This yields

∂H(x, ϕ) = Eψ,Ux,ϕ

[∫ τ

0
exp

(∫ s

0
U ′′
X(t)(8(t))dt

)
∂G(X(s),8(s)) ds

]
,

(2.52)
cf. [24]. In particular

covψI,U (F,G) = Eψ,U
[
∂F (X(0),8(0))

∫ τ

0
exp

(∫ s

0
U ′′
X(t)(8(t))dt

)
× ∂G(X(s),8(s))ds

]
, (2.53)

and

covψI,U (ϕ(x), ϕ(y)) = Eψ,Ux

[∫ τ
0 exp

(∫ s
0 U

′′
X(t)(8(t))dt

)
1y(X(s))ds

]
.

(2.54)
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Remark 2.4. On the FKG inequality.Let F,G ∈ C2
exp(�I ; R) be such that

∂F ≥ 0,∂G ≥ 0. Then∂H ≥ 0 and therefore covψI,U (F,G) ≥ 0. Thus the measure

P
ψ
I,U satisfies the FKG property.

The main result of this section is a representation for the mean (and exponential
expectations). As it will be clear from below, dealing with the change in the mean of
the field due to the presence of an external magnetic field (or chemical potential)ρ

will essentially reduce, via a differentiation trick, to the previous covariance repre-
sentation. More delicate is the situation in the case of non zero boundary conditions.
We give the following

Proposition 2.5. Representation of the mean. Letψ ∈ �B andρ ∈ �0
E be given,

then 〈
ϕ(x)

〉ψ
I,ρ

=
〈
ϕ(x)

〉ψ
I

+
∫ 1

0
covψI,tρ (ϕ(x), 〈ρ, ϕ〉) dt , (2.55)

where the first term in the right-hand side can be expressed as〈
ϕ(x)

〉ψ
I

=
∫ 1

0

∑
y∈B

Ptψx (X(τ) = y)ψ(y)dt =
∫ 1

0
Etψx [ψ(X(τ))] dt , (2.56)

and

covψI,tρ (ϕ(x), 〈ρ, ϕ〉) = Eψ,tρx

[∫ τ

0
ρ(X(s))ds

]
. (2.57)

Proof.Let

h(t) ≡
〈
ϕ(x)

〉ψ
I,tρ

=

〈
ϕ(x)exp(t〈ρ, ϕ〉)

〉ψ
I〈

exp(t〈ρ, ϕ〉)
〉ψ
I

, (2.58)

then

h′(t) =

〈
ϕ(x)〈ρ, ϕ〉 exp(t〈ρ, ϕ〉)

〉ψ
I〈

exp(t〈ρ, ϕ〉)
〉ψ
I

−

〈
ϕ(x)exp(t〈ρ, ϕ〉)

〉ψ
I〈

exp(t〈ρ, ϕ〉)
〉ψ
I

〈
〈ρ, ϕ〉 exp(t〈ρ, ϕ〉)

〉ψ
I〈

exp(t〈ρ, ϕ〉)
〉ψ
I

= covψI,tρ (ϕ(x), 〈ρ, ϕ〉) , (2.59)

which is given by (2.39). Therefore the second term in the right-hand side of (2.55)

(and (2.57)) is justified. In order to take care of
〈
ϕ(x)

〉ψ
I

, let

f (t) =
〈
ϕ(x)

〉tψ
I

=

〈
ϕ(x)exp

(− HG(ϕ ∧ tψ))〉
mI〈

exp(−HG(ϕ ∧ tψ))
〉
mI

, (2.60)
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then by symmetryf (0) = 0 and, as above,

f ′(t) = −covtψI

(
ϕ(x),

d

dt
HG(ϕ ∧ tψ)

)
= covtψI

(
ϕ(x),Gtψ(ϕ)

)
, (2.61)

where

Gtψ(ϕ) = − d

dt
HG(ϕ ∧ tψ) = −

∑
y∈B

∂HG(ϕ̃)

∂ϕ̃(y)

∣∣∣∣
ϕ̃=ϕ∧tψ

ψ(y) . (2.62)

By (2.25)

covtψI
(
ϕ(x),Gtψ(ϕ)

) =
〈
h(x, ϕ)

〉tψ
I

, (2.63)

whereh(x, ϕ) solves

(−LtψI )h(x, ϕ)+
∑
z∈I

∂2HG

∂ϕ(z)∂ϕ(x)
(ϕ ∧ tψ)h(z, ϕ) = ∂Gtψ(ϕ)

∂ϕ(x)
, x ∈ I ,

(2.64)
with boundary conditionh(y, ·) = 0, y ∈ B. Let

w(y, ϕ) =
{
h(y, ϕ), y ∈ I
ψ(y), y ∈ B ,

(2.65)

then since∑
z∈I

∂2HG(ϕ ∧ tψ)
∂ϕ(z)∂ϕ(x)

h(z, ϕ)− ∂Gtψ(ϕ)

∂ϕ(x)
=
∑
z∈E

∂2HG(ϕ̃)

∂ϕ̃(z)∂ϕ̃(x)

∣∣∣∣
ϕ̃=ϕ∧tψ

w(z, ϕ)

= (−Qtψ,ϕ
E )w(x, ϕ) , (2.66)

we see thatw(x, ϕ) solves

L
tψ,ϕ
E w(x, ϕ) = 0, x ∈ I , (2.67)

with boundary conditionw(x, ·) = ψ(x), x ∈ B. Now the result (2.56) follows as
before from the argument in [24, §2],

w(x, ϕ) =
∑
y∈B

ψ(y)Ptψx,ϕ [X (τ) = y] = Etψx,ϕ [ψ (X (τ))] , (2.68)

and the proof is complete. ut
Remark 2.6. Of course nothing prevents us to replaceϕ(x) with F(ϕ) ∈ C2

exp, in
this case we get〈

F(ϕ)
〉ψ
I,ρ

=
〈
F(ϕ)

〉ψ
I

+
∫ 1

0
covψI,tρ (F (ϕ), 〈ρ, ϕ〉) dt , (2.69)

where the first term in the right-hand side can be expressed as〈
F(ϕ)

〉ψ
I

=
〈
F(ϕ)

〉0
I

+
∫ 1

0
Etψ [∂F (X(0),8(0))ψ(X(τ))] dt . (2.70)
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Also, interchanging the order of differentiation yields a similar formula:〈
F(ϕ)

〉ψ
I,ρ

=
〈
F(ϕ)

〉0
I

+
∫ 1

0
Etψ,tρ

[
∂F (X(0),8(0))

(∫ τ

0
ρ(X(s))ds + ψ (X (τ))

)]
dt .

(2.71)

In particular it follows from the argument, that(ψ, ρ) : �B ×�0
E −→

〈
F(ϕ)

〉ψ
I,ρ

is monotone inψ andρ for any monotoneF ∈ C2
exp.

With the following Corollary we give the tool to compute the moment generat-
ing function with generalψ andρ.

Corollary 2.7. The exponential moment. Letν, ρ ∈ �0
E , then

log
〈
exp

(
〈ν, ϕ〉 −

〈
〈ν, ϕ〉

〉ψ
I,ρ

)〉ψ
I,ρ

=
∫ 1

0

∫ t

0
varψI,ρ+sν (〈ν, ϕ〉) ds dt

=
∫ 1

0

∫ t

0

∑
x∈I

ν(x)Eψ,ρ+sν
x

[∫ τ

0
ν(X(u))du

]
ds dt . (2.72)

Proof. It follows again from the differentiation trick. Set

f (t) = log
〈
exp

{
t

[
〈ν, ϕ〉 −

〈
〈ν, ϕ〉

〉ψ
I,ρ

]} 〉ψ
I,ρ

, (2.73)

thenf (0) = 0 and

f ′(t) =
〈 {

〈ν, ϕ〉 −
〈
〈ν, ϕ〉

〉ψ
I,ρ

} 〉ψ
I,ρ+tν

. (2.74)

Thusf ′(0) = 0 and
f ′′(t) = varψI,ρ+tν (〈ν, ϕ〉) . (2.75)

Integrating and using (2.39) yields the result. ut

2.1.1. The homogeneous Gaussian case

We single out the very particular case of quadratic potentials, independent of the
particular bond, by putting a superscript∗. Therefore

V ∗
b (∇ϕ(b)) = 1

2
(∇ϕ(b))2 , b ∈ E , (2.76)

and we writeH∗
G(ϕ) for the harmonic Hamiltonian, that is

∑
b∈E(∇ϕ(b))2, and

P∗
I,ρ for the corresponding measure. The Gaussian measure will be used as a com-

parison tool and we will mostly use it only withψ ≡ 0 andρ ≡ 0: as before, in
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this case we will omitψ andρ in the notation. Note thatP∗
I is a Gaussian measure

on�I and therefore it is completely characterized by its mean (in this case 0) and
its covariances. Let us observe that, in the Gaussian case,8 andX, in this case
denoted byX∗, evolve independently. In factV ∗

b
′′ ≡ 1 for all b ∈ E, and therefore

(2.39) reduces to computing the time spent iny for the simple random walk starting
atx (or vice versa). In particular forG(ϕ) = 〈ν, ϕ〉 a linear function, the equation
(2.30) reduces to an equation independent ofϕ:

(−Q∗)h∗(x) =
∑

b∈E:x(b)=x
∇bh∗ = ν(x) (2.77)

with solutionh∗(x) = Ex [
∫ τ

0 ν(X
∗(s)) ds], andQ∗ is just the Laplacian on the

graph. As it is well known, in the Gaussian case we can express also the mean of
the field in terms of a simple random walk. For example, in the case of boundary
conditionsψ ∈ �B andρ ≡ 0 and denoting byPx the law of the simple symmetric
random walk starting fromx ∈ I , we have (see formula (2.56))〈

ϕ(x)
〉
P

∗,ψ
I

= Ex [ψ (Xτ )] , (2.78)

for everyx ∈ I (see [27, Ch. 13]) for the case in whichV is still quadratic, but
bond dependent, andρ 6= 0). Every expression with a superscript∗ refers to the
homogeneous Gaussian case: in particularL∗ = L∗ +Q∗. In general the Gauss-
ian computations may cast some light in understanding the general (non-Gaussian)
behavior. As already remarked before, this is not the only advantage: it is in fact pos-
sible to get some inequalities on non-Gaussian quantities with respect to Gaussian
quantities. This is the subject of the next subsection.

2.2. Inequalities and estimates forϕ-fields on a graph

For simplicity, in this subsection we will only deal with 0-boundary conditions, i.e.
ψx = 0, x ∈ B.

A general inequality for log-concave measures, due to H. Brascamp and E. Lieb
[13] and applied to the massless field case for the first time in [14], says that any

moment, including the exponential one, of〈ν, ϕ〉 −
〈
ν, ϕ

〉ψ
I,ρ

is bounded above

by the corresponding moment for the field with HamiltonianH∗(ϕ) equals to
1
2

∑
b C1V

∗(∇ϕ(b)), whereC1 is the lower bound onV ′′
b . We start by reviewing

this result in our set up and by giving a (partial) reverse inequality, i.e. we will find
a lower bound on variances in terms of the corresponding Gaussian expectation,
with potentialC2V

∗, whereC2 is the upper bound onV ′′
b .

Letλ∗
E be the principal eigenvalue of the random walk on the graph with Dirich-

let boundary conditions:

λ∗
E = inf

{
0Q∗(u, u) = 1

2

∑
b∈E
(∇u(b))2 : u ∈ �0

E with ‖u‖ = 〈u, u〉1/2 = 1

}
.

(2.79)
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Note thatλ∗
E > 0 sinceB 6= ∅ and the graph is finite and connected. Next, for

F ⊆ I let

λ∗
F,E = inf

{
0Q∗(u, u) = 1

2

∑
b∈E
(∇u(b))2 : u ∈ �0

E with
∑
x∈F

(u(x))2 = 1

}
.

(2.80)
Note thatλ∗

I,E = λ∗
E andλ∗

F,E ≥ λ∗
E . For givenα : E −→ R define the divergence

div(α) ∈ �0
E

div(α)(x) =
{ ∑
y∈E

[
α
(
(y, x)

)− α
(
(x, y)

)]
, x ∈ I

0, x ∈ B .
(2.81)

Note that the divergence is characterized by the following summation by parts
formula: for allϕ ∈ �0

E ,

〈α,∇ϕ〉 =
∑
b∈E

α(b)∇ϕ(b) =
∑
x∈I

div(α)(x)ϕ(x) . (2.82)

where we have extended the notation〈·, ·〉 to denote also the scalar product in
L2(E; R).

2.2.1. Brascamp–Lieb and reverse Brascamp–Lieb inequalities

Lemma 2.8. If ν ∈ �0
F , whereF ⊆ E and�0

F = {ν ∈ �E : ν(x) = 0 for x ∈
E\F }, then

varI,ρ (〈ν, ϕ〉) ≤ 1

C1
var∗I (〈ν, ϕ〉) ≤ 1

C1λ
∗
F,E

‖ν‖2 . (2.83)

and

varI,ρ (〈ν, ϕ〉) ≥ 1

C2
var∗I (〈ν, ϕ〉) . (2.84)

Moreover, for eachα ∈ �E ≡ RE, we have

1

C2
var∗I (〈α,∇ϕ〉) ≤ varI,ρ (〈α,∇ϕ〉) ≤ 1

C1
var∗I (〈α,∇ϕ〉) ≤ 1

C1
‖α‖2 . (2.85)

Proof. TakeG ∈ C2
exp, then sinceĈ2

exp is a dense set of theL2 domain of(−LE,ρ),
we get by simpleL2 calculus

varI,ρ(G) =
〈
〈〈∂G, (−LE,ρ

)−1
∂G〉〉(ϕ)

〉
I,ρ

= sup
f∈Ĉ2

exp

{
2
〈
〈〈∂G, f 〉〉(ϕ)

〉
I,ρ

− 0LE,ρ
(f, f )

}
. (2.86)

Next, in view ofV ′′ ≥ C1, we have

0QϕE
(f, f ) (ϕ) ≥ C10Q∗ (f, f ) (ϕ) . (2.87)
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Thus, by Jensen’s inequality,

0LE,ρ
(f, f ) ≥

∑
x∈I

0LI,ρ (f (x, · ) , f (x, · ))+ C1

〈
0Q∗ (f, f ) (ϕ)

〉
I,ρ

≥ C10Q∗
(
fI,ρ, fI,ρ

)
, (2.88)

wherefI,ρ(x) =
〈
f (x, ϕ)

〉
I,ρ

. In view of (2.88), with∂G(x, ·) ≡ ν(x), and (2.86),

we get

varI,ρ (〈ν, ϕ〉) = sup
f∈Ĉ2

exp

{
2
〈
〈〈ν, f 〉〉(ϕ)

〉
I,ρ

− 0LE,ρ
(f, f )

}
≤ sup
f∈Ĉ2

exp

{
2〈ν, fI,ρ〉 − C10Q∗

(
fI,ρ, fI,ρ

)}
≤ 1

C1
var∗I (〈ν, ϕ〉) , (2.89)

which proves (2.83), since, for anyν with support inF , by the definition of the
Gaussian measure and Cauchy–Schwarz

var∗I (〈ν, ϕ〉) = sup
u∈�0

I

〈u, ν〉2

0Q∗(u, u)
≤ 〈ν, ν〉
λ∗
F,E

. (2.90)

Finally, again using (2.86), restricting ourselves tof (x, ϕ) = β(x) independent of
ϕ, we get

varI,ρ(〈ν, ϕ〉) ≥ sup
β∈�0

I

{
2〈ν, β〉 − 0LE,ρ

(β, β)
}
. (2.91)

Moreover, sinceV ′′ ≤ C2 we have

0LE,ρ
(β, β) =

∑
b∈E

〈
a(b, ϕ)

〉
I,ρ
(∇β(b))2 ≤ C20Q∗(β, β) , (2.92)

which implies (2.84). The inequality (2.85) trivially follows from (2.82):

varI,ρ (〈α,∇ϕ〉) = varI,ρ (〈div(α), ϕ〉)
≤ 1

C1
var∗I (〈div(α), ϕ〉) ≤ 1

C1
‖α‖2 , (2.93)

since, by Cauchy–Schwarz

var∗I (〈div(α), ϕ〉) = sup
u∈�0

I

〈div(α), u〉2

0Q∗(u, u)
= sup
u∈�0

I

〈α,∇u〉2

〈∇u,∇u〉 ≤ ‖α‖2 . (2.94)

ut
We now pass to exponential estimates.
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Lemma 2.9. For eachν ∈ �0
F andα ∈ �E

var∗I (〈ν, ϕ〉)
2C2

≤ log

〈
exp

(
〈ν, ϕ〉 −

〈
〈ν, ϕ〉

〉
I,ρ

)〉
I,ρ

≤ var∗I (〈ν, ϕ〉)
2C1

≤ 1

2C1λ
∗
F,E

‖ν‖2 . (2.95)

and

var∗I (〈α,∇ϕ〉)
2C2

≤ log
〈
exp

(
〈α,∇ϕ〉 −

〈
〈α,∇ϕ〉

〉
I,ρ

) 〉
I,ρ

≤ var∗I (〈α,∇ϕ〉)
2C1

≤ 1

2C1
‖α‖2 . (2.96)

In particular, for eachT > 0, we have

PI,ρ

((
〈ν, ϕ〉 −

〈
〈ν, ϕ〉

〉
I,ρ

)
> T

)
≤ exp

(
− C1T

2

2var∗I (〈ν, ϕ〉)
)

≤ exp

(
−C1λ

∗
F,ET

2

2‖ν‖2

)
(2.97)

PI,ρ

((
〈α,∇ϕ〉 −

〈
〈α,∇ϕ〉

〉
I,ρ

)
> T

)
≤ exp

(
− C1T

2

2var∗I (〈α,∇ϕ〉)
)

≤ exp

(
− C1T

2

2‖α‖2

)
.

and

PI,ρ

((
〈ν, ϕ〉 −

〈
〈ν, ϕ〉

〉
I,ρ

)
> T

)
≥ exp(−2 log 2C2 − 1)

2

× exp

(
−2C2

2

C1

T 2

var∗I (〈ν, ϕ〉)

)
. (2.98)

Proof.The inequalities in (2.95) and (2.96) are immediate consequences of Corol-
lary 2.7 and Lemma 2.8. The upper bounds (2.97) are just an easy consequence of
Chebychev inequality. In order to prove the lower bound (2.98), using the rescaling
T ′ = T/

√
var∗I (〈ν, ϕ〉)we may assume that var∗

I (〈ν, ϕ〉) = 1. Letu(x) = 〈
ϕ(x)

〉
I,ρ

and, for simplicity, let us writeP′ = PI,ρ ◦T −1
u , whereTuϕ(x) = ϕ(x)−u(x), x ∈

I.SetP′
t (dϕ) = exp(t〈ν,ϕ〉)

Z′(t) P′(dϕ).Using an entropy inequality [21, Lemma 5.4.21],
we have

log
P′(〈ν, ϕ〉 > T )

P′
t (〈ν, ϕ〉 > T )

≥ −H(P′∣∣P′
t )+ e−1

P′
t (〈ν, ϕ〉 > T )

, (2.99)
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where for two probability measuresP andQ, defined on the same measurable
space, therelative entropy of Q with respect to P is defined as

H(Q|P) =
{∫ (

log dQ
dP

)
dQ Q � P

∞ Q 6� P .
(2.100)

Therefore

H(P′
t

∣∣P′) = E′
t

[
log

dP′
t

dP′

]
= tE′

t [〈ν, ϕ〉] − logZ′(t) , (2.101)

and since

d

dt
logZ′(t) = E′

t [〈ν, ϕ〉], d

dt
E′
t [〈ν, ϕ〉] = var′t (〈ν, ϕ〉) , (2.102)

we have
d

dt
H(P′

t

∣∣P′) = t
d

dt
E′
t [〈ν, ϕ〉] + E′

t [〈ν, ϕ〉] − d

dt
logZ′(t) = tvar′t (〈ν, ϕ〉) .

(2.103)
Thus, in view of the Brascamp–Lieb inequality (second inequality in (2.83))

H(P′
t

∣∣P′) ≤ t2

2C1
. (2.104)

On the other hand, using the reversed Brascamp–Lieb inequality (first inequality
in (2.83))

− log
Z′(t − τ)

Z′(t)
=
∫ t

t−τ
s var′s(〈ν, ϕ〉) ds ≥ 1

2C2

(
2tτ − τ2) . (2.105)

In particular, fort ≥ C2T , this implies

logP′
t (〈ν, ϕ〉 ≤ T ) ≤ − sup

τ≥0
{−T τ − log

Z′(t − τ)

Z′(t)
} = − 1

2C2

(
t − C2T

)2
.

(2.106)
Chooset = C2T +√

2 log 2C2, thent2 ≤ 2C2
2T

2 + 2 log 2C2, andP′
t (〈ν, ϕ〉 >

T ) ≥ 1 − e− log 2 = 1/2, which implies (2.98) by (2.99). ut

2.2.2. Entropy estimates

Let us consider two probability measuresP andQ on�F . The following proposi-
tion shows that we can control the difference of the expectations ofϕ with respect
to P andQ with the relative entropy.

Proposition 2.10. LetP be the restriction ofPI,ρ on�F , whereF ⊆ I . Then for
any measureQ on�F we have∑

x∈F

(
EP [ϕ(x)] − EQ [ϕ(x)]

)2 ≤ 2

C1λ
∗
F,E

H(Q|P) , (2.107)
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∑
b∈F

(
EP [∇ϕ(b)] − EQ [∇ϕ(b)])2 ≤ 2

C1
H(Q|P) , (2.108)

whereF = {b ∈ E : x(b), y(b) ∈ F }. As a consequence( ∑
x∈F

〈
ϕ(x)

〉2
I,ρ

)1/2

≤ ‖ρ‖
C1(λ

∗
E)

1/2(λ∗
F,E)

1/2 ,( ∑
b∈E

〈
∇ϕ(b)

〉2
I,ρ

)1/2

≤ ‖ρ‖
C1(λ

∗
E)

1/2 .

(2.109)

Proof.First note that for anyβ ∈ �F ,∑
x∈F

β(x)
[
EQ [ϕ(x)] − EP [ϕ(x)]

]
− logEP

[
exp

(∑
x∈F

β(x) (ϕ(x)− EP [ϕ(x)])

)]
≤ H(Q|P) , (2.110)

(see [21, 3.2.12]). Next, in view of Lemma 2.9, we have

logEP

[
exp

(∑
x∈F

β(x) (ϕ(x)− EP [ϕ(x)])

)]
≤ ‖β‖2

2C1λ
∗
F,E

. (2.111)

Choosingβ(x) = C1λ
∗
F,E(EQ[ϕ(x)] −EP [ϕ(x)]) yields the first equality. The sec-

ond follows with the very same argument. As for the last two statements: choose
P = PI,ρ andQ = PI . Then

dQ

dP
= 1

Z
exp(−〈ρ, ϕ〉) , (2.112)

where Z = EP [exp(−〈ρ, ϕ〉)] = 1/EQ[exp(〈ρ, ϕ〉)]. Thus, using again
Lemma 2.9, we have

H(Q|P) = EQ [−〈ρ, ϕ〉] − logZ = − logZ

= logEQ
[
exp(〈ρ, ϕ〉)] ≤ ‖ρ‖2

2C1λ
∗
E

, (2.113)

which implies the result. ut

2.2.3. Exponential tightness

Lemma 2.11. Letρ ∈ �0
E , then for eachε < C1/2 andF ⊆ I we have

log
〈
exp

(
ελ∗
F,E

∑
x∈F

(ϕ(x))2

) 〉
I,ρ

≤ log
〈
exp

(
ε
∑
b∈E
(∇ϕ(b))2

) 〉
I,ρ

≤ c1
|I |
2

+ c2λ
∗
E‖ρ‖2, (2.114)

wherec1 and c2 depend only onC1, C2 and ε (see (2.116) below for explicit
expressions).
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Proof.This result is quite elementary. The first inequality follows immediately from
the definition ofλ∗

F,E . For the second one, usingC1 ≤ V ′′ ≤ C2 we have

C1H
∗
G(ϕ) ≤ HG(ϕ) ≤ C2H

∗
G(ϕ) . (2.115)

Thus

〈
exp

(
ε
∑
b∈E
(∇(ϕ))2

) 〉
I,ρ

=

〈
exp

(
ε
∑
b∈E
(∇ϕ(b))2 − HG,ρ(ϕ)

) 〉
mI〈

exp
(−HG,ρ(ϕ)

) 〉
mI

≤
(

C2

C1 − 2ε

)|I |/2
exp

(
C2 − C1 + 2ε

2C2(C1 − 2ε)
var∗I (〈ρ, ϕ〉)

)
,

(2.116)

and var∗I (〈ρ, ϕ〉) ≤ λ∗
E‖ρ‖2. ut

2.3. H–S representation and estimates forϕ-fields on the square lattice

We are now going to focus on the framework of the introduction (Subsection 1.2).
In this case the graphG depends onN ∈ Z+. More precisely

I = DN ⊂ ZdN , B = ∂+DN ⊂ ZdN , (2.117)

where∂+ denotes the external boundary of a subset ofZdN andE are the bonds
inherited from the nearest-neighbor graph structure ofZd , that is

E ≡ {(x, y) : x, y ∈ E = B ∪ I, |x − y| = 1/N andx or y ∈ I } . (2.118)

We will restrict ourselves once again to the 0-boundary condition case, therefore
the superscriptψ will never be present. Moreover we will use all the notations
and short-cuts of Subsection 1.2, in particular the HamiltonianHG (2.3) will be
simply denoted byHN (1.9), the measurePN,h, defined in (1.27), corresponds
to PI,ρ with ρ = 1

N
h (defined in (2.6) and (2.9)) and we will omith from the

notation if h ≡ 0. Observe also thatC1 = c−1
V andC2 = cV (compare (1.13)

and (2.2)). Moreover also here we use the notation∂F (x, ϕ) = ∂F (ϕ)/∂ϕ(x) and
∂G(x, ϕ) = ∂G(ϕ)/∂ϕ(x).

2.3.1. Some H–S formulas onZdN

Below we restate, in this particular context, some of the formulas introduced in
Proposition 2.2, Proposition 2.5 and Corollary 2.7.

On the square lattice, we will denote the stochastic process behind the H–S
representation by{(XN(t),8(t))}t∈R+ , corresponding to the(X,8)-process intro-
duced in Subsection 2.1. If we pass from the bond notation to the site notation, the
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pregenerator of this process can be written as

(
LN,hg

)
(x, ϕ) =

∑
z

N
eHN,h(ϕ)

∂

∂ϕ(z)

[
e−HN,h(ϕ)

∂g

∂ϕ(z)
(x, ϕ)

]

− 1

N2

d∑
i=1

∇N
i

∗ [
V ′′(ηi(x))∇N

i g
]
(x, ϕ)

= (
LN,hg

)
(x, ϕ)+ (QNg) (x, ϕ) (2.119)

whereg : DN × RDN → R is a smooth function ofϕ, for all x. The factor 1/N2

in front of the jump term ofLN,f is due to the fact that∇N is rescaled byN . We
denote byτN the exit time ofXN(·) fromDN .

There are three formulas that will be particularly relevant for our analysis: the
representation of the covariances and the representation of tilted expectations and
exponential expectations of linear functionals. ForF,G ∈ C2

exp(R
DN ; R) we have

covN,h (F,G) =
〈
〈〈∂F, (−LN,h

)−1
∂G〉〉(ϕ)

〉
N,h

=
〈∑
x

N
∂F (x, ϕ)Ehx,ϕ

(∫ τN

0
∂G(XN(t),8(t))

)
dt

〉
N,h

.

(2.120)

Here by−L−1
N,h∂Gwe mean the solutionh of the elliptic problem−LN,hh = ∂G

(see (2.51)). The tilted averages are given by

〈
ϕ(x)

〉
N,h

= 1

N

∫ 1

0

〈
〈〈1{x},

(−LN,th

)−1
h〉〉(ϕ)

〉
N,th

dt

= 1

N

∫ 1

0

〈
Ethx,ϕ(h(XN(t))

〉
N,th

dt , (2.121)

and the exponential expectation value of linear functionals ofϕ

log
〈
exp

(
〈h1, ϕ〉 −

〈
〈h1, ϕ〉

〉
N,h

) 〉
N,h

= 1

2

∫ 1

0

∫ t

0

〈
〈〈h1,

(−LN,h+sh1

)−1
h1〉〉

〉
N,h+sh1

dsdt , (2.122)

whereh1 is a function supported inD.

2.3.2. The Brascamp–Lieb inequalities, the lattice case

If we set1N = −∇N ∗∇N and we denote by1N−1 : DN ×DN → R the Green
function associated to1N (with Dirichlet boundary conditions), a change of no-
tation in Lemma 2.8 and Lemma 2.9 leads, forh, h1 ∈ C∞

0 (D), to the following
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inequalities, uniform inN :

1

cV

∑
x,y

N∇Nh1(x)1N
−1(x, y)∇Nh1(y) ≤ varN,h

(∑
x

N
h1(x)ηi(x)

)
≤ cV N

d‖h1‖2
2 , (2.123)

1

Nd
log

〈
exp

{∑
x

N
[
h1(x)ηi(x)−

〈
h1(x)ηi(x)

〉
N,h

]} 〉
N,h

≤ cV

2
‖h1‖2

2 ,

(2.124)

1

Nd
log

〈
exp

{∑
x

N
[
h1(x)ξN(x)−

〈
h1(x)ξN(x)

〉
N,h

]} 〉
N,h

≤ c‖h1‖2
2 ,

(2.125)
wherec is a constant, independent ofh andh1, which can be easily estimated from
the definition (2.79) ofλ∗

DN
. Here we simply use the fact that, sinceD is bounded,

there existsc′ such thatλDN ≥ c′N−2. In the first term in (2.123) we recognize the
variance of

∑N
h1ηi with respect to the Gaussian massless field.

2.3.3. Entropy estimate on the gradient and exponential tightness

Again by using the fact thatλDN ≥ c′N−2, from (2.109) we obtain the following
important bulk estimate√

1

Nd

∑
x

N
〈
η(x)

〉2
N,h

=
∥∥∥∇NuN,h

∥∥∥
2

≤ cV

c′
‖h‖2 . (2.126)

For the next estimate we need some notation: letD0
N = {x ∈ DN : dist(x,DC

N) ≥
2/N} and denote bỹP0 the restriction ofPN,f to RD

0
N . Moreover letQ̃0 be the

restriction ofPN,f ◦ (θNe )−1, |e| = 1, to RD
0
N , with θNe the translation operator:

θNe f (x) = f (x + e/N). Note thatθNe D
0
N ⊂ DN . Recall now thatf is compactly

supported inD: therefore forN sufficiently largef is supported inD0
N . By apply-

ing Proposition 2.10, formula (2.108), we obtain the control of the oscillations in
our profile in terms of a relative entropy:

∑
x∈D0

N

[〈
η
(
x + e

N

) 〉
N,h

−
〈
η(x)

〉
N,h

]2

≤ 2cVH
(

P̃0
∣∣Q̃0

)
. (2.127)

We conclude this section by giving the estimate that implies the exponential tight-
ness for the sequence of processes we are looking at: from Lemma 2.11 we obtain
that there existsε0 > 0 such that for everyε ∈ (0, ε0) there existsC such that

sup
N∈N

1

Nd
log

〈
exp

{
ε
∑
x

N
[
|ξN(x)|2 +

∣∣∣∇NξN(x)

∣∣∣2]}〉
N,h

≤ C . (2.128)
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3. A priori bounds and technical estimates

3.1. The oscillation inequality: statement and strategy of the proof

Recall the notationuN,f (x) = 〈ϕ(x)/N〉N,f = 〈ξN(x)〉N,f . Below e ∈ Zd ,
|e| = 1. We have the following result, which controls the oscillations of the gradi-
ent ofuN,f .

Lemma 3.1. Let us assume that∂D is Lipschitz. Then for everyf ∈ C∞
0 (D) one

can choose a functionψ : N 7→ R+ with lim
N→∞

ψ(N) = 0, such that,

1

Nd

∑
x

N
d∑
i=1

[
∇N
i uN,f

(
x + e

N

)
− ∇N

i uN,f (x)
]2 ≤ ψ(N) , (3.1)

In fact our proof gives a control over the rate of convergence in (3.1): the function
ψ(N) can be chosenO((1/N)δ) for someδ > 0 (cf. (3.7)).

The scheme of the proof is the following:

1. By (2.127) the term we have to estimate is bounded by theL2-norm of the
gradientnear the boundary plus a relative entropy:

∑
x

N
d∑
i=1

[
∇N
i uN,f

(
x + e

N

)
− ∇N

i uN,f (x)
]2

≤
∑

x∈DN\D0
N

d∑
i=1

[
∇N
i uN,f

(
x + e

N

)
− ∇N

i uN,f(x)
]2+ 2d cVH

(
P̃0
∣∣Q̃0

)
= T1 + T2 . (3.2)

Note that inT1 the sum is only over points at a distance smaller than 2/N from
the boundary.

2. With Lemma 3.2 we will show that the relative entropy termT2 can be decom-
posed into a bulk term and a boundary term: the boundary term is essentially
the same asT1, in the sense it is the sum of the square on∇NuN,f (x) with x
within a distancek/N from the boundary ofDN : this timek will be equal to 3.

3. The bulk term is controlled by applying the Brascamp–Lieb inequality (2.123).
4. TheL2-norm of the gradientnear the boundary will be shown (Lemma 3.3) to

be bounded by theLp-norm of the gradient in the bulk;p > 2, and the latter
will be controlled by adapting theLp theory of elliptic equations to our discrete
setting (see Lemma 3.4)4.

The proof Lemma 3.1 can be found in Subsection 3.2, where one can find also the
preparatory results we just described, with the exception of theLp estimates, which
are delayed till Subsection 3.3.

4 Actually, Stefan M̈uller showed us a simple proof of the control of theL2-norm of the gra-
dient at boundary using the equation (3.34). His technique works for very general domains,
cf. [38]. Here we rely on ourLp estimates, since they play a key role in our compactness
argument.
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3.2. From the entropy estimate toLp estimates

We recall that the notation for the lemma we are going to state has been intro-
duced right before formula (2.127). In particular recall thatD0

N = {x ∈ DN :
dist(x,DC

N) ≥ 2/N}.
Lemma 3.2. There existsC > 0 such that for everyN

H
(

P̃0
∣∣Q̃0

)
+ H

(
Q̃0
∣∣P̃0

)
≤ C

 Nd−1‖∇f ‖2‖f ‖2 + |∂−D0
N |

+
∑
x∈BN

∣∣∣∣〈η(x)〉N,f
∣∣∣∣2
 , (3.3)

whereBN = {x ∈ DN : dist(x,DC
N) ≤ 3/N}.

We postpone the proof of Lemma 3.2.

Lemma 3.3. Assume that∂D is Lipschitz, then there existsC < ∞ such that for
everyp ≥ 1 ∑

x∈BN

∣∣∣∇NuN,f (x)

∣∣∣2 ≤ CNd−1+1/p
∥∥∥∇NuN,f

∥∥∥2

2p
. (3.4)

Proof. It follows directly from Hölder inequality∑
x∈BN

∣∣∣∇NuN,f (x)

∣∣∣2 =
∑
x

N
∣∣∣∇NuN,f (x)

∣∣∣2 1BN (x)

≤
(∑

x

N
∣∣∣∇NuN,f (x)

∣∣∣2p)1/p

|BN |1−1/p . (3.5)

Since∂D is Lipschitz, we have|BN | = O(Nd−1), which implies the result. ut
Proof of Lemma 3.1.By using (2.127), Lemma 3.2 and Lemma 3.3 we, obtain that
there exists a constantc1 such that∑N

d∑
i=1

[
∇N
i uN,f

(
x + ei

N

)
− ∇N

i uN,f (x)
]2

≤ c1

[
Nd−1 +N(d−1+1/p)

∥∥∥∇NuN,f

∥∥∥2

2p

]
. (3.6)

By Lemma 3.4 below, we can choosep > 1 such that‖∇NuN,f ‖2p is bounded
uniformly inN . Therefore

∑N
d∑
i=1

[
∇N
i uN,f

(
x + ei

N

)
− ∇N

i uN,f (x)
]2 ≤ c2N

d−1+1/p = o(Nd) ,

(3.7)
and we are done. ut
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Proof of Lemma 3.2.SetD1
N = θNe D

0
N and denote bỹP1 (respectivelyQ̃1) the

restriction ofPN,f (respectivelyP ◦ (θNe )−1) to D1
N . Let pi(ϕ), i = 0,1, be the

density ofP̃i with respect to the Lebesgue measure:

pi(ϕ) = P̃i (dϕ)

mDiN
(dϕ)

, (3.8)

whereϕ ∈ RD
i
N . Observe that, since

Q̃0(dϕ)

P̃0(dϕ)
= p1

(
θN−eϕ

)
p0 (ϕ)

, (3.9)

we have the following expressions for the relative entropies:

H
(

P̃0
∣∣Q̃0

)
=
〈
logp0(ϕ)

〉
N,f

−
〈
logp1(θ

N
−eϕ)

〉
N,f

, (3.10)

H
(

Q̃0
∣∣P̃0

)
=
〈
logp1(ϕ)

〉
N,f

−
〈
logp0(θ

N
e ϕ)

〉
N,f

. (3.11)

We now look for a convenient expression for the densities. LetDiN = DN\DiN and
decompose the Hamiltonian (withf = 0) in the following way

HN(ϕ) = H◦
i (ϕ)+ Hi (ϕ) , (3.12)

where
H◦

i (ϕ) =
∑

x∼y:x,y∈DiN

V (ϕ(x)− ϕ(y)) , (3.13)

is the Hamiltonian inDiN , with free boundary conditions. In (3.12)ϕ is an element

of RDN (or RZdN , with zero boundary conditions outsideDN ), but it is clear that
H◦

i andHi (ϕ) do not depend on all the coordinates ofϕ. A simple computation
leads to

pi(ϕ) = Zi(ϕ)

ZN,f

exp

{
−H◦

i (ϕ)+ 1

N

N∑
x

ϕ(x)f (x)

}
, (3.14)

whereZN,f is the normalization in (1.27) and

Zi(ϕ) =
∫

exp
{−Hi (ψϕ̃,ϕ)

}
m
DiN
(dϕ̃) , (3.15)

with

ψϕ̃,ϕ(x) =
{
ϕ̃(x) if x ∈ DiN
ϕ(x) otherwise .

(3.16)

Note thatZi(ϕ) depends onϕ only throughϕ(x) with x ∈ ∂−DiN . If we take into
account that

H◦
0(ϕ) = H◦

1

(
θNe ϕ

)
, (3.17)
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from (3.10), (3.11) and (3.14) we obtain that

H
(

P̃0
∣∣Q̃0

)
+ H

(
Q̃0
∣∣P̃0

)
=
〈 1

N

N∑
x

ϕ(x)f (x)+ logZ1(θ
N
−eϕ)

〉
N,f

−
〈 1

N

N∑
x

θN−eϕ(x)f (x)+ logZ0(ϕ)
〉
N,f

+
〈 1

N

N∑
x

ϕ(x)f (x)+ logZ1(ϕ)
〉
N,f

−
〈 1

N

N∑
x

θNe ϕ(x)f (x)+ logZ0(θ
N
e ϕ)

〉
N,f

(3.18)

=
〈 1

N

N∑
x

[
2ϕ(x)− θNe ϕ(x)− θN−eϕ(x)

]
f (x)

〉
N,f

+
〈
log

(
Z0(ϕ)

Z0(θNe ϕ)

) 〉
N,f

+
〈
log

(
Z1(ϕ)

Z1(θ
N−eϕ)

) 〉
N,f

(3.19)

≡ J1 + J2 + J3.

By summation by parts and Cauchy–Schwarz we obtain

J1 ≤
∣∣∣∣∣ 1

N

N∑
x

(∇N
i f )(x)

〈
ηi(x)

〉
N,f

∣∣∣∣∣
≤ 1

N

(
N∑
x

[
∇N
i f (x)

]2
)1/2( N∑

x

〈
ηi(x)

〉2
N,f

)1/2

, (3.20)

wherei is such thate = ei . By using (2.126) and the regularity off one easily
see thatJ1 is bounded byconst.Nd−1‖f ‖2‖∇f ‖2, which is compatible with the
bound we claimed (cf. (3.3)), and therefore we are left with estimatingJ2 andJ3.

We use once again the differentiation trick, to interpolate betweenϕ andθNe ϕ:

ϕt = ϕ + t [θeϕ − ϕ] , t ∈ [0,1]. (3.21)

We have:

d

dt
logZ0(ϕt ) = Et

[
− d

dt
H0(ψϕ,ϕt )

]
, (3.22)

where this timeψϕ,ϕt (x) ∈ RD
0N ∪∂−D0

N

ψϕ,ϕt (x) =
{
ϕt (x) if x ∈ ∂−D0

N ,
ϕ(x) otherwise ,

(3.23)
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andPt , Et for the expectation, is the measure onRD
0
N , with zero boundary condi-

tions outsideDN andϕt boundary conditions on∂−D0
N . Note that we are usingϕ

for the field distributed according toPt . By taking another derivative we obtain

d2

dt2
logZ0(ϕt ) = Et

[
− d2

dt2
H0(ψϕ,ϕt )

]
+ varPt

(
d

dt
H0(ψϕ,ϕt )

)
, (3.24)

and by integrating twice, observing thatP0(·) = PN,f (·|F∂−D0
N
), we obtain

log

(
Z0(ϕ)

Z0(θNe ϕ)

)
≤ E0

[
d

dt
H0(ψϕ,ϕt )

∣∣
t=0

]

+
∫ 1

0

∫ s

0

{
Et

[
d2

dt2
H0(ψϕ,ϕt )

]
−varPt

(
d

dt
H0(ψϕ,ϕt )

)}
dtds

≤ EN,f

[
d

dt
H0(ψϕ,ϕt )

∣∣
t=0

∣∣∣F∂−D0
N

]
(ϕ)

+
∫ 1

0

∫ s

0
Et

[
d2

dt2
H0(ψϕ,ϕt )

]
dtds . (3.25)

Now, by usingV ′′ ≤ cV , we obtain that

d

dt
H0(ψϕ,ϕt )

∣∣
t=0 =

∑
x∈∂−D0

N

∑
y∈D0

N :|y−x|=1

V ′(ϕ(x)− ϕ(y))(ϕ(x + e)− ϕ(x))

≤ cV
∑

x∼y:x∈∂−D0
N

[
(ϕ(x)− ϕ(y))2 + (ϕ(x)− ϕ(y))2

]
,

(3.26)
and

d2

dt2
H∗

0(ψϕ,ϕt ) =
∑

x∼y:x∈∂−D0
N

V ′′ (ϕ(x)− ϕt (y)
)
(ϕ(x + e)− ϕ(x))2

≤ 2dcV
∑

x∈∂−D0
N

(ϕ(x + e)− ϕ(x))2 . (3.27)

Using (3.26) and (3.27), from (3.25), recalling thatϕ(x) − ϕ(y) = η
(
(y, x)

)
and

thatη∗
i (x) = η(x− ei)−η(x), we obtain that there exists a constantc1 (depending

only onC2 andd) such that for everyN

J2 ≤ c1

∑
x∈∂−D0

N

〈
|η(x)|2 + |η∗(x)|2

〉
N,f

. (3.28)

Of course the same type of estimates apply toJ3:

J3 ≤ c1

∑
x∼y:x∈∂−D1

N

〈
|η(x)|2 + |η∗(x)|2

〉
N,f

. (3.29)
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To conclude the proof is sufficient to observe that by the Brascamp–Lieb inequality
(2.123) there existsc2 such that for everyN

∑
x∈∂−DiN

〈
|η(x)|2

〉
N,f

=
∑

x∈∂−DiN

[∣∣∣∣〈η(x)〉N,f
∣∣∣∣2 + varN,f (η(x))

]

≤ c2|∂−DiN | +
∑

x∈∂−DiN

〈
η(x)

〉2
N,f

, (3.30)

and the proof is complete. ut

3.3. Lp estimates on∇NuN,f

Our Lp estimate on∇NuN,f is based on the analysis of the main equation (1.55);

divN
(〈
V ′(η(x))

〉
N,f

)
= −f (x) . (3.31)

Introducing thed × d diagonal matrix;

AN(x) = diag

〈∫ 1

0
V ′′(ηi(x)− (1 − t)

〈
ηi(x)

〉
N,f

)
dt

〉
N,f

 , (3.32)

and theZdN -field
aN(x) = 〈

V ′(η(x)− 〈
η(x)

〉
N,f

)〉
N,f

, (3.33)

we rewrite (3.31) as

divN
(
AN(x)∇NuN,f (x)

)
= −divN

(
aN(x)

)− f (x) (3.34)

Notice that by the choice off ∈ C∞
0 (D)and due to our assumptions on the potential

V ,
1

cV
I ≤ AN ≤ cV I . (3.35)

Furthermore, by the Brascamp–Lieb inequality (2.123),aN ∈ L∞.

Lemma 3.4. There existsp = p(D, cV ) > 2 and a constantc = c(D) < ∞, such
that uniformly inN ,

‖uN,f ‖1,p ≤ c
(‖aN‖p + ‖f ‖p

)
. (3.36)

The claim of the lemma follows by an adaptation to the current discrete setting
of various facts from theLp theory of elliptic PDE-s. Below we sketch the main
steps and provide the corresponding references.

Remark 3.5. If no further information on the regularity ofAN is available, then
(3.36)might, in general, fail for large enough values ofp (see[36]).
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Step 1 (Reduction to the Laplacian).The arguments of [36] imply that under the uni-
form ellipticity condition (3.35), the bound (3.36) follows once there existsq > 2,
such that

inf
N
λN(D, q)

1= inf
N

inf
‖u‖1,q≥1

sup
‖v‖1,q′≤1

1

Nd

∑
x

N (∇Nu(x),∇Nv(x)
)
> 0 , (3.37)

whereq ′ is the Ḧolder conjugate ofq, and‖ · ‖1,q and‖ · ‖1,q ′ are the norms of

H
1,q
0 (DN) andH

1,q ′
0 (DN) respectively. Since the proof of the latter claim is greatly

simplified in the discrete setting, we sketch it here for the sake of completeness:
Let us define

DN

(
u, v

) = 1

Nd

∑
x

N
(AN(x)∇Nu(x),∇Nv(x)) . (3.38)

Suppose that for somep > 2 ,

inf
‖u‖1,p≥1

sup
‖v‖1,p′≤1

DN

(
u, v

)
> 0 . (3.39)

Then, using the integral form of (3.34),

DN

(
uN, v

) = 1

Nd

∑
x

N
(aN(x),∇Nv(x))+ 1

Nd

∑
x

N
v(x)f (x) (3.40)

and taking supremum overv; ‖v‖1,p′ ≤ 1, in both hand sides above, one immedi-
ately recovers theLp estimate (3.36) we are after.

On the other hand, writing,

AN = cV I − (
cV I − AN

)
(3.41)

we obtain that

sup
‖v‖1,p′≤1

DN

(
u, v

) ≥ cV sup
‖v‖1,p′≤1

1

Nd

∑
x

N
(∇Nu,∇Nv)

−(cV − 1

cV

)
sup

‖v‖1,p′≤1

1

Nd

∑
x

N
(∇Nu,∇Nv)

≥ cV

(
inf

‖u‖1,p≤1
sup

‖v‖1,p′≤1

1

Nd

∑
x

N
(∇Nu,∇Nv)− (

1 − 1

c2
V

))

≥ cV

(
inf
M
λM(D, p)− (

1 − 1

c2
V

))
. (3.42)

As in [36] it follows from the Riesz-Thorin interpolation theorem that for each
M the functionλM(D, p) is log-concave inp with the maximumλM(D,2) ≡ 1.
Consequently (3.37) implies that

lim
p→2

λN(D, p) = 1 (3.43)
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uniformly inN . SincecV < ∞, it is then possible to choose somep > 2, such that

inf
M
λM(D, p)− (

1 − 1

c2
V

)
> 0 , (3.44)

which, by the last line in (3.42), implies thep-coercivity bound (3.39) and hence
the conclusion of the lemma.

It remains, therefore, to study the properties of discrete Laplacians onDN . An
equivalent reformulation of (3.37), asserts that uniformly inN ,

‖vN‖1,q ≤ c1‖bN‖1,q , (3.45)

whenevervN is the solution to the discrete Poisson equation

divN
(∇NvN

) = −divN
(
bN
)

onDN
vN

∣∣∣
ZdN\DN

= 0 .
(3.46)

We conjecture that (3.45) is indeed true as soon as similar bounds hold for the
solutions of the continuous Poisson equation onD, which, in view of the Calder-
on–Zygmund inequality and the results of [2], would provide natural requirements
on the regularity of∂D.

Since, however, we were not able to verify this seemingly obvious conjecture,
our proof of (3.45) rely on a completely different approach to theLq -regularity: by
(1.20) it would be enough to prove (3.45) for the continuous interpolationsṽN and
b̃N ;

‖ṽN‖1,q ≤ c1‖b̃N‖1,q . (3.47)

In order to prove (3.47) we shall refer to the inverse Hölder inequality techniques
of [29], while the input for these techniques is to be provided by the structure of
solutions to (3.46) via a discretized version of the Caccioppoli inequality.

Step 2 (Caccioppoli inequality). It happens to be convenient to split (3.46) into
two problems in the following way: LetC be a large enough cube inRd such that
0 ∈ D ⊂ C. SetCN = C ∩ ZdN , and letwN be the solution to

divN
(∇NwN

) = −divN
(
bN
)

on 4CN
wN

∣∣∣
ZdN\4CN

= 0 ,
(3.48)

where we extendbN ≡ 0 outsideDN . Also letρN to denote the solution to

divN
(∇NρN

) = 0 onDN
ρN

∣∣∣
2CN\DN

= −wN .
(3.49)

Then, of course,vN = wN + ρN is the solution to (3.46).
Givenx ∈ Rd , we useBR(x) ⊂ Rd to denote the cube of the side-lengthR

centered atx, and we useBR,N(x) to denote its discretizationBR,N = BR ∩ ZdN .
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For eachR andx there exists a smooth functionηR ∈ C∞
0 (BR), such thatηR ≡ 1

onBR/2, 0 ≤ ηR ≤ 1 and

‖∇ηR‖∞ ≤ c2(d)/R . (3.50)

Let nowx andR be such that the cubeBR(x) ⊂ 2C. Then for any choice ofλ ∈ R

andθ > 0,

−
∑

y∈BR,N (x)

(
bN,∇N

[
η2
R(wN − λ)

]
(y)
)

= −
∑

y∈BR,N

d∑
i=1

bN,i

(
ηR(y + ei

N
)∇N

i

[
ηR(wN − λ)

]
(y)

+ηR(wN − λ)(y)∇N
i ηR(y)

)
≤ (1 + 1

θ
)

∑
y∈BR,N (x)

|bN |2 + θ
∑

y∈BR,N (x)

(
∇N
[
ηR(wN − λ)

]
(y)
)2

+c2(d)

R2

∑
y∈BR,N (x)

(
wN(y)− λ

)2
. (3.51)

On the other hand, by (3.48),

−
∑

y∈BR,N (x)

(
bN,∇N

[
η2
R(wN − λ)

]
(y)
)

=
∑

y∈BR,N (x)

(
∇NwN(y),∇N

[
η2
R(wN − λ)

]
(y)
)
. (3.52)

However,

∇N
i wN(y)∇N

i

[
η2
R(wN − λ)

]
(y)

= (∇N
i

[
ηR(wN − λ)

]
(y)
)2 − (

wN(y)− λ
)(
wN(y + ei

N
)− λ

)(∇N
i ηR(y)

)2
.

(3.53)

Choosingθ < 1 in 3.51 and successively substituting the left hand side there by
3.52 and 3.53, we, using the bound (3.50) on∇ηR, infer that there exist constants
c3 = c3(d) andc4 = c4(d) such that, for allR andN ,∑
y∈BR,N (x)

(
∇N
[
ηR(wN − λ)

]
(y)
)2 ≤ c3

∑
y∈BR,N (x)

|bN(y)|2+ c4

R2

∑
y∈BR,N (x)

(wN(y)−λ)2 .

(3.54)
SinceηR ≡ 1 onBR/2(x) we finally obtain from (3.54):∑
y∈BR/2,N (x)

(
∇NwN(y)

)2 ≤ c3

∑
y∈BR,N (x)

|bN(y)|2 + c4

R2

∑
y∈BR,N (x)

(wN − λ)2.

(3.55)
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Step 3 (Reverse Ḧolder inequality). By (1.20) a similar inequality is valid for the
continuous interpolations̃wN andb̃N . Thus, (3.55) implies,

∫
BR/2(x)

∣∣∇w̃N(y)∣∣2dy ≤ c5

∫
BR(x)

∣∣b̃N (y)∣∣2dy+ c6

R2

∫
BR(x)

(∇w̃N(y)−λ)2dy .

(3.56)
Let us choose

λ = λR = −
∫
BR

w̃N(y)dy
1= 1

|BR|
∫
BR(x)

w̃N (y)dy . (3.57)

By the Poincaŕe-Sobolev embedding theorem,

∫
BR(x)

(w̃N (y)− λR)
2dy ≤ c7R

d+ 2(q−d)
q

(∫
BR(x)

(∇w̃N(y))qdy

) 2
q

, (3.58)

whereq = q(d) = 2d/(d + 2) is the Sobolev exponent of 2. Consequently,

1

R2

∫
−
BR(x)

(
w̃N(y)− λR

)2dy ≤ c7

(∫
−
BR(x)

(∇w̃N(y))qdy

) 2
q

, (3.59)

and we finally obtain:

−
∫
BR/2(x)

(∇w̃N(y))2dy ≤ c8−
∫
BR(x)

(
b̃N (y)

)2dy+c9

(
−
∫
BR(x)

(∇w̃N(y))qdy

) 2
q

.

(3.60)
Therefore,w̃N satisfies the assumptions of [29, Prop. 1.1, page 122] and, since

the constantsc8 andc9 in (3.60) do not depend onN , we infer that there exists an
exponentq̄ = q̄(d) > 2 and a constantc10, such that theLq̄ (2C) norms of∇w̃N
are bounded above by

‖∇w̃N‖q̄ ≤ c10‖b̃N‖q̄ . (3.61)

The treatment of (3.49) follows a similar pattern (c.f. p.152 in [29]), with the only
exception that this time one should employ a different form of the Poincaré-Sobolev
inequality, as provided, for example by the Corollary 4.5.3 in [50], and which is
secured by our assumption on the Lipschitz character of∂D. One then eventually
obtains that theLq̄ (C) norm of∇ρ̃N is bounded above as

‖∇ρ̃N‖q̄ ≤ c11‖∇w̃N‖q̄ , (3.62)

and (3.47) follows as well as the claim (3.36) of Lemma 3.1.
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3.4. Strict convexity ofσ

Lemma 3.6. For any HamiltonianHwith theC2, even interaction potentialV sat-
isfying (1.13), the surface tensionσ is strictly convex. Moreover, for anyu, v ∈ Rd ,

cV |u− v|2
2

≥ σ(v)− σ(u)− (∇σ(u), v − u
) ≥ |u− v|2

2cV
. (3.63)

Proof.In [25] the surface tensionσ(u) in the direction(u,1) ∈ Rd+1 was identified
as the limit

σ(u) = lim
M→∞

σM(u) , (3.64)

where thefinite volume surface tension σM is defined via the Gibbs statePM,u
on the finite graph(TdM,E

d
M), whereTdM is just thed-dimensional lattice torus

TdM
1= Zdmod(M), andEdM is the corresponding set of all nearest neighbour orient-

ed bonds. To fit the framework of Section 2 we use the decompositionTdM = IM∪B,
where the boundaryB contains only one point, the origin (B = {0}), and the in-
teriourIM is, accordingly, given byIM = TdM \ {0}. Thus the reference measure

mIM
1= mM on RIM is given by

mM(dϕ) =
∏

x∈TdM\{0}
dϕ(x) . (3.65)

We impose the zero boundary condition onB; ϕ(0) = 0. Thus the field of bond
differencesηi(x) = ϕ(x+ ei)− ϕ(x) is defined on the whole ofTdM , wherex+ ei
is understood this time as the appropriate shift onTdM .

With this notationsσM is defined as

σM(u)
1= − 1

Md
log

〈
exp

{−
∑
x∈TdM

d∑
i=1

V (ηi(x)+ ui)
}〉

mM

, (3.66)

Furthermore, it has been proven in [25], thatσM actually converges toσ in
C1

loc

(
Rd
)
. Consequently, the strict convexity assertion (3.63) of the Lemma fol-

lows as soon as the similar statement is verified forσM for eachM large enough.
To this end let us investigate the Hessian ofσM atu:

For anyλ ∈ Rd ,

(
D2σM(u)λ, λ

)
=

d∑
i=1

λ2
i

〈
V ′′(ηi(0)+ ui)〉M,u

− 1

Md
varM,u

 d∑
i=1

∑
x∈TdM

λiV
′(ηi(x)+ ui)

 , (3.67)
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where the subscript(M, u) corresponds to the expectation with respect to the Gibbs
measurePM,u;

PM,u
(
dϕ
) = e−HM,u(ϕ)

ZM,u

mM(dϕ)

1= 1

ZM,u

exp
{−

∑
x∈TdM

d∑
i=1

V (ηi(x)+ ui)
}
mM(dϕ) . (3.68)

Notice that we have used above the obvious fact that the distribution of the height
differences{η(·)} underPM,u is invariant with respect to the shifts onTdM .

Our next step is to take advantage of the Helffer-Sjöstrand representation in
order to develop the variance term on the right hand side of (3.67): For eachx ∈
IM = TdM \ {0} define

ξλ(x, ϕ) = ∂

∂ϕ(x)

( ∑
y∈TdM

d∑
i=1

λiV
′(ηi(y)+ ui)

) =
d∑
i=1

λi∇∗
i V

′′(ηi(x)+ ui) .

(3.69)
As in Section 2 we use the notation

〈〈f, g〉〉(ϕ) 1=
∑
x∈IM

f (x, ϕ)g(x, ϕ) . (3.70)

Then,

varM,u

(
d∑
i=1

∑
x∈TdM

λiV
′(ηi(x)+ ui)

)
=
〈
〈〈[−LM,u −QM,u]

−1ξλ, ξλ〉〉(ϕ)
〉
M,u

,

(3.71)
where the diffusion part of the operatorLM,u +QM,u is given by

LM,u =
∑
x∈IM

eHM,u(ϕ)
∂

∂ϕ(x)

(
e−HM,u(ϕ)

∂

∂ϕ(x)

)
, (3.72)

andQM,u is the generator of a transient random walk onTdM \ {0} killed upon
reaching the origin, that is

QM,uf (x, ϕ) =
d∑
i=1

∇∗
i

(
V ′′(ηi(x)+ ui)∇if (x, ϕ)

)
, (3.73)

where, of course, we have used the convention

f (0, ·) ≡ 0 , (3.74)

and the meaning of [−LM,u −QM,u]−1ξλ is the same as in (2.120). On the other
hand (again with the above convention (3.74) in mind),〈

〈〈 [−LM,u −QM,u]−1ξλ, ξλ〉〉(ϕ)
〉
M,u

= supf

{
2
〈
〈〈f, ξλ〉〉(ϕ)

〉
M,u

−
〈
〈〈[−LM,u −QM,u]f, f 〉〉(ϕ)

〉
M,u

}
.

(3.75)
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However, in view of the formula (3.69), we, after the summing by parts, obtain:

〈
〈〈f, ξλ〉〉(ϕ)

〉
M,u

=
∑
x∈TdM

d∑
i=1

λi
〈∇if (x, ϕ)V ′′(ηi(x)+ ui)

〉
M,u

. (3.76)

In a similar fashion,〈
〈〈[−LM,u −QM,u]f, f 〉〉(ϕ)

〉
M,u

=
∑
x∈TdM

d∑
i=1

〈
V ′′(ηi(x)+ ui)(∇if (x, ϕ))2

〉
M,u

+
∑

x∈TdM\{0}

〈[ ∂f

∂ϕ(x)

]2〉
M,u

. (3.77)

As a result we derive from (3.67) and (3.75) the following variational formula:

(D2σM(u)λ, λ)

= 1

Md
inf

f∈Ĉ2
exp


∑
x∈TdM

d∑
i=1

〈
V ′′(ηi + ui)(λi − ∇if )2

〉
M,u

+
∑

x∈TdM\{0}

〈[ ∂f

∂ϕ(x)

]2〉
M,u

 . (3.78)

But
∑
x∈TdM

∇if ≡ 0, and we immediately infer from (1.13), that for anyu ∈ Rd

cV

d∑
i=1

λ2
i ≥ (D2σM(u)λ, λ) ≥ 1

cV

d∑
i=1

λ2
i . (3.79)

Since for any two vectorsu, v ∈ Rd ,

σM(u)− σM(v)− (∇σM(v), u− v
)

=
∫ 1

0

∫ t

0

(
D2σM

(
v + s(u− v)

)
(u− v), u− v

)
ds dt , (3.80)

the proof of Lemma 3.6 is concluded. ut

3.5. The functionalR

For eachf ∈ L2(D) let us define6f : H1
0 7→ R via

6f (u) =
∫
D

σ (∇u(x))dx −
∫
D

u(x)f (x)dx . (3.81)

The functional6f is then everywhere finite onH1
0

(
D
)

and, moreover, by Lem-
ma 3.6 it is strictly convex continuous and coercive on the later space. It has,
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thereby, a unique minimizer which is precisely the variational solutionu[f ] to the
Euler equation (1.35). Using this and the right hand side inequality in (3.79) we
obtain

6f
(
u[f ] + g

)−6f
(
u[f ])

= lim
M→∞

∫ 1

0

∫ t

0

∫
D

(
D2σM

(∇u[f ](x)+ s∇g(x))∇g,∇g)dx ds dt

≥ 1

2cV
‖g‖2

1,2 . (3.82)

There are two simple consequences of (3.82). First of all, it immediately follows
the minimum is stable:

Lemma 3.7. Assume that

lim
n→∞6f

(
un
) = min

u
6f
(
u
) = 6f

(
u[f ]

)
. (3.83)

Then,
lim
n→∞ un = u[f ] (3.84)

strongly inH1
0

(
D
)
.

Secondly, the map9 : L2(D) 7→ H1
0

(
D
)

given by

9
(
f
) 1= u[f ] (3.85)

is Lipschitz. Indeed, for every coupleh, g ∈ L2(D);

0 ≤ 6h(u[g])−6h(u[h])

= 6g(u[g])−6g(u[h])+
∫
D

(g(x)− h(x))
(
u[g](x)− u[h](x)

)
≤
∫
D

(g(x)− h(x))
(
u[g](x)− u[h](x)

)
. (3.86)

Proceeding as in 3.82, we, therefore, conclude;

1

2cV
‖u[g](x)− u[h]‖2

1,2 ≤ ‖g − h‖2 ‖u[g](x)− u[h]‖2 , (3.87)

which, in view of the Poincaré inequality, yields the Lipschitz property of9.
We are now in a position to prove that, still pending the proof of Theorem 1.2,

two different identifications of3D in (1.34) and, respectively, in (1.36) are consis-
tent, that is:

Proposition 3.8. For anyf ∈ L2(D),

6f
(
u[f ]

) = −
∫ 1

0

∫
D

f (x)u[tf ](x)dx dt . (3.88)
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Proof. Let Dn = (t0, . . . , tn) be an increasing sequence partitioning [0,1], with
t0 = 0 andtn = 1. Then, by using the fact that9 (cf. (3.85)) is Lipschitz, we obtain∫
D

σ
(∇u[f ](x)

)
dx

=
n∑
k=1

∫
D

(
σ(∇u[tkf ])− σ(∇u[tk−1f ])

)
dx

= −
n∑
k=1

∫
D

(∇σ(∇u[tkf ]),∇(u[tkf ] − u[tk−1f ])
)

dx + O
(‖f ‖2

2

n∑
k=1

(tk − tk+1)
2)

=
n∑
k=1

tk

∫
D

f (x)(u[tkf ] − u[tk−1f ])(x)dx + O
(‖f ‖2

2

n∑
k=1

(tk − tk−1)
2) . (3.89)

The second summand in the last line above tends to zero with the mesh ofDn,
and, summing by parts, we obtain:∫

D

σ
(∇u[f ](x)

)
dx =

∫
D

f (x)u[f ](x)dx

−
n∑
k=1

(tk − tk−1)

∫
D

f (x)u[tkf ](x)dx + o(1) , (3.90)

which, in view of the continuity of the map (3.85), implies (3.88). ut
Recall now that we have defined6 in the whole ofL2(D) by setting6(u) = ∞,

wheneveru /∈ H1
0

(
D
)
. We claim that;

6
(
u
) = sup

h∈C∞
0 (D)

{∫
D

h(x)u(x)+6h
(
u[h]

)}
. (3.91)

Actually there is almost nothing to prove: By the very definition

6h
(
u[h]

) = −6∗(h) , (3.92)

where6∗ is the Fenchel–Young transform of6 on L2(D). Since6 itself is obvi-
ously convex and lower-semicontinuous,6∗∗ ≡ 6, which would yield (3.91) with
the supremum taken over the whole ofL2(D). By the virtue of (3.82), however,
6∗ is locally Lipschitz, thus any dense subspace ofL2(D), in particularC∞

0 (D),
suffices.

4. Convergence of average profiles

4.1. Proof of Theorem 1.2

To recall the notation: Givenf ∈ C∞
0 (D), we define the average profileuN under

PN,f as

uN(x) = 〈ξN(x)〉N,f =
〈
ϕ(x)

N

〉
N,f

; x ∈ ZdN , (4.1)

and we denote bỹuN its polilinear interpolation cf. (1.17).
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Lemma 4.1. For everyj ∈ C∞
0 (D),∫

D

(∇j (x),∇σ(∇ũN (x))dx −
∫
D

j (x)f (x)dx −→ 0 , (4.2)

and ∫
D

(∇ũN (x),∇σ(∇ũN (x))dx −
∫
D

ũN(x)f (x)dx −→ 0 . (4.3)

Theorem 1.2 is a straightforward consequence of the above lemma: As it immedi-
ately follows from (4.2), (4.3) and convexity ofσ (Lemma 3.6)

lim inf
N→∞

(
6f (j)−6f (ũN)

) ≥ lim inf
N→∞

{∫
D

(∇σ(∇ũN (x)),∇j (x)− ∇ũN (x))dx

−
∫
D

f (x)
(
j (x)− ũN (x)

)
dx

}
= 0 , (4.4)

for everyj ∈ C∞
0 (D). Therefore,

lim sup
N→∞

6f
(
ũN
) ≤ inf

j∈C∞
0 (D)

6f
(
j
) = 6f

(
u[f ]

)
, (4.5)

which by the variational stability result of Lemma 3.7 implies the assertion (1.38)
of Theorem 1.2.

The rest of the section is devoted to the proof of the weak convergence in Lem-
ma 4.1. The input data is provided by the basic equation (1.56). Observe thatPN,f

induces a measure on the space on height differencesX = {η ∈ (RZd )d : ∃ϕ ∈ RZd

such thatη = ∇ϕ} and, with some abuse of notation we will writePN,f (dη). The
relation to the local relaxation properties underPN,f of the fieldη of bond differ-
ences enters the picture in the following fashion: in order to localizePN,f near a
pointx ∈ ZdN define the shifted measure

PxN,f (dη) = PN,f ◦ θx(dη) . (4.6)

Consider now the following regularization of the family{PxN,f }:

QN

(
dy,dη

) = 1

Nd

∑
x∈DN

δx(dy)P
x
N,f (dη) . (4.7)

Notice that for eachj ∈ C∞
0 (D),∫

Rd

∫
X

(∇j (y), V ′(η(0))
)
QN(dy,dη) = 1

Nd

∑N
(
∇j (y), 〈V ′(η(y))

〉
N,f

)
,

(4.8)
which is up to a o(1)-term exactly the left hand side of the master equation (1.56).

In Subsection 4.2 we show thatQN relaxes to a certain integral mixtureQ of
Funaki–Spohn states (Lemma 4.3 below). The proof is inspired by the correspond-
ing arguments in [25]. This result, however, is not sufficient for (4.2), since, in this
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way, we do not keep track of the running average∇NuN . The crucial connection be-
tween the representation (4.26) ofQ and the limit properties of the family{∇NuN }
is established in Lemma 4.4 of Subsection 4.3 on the level of Young measures.

Similarly, in order to prove (4.3), we define the following sequence of measures:

VN
(
dv,dη

) = 1

Nd

∑
x

N
δ∇NuN (x)(dv)P

x
N,f

(
dη
)
. (4.9)

Notice, that this time,∫ (
v, V ′(η)

)
VN(dv,dη) = 1

Nd

∑N (∇NuN(x), 〈V ′(η(x))〉N,f
)

= 1

Nd

∑N
uN(x)f (x) . (4.10)

The relaxation properties of{VN } are stated in the second part of Lemma 4.3, and
they are related to the limit properties of the running average{∇NuN }, again via
the notion of Young measures, in Subsection 4.3. We would like to stress that the
Lp estimate of Lemma 3.4 is crucial for the proof of (4.3), since the method simply
does not go through without such a uniform integrability condition.

In what follows we shall frequently switch back and forth from discrete sums in
terms of∇NuN to continuous integrals in terms of the corresponding interpolations
∇ũN . In all the cases the passage is secured by the following fact, which follows
from our basic oscillation Lemma 3.1:

Assume that a function8 : Rd 7→ R satisfies

for everyu, v ∈ Rd |8(u+ v)−8(u)| ≤ c1|v|2 + c2|v||u| , (4.11)

andg ∈ C0(D). Then,

1

Nd

∑N
g(x)8

(∇NuN(x)
)−

∫
D

g(y)8
(∇ũN (y))dy −→ 0 , (4.12)

asN → ∞. Actually the rate of convergence depends only on the upper bounds on
the norms{‖∇NuN‖2}, the modulus of continuity ofg, the functionψ(N), which
controls the oscillations in Lemma 3.1, and the constantsc1 andc2, as the following
simple proposition shows:

Proposition 4.2. Let h : ZdN 7→ Rd be a square integrable vector lattice field.
Define

1

Nd

∑N
d∑
i=1

[
h(x + ei

N
)− h(x)

]2 1= a . (4.13)

Then for any function8 satisfying (4.11) above and for anyg ∈ C0(D),

1

2

∣∣∣∣ 1

Nd

∑N
g(x)8

(
h(x)

)−
∫
D

g(y)8
(
h̃(y)

)
dy

∣∣∣∣
≤ ‖g‖sup

(
c1a + c2

√
a‖h‖2

)+ ωg(
1

N
)‖h‖2

2 , (4.14)

where, as usual, we usẽh to denote the interpolation (1.25) ofh, andωg is the
modulus of continuity ofg.
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The proof of (4.14) is a one line computation based on (4.11) and Jensen’s
inequality: For eachx ∈ ZdN let CN(x) to denote the elementary plaquette centered
in x:

CN(x)
1=
{
y ∈ Rd : |y − x| ≤ 1

2N

}
. (4.15)

Then, ∣∣∣ 1

Nd

∑N
g(x)8

(
h(x)

)−
∫
D

g(y)8
(
h̃(y)

)
dy
∣∣∣

≤ 1

Nd

∑N |g(x)|
∫

CN(x)

∣∣∣8(h(x))−8
(
h̃(y)

)∣∣∣dy
+
∑N

∫
CN(x)

∣∣8(h̃(y))∣∣ |g(x)− g(y)| dy . (4.16)

By (4.11) the second term is bounded above byωg(
1
N
)‖h‖2

2. Using (4.11) and the
assumption (4.13) on the oscillation ofh we, furthermore, bound the first term as

‖g‖sup

∑N
{
c1

∫
CN(x)

|h(x)− h̃(y)|2dy + c2|h(x)|
∫

CN(x)
|h(x)− h̃(y)|dy

}
≤ ‖g‖sup

Nd

∑N ∑
‖y−x‖≤2

{
c1|h(x)− h(y)|2 + c2|h(x)||h(x)− h(y)|

}
≤ 2‖g‖sup

(
c1a + c2‖h‖2

√
a
)
. (4.17)

4.2. Regularization and Funaki-Spohn states

It is an appropriate moment to recall the construction of [25] in more details: First
of all, as far as distributions of height differences are considered, we are going to
identify the latticesZdN andZd , so that it makes sense to talk about limit properties
of the family of measures{PxN,f }. To fix further notations letBd to denote the set of

all oriented bounds ofZd . The basic spaceX of height differences,X ⊂ (
R
)Bd

, is
characterized by the following plaquette condition: for any closed loopb1, . . . , bn
of oriented bonds,

n∑
i=1

η(bi) = 0 , (4.18)

for everyη ∈ X. In particular,η(b) = −η(b̄), wheneverb andb̄ are two different
orientations of the same edge ofZd . ClearlyX is a linearZd -shift invariant sub-
space. Following [25] we also introduce a scale{Xr}r∈R+ of shift-invariant Hilbert
subspaces ofX,

Xr =

η ∈ X : ‖η‖2
r =

∑
x∈ZdN

e−rN |x||η(x)|2 < ∞

 (4.19)
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Given a finite setA ⊂ Zd , let us define

A∗ 1=
{
〈x, y〉 ∈ Bd : x ∈ A or y ∈ A

}
. (4.20)

For any configurationξ ∈ X of height differences the finite volume Gibbs state
PA∗,ξ is defined on the affine space

XA∗,ξ =
{
η ∈ RA

∗
: η ∧ ξ ∈ X

}
, (4.21)

where the symbolη∧ ξ stands for the composite configuration:η∧ ξ(b) = η(b), if
b ∈ A∗, andη∧ξ(b) = ξ(b) otherwise. There is a natural correspondence between
XA∗,ξ andRA: just ground a pointx0 outsideA, and for eachx ∈ A define

ϕ(x) =
m∑
i=1

η ∧ ξ(bi) , (4.22)

along any finite chainb1, . . . , bm of oriented bonds leading fromx0 to x. By (4.18)
the valueϕ(x) does not depend on the particular choice of the chain in (4.22). As
a result, there is a natural uniform measuremA∗,ξ onXA∗,ξ . Set,

PA∗,ξ
(
dη
) = 1

ZA∗,ξ
exp

(
−1

2

∑
b∈A∗

V (η(b))

)
mA∗,ξ (dη) . (4.23)

By the definition [25] a probability measureP onX is an infinite volume Gibbs
state for the interaction potentialV , if for each finiteA ⊂ Rd ,

P
(·∣∣FBd\A∗

)
(ξ) = PA∗,ξ

( · ) (4.24)

P-a.s., whereFBd\A∗ is theσ -algebra generated by the height differences on the
bonds fromBd \ A∗.

At last letS2(X) to denote the family of all shift-invariant Gibbs statesP on
X which in addition satisfy 〈|η(0)|2〉

P
< ∞ . (4.25)

As we have already mentioned it had been proved in [25] that for eachu ∈ Rd there
is precisely one ergodicPFS

u ∈ S2(X) such that〈η(0)〉PFS
u

= u.
We are now in a position to state the results on the limit properties of the fami-

lies of regularized measures{QN } and{VN } which were defined in (4.7) and (4.9)
respectively:

Lemma 4.3. For eachr > 0 both the family of measures{QN } and the family of
measures{VN } are tight onRd ×Xr . Moreover, every limit pointQ of {QN } enjoys
the following representation in terms of Funaki-Spohn states:

Q
(
dy,dη

) =
∫

Rd
νQ

(
dy,dλ

)
PFS
λ

(
dη
)
, (4.26)

whereνQ is a non-negative Radon measure onRd × Rd .



102 J.-D. Deuschel et al.

Similarly, each limit pointV of {VN } has the following representation:

V
(
dv,dη

) =
∫

Rd
νV

(
dv,dλ

)
PλFS

(
dη
)
, (4.27)

whereνV is again a non-negative Radon measure onRd × Rd .

Our proof essentially follows the scheme laid down in [25] (proof of Theo-
rem 4.1 on p. 23 there) subject to the necessary adjustments to our case:

Step 1.For eachr > 0 the family{QN } is tight onXr × Rd . Indeed, sinceD is
bounded it is only theXr component that we should take care of. To this end we
simply use the fact that the embeddingXs 7→ Xr is compact for any pair 0< s < r,
and that for everyb ∈ Bd ,〈‖η(b)‖2

〉
QN

≤ 1
Nd

∑
x

N
〈
(|η(x)|2〉

N,f

= 1
Nd

∑
x

N
〈
η(x)

〉2
N,f

+ 1
Nd

∑
x

N
VarN,f (η(x))

≤ ‖uN‖2
1,2 + c1 ≤ c2 ,

(4.28)

where the last two inequalities follow respectively from th Brascamp–Lieb in-
equality (2.123) and the boundness of{uN } in H1

0. The proof of the tightness of
the family {VN } follows a similar track, except that now one needs an additional
argument to ensure the tightness in thev-direction. This, however, readily follows
from Chebychev’s inequality based on the bound,〈|v|2 + ‖η‖2

s

〉
VN

≤ c8‖uN‖2
1,2 + c9 . (4.29)

For simplicity we proceed to consider only the case of{QN } measures. The
proof for {VN } measures is identical with the only difference that one should use
the oscillation Lemma 3.1 to take care of the proof of the translation invariance on
Step 3 below.

Because of the tightness we can assume (passing to a subsequence if necessary),
thatQN is convergent andQ = lim QN . For eachg ∈ C∞

0 (D) define the sequence
of measures{qN } onXr via

qN
(
dη
) = qN [g]

(
dη
) =

∫
Rd

QN(dx,dη)g(x) . (4.30)

Let
q = lim qN . (4.31)

Step 2. For eachg ∈ C0(D) the (signed) measureq
(
dη
) = q[g]

(
dη
)

is Gibbs in
the following sense: for every finiteA ⊂ Zd and for eachF ∈ Cb

(
Xr

); F ∈ FA∗ ;〈
F
〉
q

= 〈
EA∗,ξF

〉
q
. (4.32)

We deduce (4.32) as a consequence of the following observation:∣∣∣〈F 〉N,f − 〈
EA∗,ξF

〉
N,f

∣∣∣ ≤ c3(f )‖F‖sup|A|
√
δd(N) , (4.33)
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whereδd(N) = N−2 logN if d = 2 andδd(N) = N−2 in the case of higher
dimensions. Indeed, once (4.33) is verified, we readily obtain that∣∣∣〈F 〉qN − 〈

EA∗,ξF
〉
qN

∣∣∣
≤ ‖g‖sup

(
c4(f )‖F‖sup|A|

√
δd(N)+ c5(D)‖F‖sup

diam(A)

N

)
, (4.34)

and, since the functionξ 7→ EA∗,ξF belongs toCb(Xr ) as well, one can pass to
the limitN → ∞ in the above inequality, and (4.32) follows.

In order to check (4.33) notice, first of all, that〈
F
〉
N,f

= 〈
EA∗,ξF

〉
N,f

, (4.35)

wheneverf ≡ 0 onA. Given then an arbitraryf ∈ C∞
0 (D), let us simply kill it

onA and definefA(x)
1= IAc(x)f (x). For every8 ∈ Cb(Xr ) we then obtain:

〈
8
〉
N,f

=

〈
8exp

{ 1
N

∑
x∈A f (x)ϕ(x)

}〉
N,fA〈

exp
{ 1
N

∑
x∈A f (x)ϕ(x)

}〉
N,fA

(4.36)

In order to facilitate notations let us define

εN = 1

N

∑
x∈A

f (x)(ϕ(x)− 〈ϕ(x)〉N,fA) . (4.37)

Unfolding (4.36), we then compute (with an obvious abuse of notation):

〈
8
〉
N,f

=
〈
8eεN

〉
N,fA〈

eεN
〉
N,fA

= 〈
8
〉
N,fA+εN

= 〈
8
〉
N,fA

+ ∫ 1
0 covN,fA+tεN (8, εN )dt

(4.38)

where ∣∣∣∣∣
∫ 1

0
covN,fA+tεN (8, εN )dt

∣∣∣∣∣ ≤ ‖8‖sup max
t∈[0,1]

√
varN,fA+tεN (εN)

≤ c6(f )‖8‖sup|A|
√
δd(N) . (4.39)

as a consequence of the Brascamp–Lieb inequality (2.123).
Since bothF andEA∗,ξF belong toCb

(
Xr

)
, the bound (4.33) follows now in

a straightforward way:〈
F
〉
N,f

= 〈
F
〉
N,fA

+ O
(
‖F‖sup|A|

√
δd(N)

)
= 〈

EA∗,ξF
〉
N,fA

+ O
(
‖F‖sup|A|

√
δd(N)

)
= 〈

EA∗,ξF
〉
N,f

+ O
(
‖F‖sup|A|

√
δd(N)

)
. (4.40)
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Step 3. The measureq is translation invariant: LetF ∈ FA∗ be a localCb(Xr )

function. Then〈
F ◦ θy

〉
qN

= 1

Nd

∑
x∈DN

g(x)ExN,f F ◦ θy = 1

Nd

∑
x∈DN

g(x)E
x+y
N,f F

= 〈
F
〉
qN

+ O
(‖F‖sup

1

Nd

∑N |g(x + y)− g(x)|) . (4.41)

Step 4. At this point we decomposeg as

g(x) = g(x) ∨ 0 − (−g(x) ∨ 0) , (4.42)

and immediately conclude that the translation invariant Gibbs measureq(dη) =
q[g](dη) is subject to the Choquet decomposition with respect to the (extremal)
Funaki–Spohn states:

q[g](dη) =
∫

Rd
PFS
λ

(
dη
)
νQ[g](dλ) . (4.43)

It remains to prove, therefore, that there exists a non-negative Radon measureνQ

on Rd × Xr , such that for everyg ∈ C∞
0 (D),

νQ[g] (dη) =
∫

Rd
νQ

(
dx,dη

)
g(x) . (4.44)

This, however, almost literally follows by the arguments in [25] (Step 3 on p. 24
there). ut

4.3. Young measures

By (4.8) and the master equation (1.56) the first of the two crucial convergence
statements (4.2) would follow, as soon as we show that for everyj ∈ C∞

0 (D),∫
D

(∇j (x),∇σ(∇ũN (x)))dx −
∫

Rd×X

(
V ′(η(0)),∇j (x))QN(dx,dη) −→ 0 .

(4.45)

Notice that so far we do not require the individual convergence of each of the two
terms above. Since by the assumptionV ′ is sublinear, and in view of the tightness
computation (4.28), it follows from Lemma 4.3 that

lim
N→∞

∫
Rd×X

(
V ′(η),∇j (x))QN(dx,dη) =

∫
D×Rd

νQ

(
dx,dv

)(∇σ(v),∇j (x)) ,
(4.46)

along any convergent subsequenceQN → Q.
Similarly, the second crucial convergence statement (4.3) follows as soon as

we show that∫
D

(∇ũN (x),∇σ(∇ũN (x)))dx−
∫

Rd×X

(
V ′(η), v

)
VN(dv,dη) −→ 0 . (4.47)
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Since, by theLp bound of Lemma 3.4, the family{∇ũN } is uniformly integrable
on in L2, we, in view of Lemma 4.3, obtain that

lim
N→∞

∫
Rd×X

(
V ′(η), v

)
VN(dv,dη) =

∫
Rd×Rd

νV

(
dv,dλ

)(
v,∇σ(λ)) , (4.48)

along any convergent subsequenceVN → Q.
In order to describe possible limits of the first integrals in (4.45) and (4.47) we

need to recall the notion of Young measures (see, for example, [5]):
Let � be a bounded open subset ofRd . A sequencefN ∈ L1(�,Rd) is said

to generate the family of (probability) Young measures{µx}x∈� if for everyψ ∈
C0(R

d),

ψ(fN(x)) → ψ̄(x) =
∫

Rd
ψ(λ)µx(dλ) (4.49)

weakly inL1(�,R) asN → ∞.
If {fN } is bounded inL1(�,Rd), then it necessarily has a subsequence, which

generates such a family. If, in addition,{fN } is bounded inLp(�,Rd) (and gen-
erates a family of Young measures{µx}x∈�), then the representation (4.49) is, in
fact, valid for anyψ ∈ C(R), which does not grow too fast on infinity;

lim
t→∞

|ψ(t)|
|t |p = 0 . (4.50)

In particular, let us assume (possibly going to subsequence) that{∇ũN } gener-
ates a family of Young measures{µx}x∈D. By theLp estimate of Lemma 3.4 the
condition (4.50) is satisfied for functionsψ of quadratic growth. Consequently, for
everyj ∈ C∞

0 (D),

lim
N→∞

∫
D

(∇j (x),∇σ(∇ũN (x)))dx =
∫
D

dx
∫

Rd
µx(dv)

(∇j (x),∇σ(v)) ,
(4.51)

and

lim
N→∞

∫
D

(∇ũN (x),∇σ(∇ũN (x)))dx =
∫
D

dx
∫

Rd
µx(dv)

(
v,∇σ(v)) . (4.52)

Lemma 4.4. Assume (possibly after going to a subsequence) that both{QN } and
{VN } converge, and, furthermore, that{∇uN } generates the family{µx} of Young
measures. Then,

νQ

(
dx,dv

) = µx
(
dv
)
dx , (4.53)

and,

νV

(
dv,dλ

) =
∫
D

dxδλ
(
dv
)
µx
(
dλ
) =

∫
D

dxδv
(
dλ
)
µx
(
dv
)
, (4.54)

Both (4.45) and (4.47), and hence the claim of Theorem 1.2, are immediate
consequence ofthe lemma above. Indeed, substituting (4.53) into (4.46) we obtain
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precisely the right hand side of (4.51). Similarly, the substitution of (4.54) into
(4.48) gives the right hand side of (4.52).

Proof of Lemma 4.4(4.53) follows if, for example, we show that for any
F ∈ C1

b

(
Rd
)

andg ∈ C∞
0 (D);∫

D×Rd
νQ(dx,dλ)F (λ)g(x) =

∫
D

g(x)dx
∫

Rd
µx(dλ)F (λ) . (4.55)

Due to the ergodicity of the Funaki–Spohn states,

F(λ) = lim
l→∞

EFSλ F
(
Avlη

)
, (4.56)

for everyλ ∈ Rd , where thel-averageAvl is defined via

Avlη
1= 1

(2l + 1)d
∑

‖x‖≤l
η(x) . (4.57)

Therefore it is possible to rewrite the left hand side of (4.55) as

lim
l→∞

∫
D×Rd

g(x)νQ(dx,dλ)E
FS
λ F

(
Avlη

)
= lim
l→∞

lim
N→∞

1

Nd

∑N
g(x)

〈
F
(
Avlη

)〉x
N,f

. (4.58)

On the other hand,∣∣∣〈F (Avlη
)〉x
N,f

− F
(
Avl∇NuN(x)

)∣∣∣
=
∣∣∣〈F (Avlη

)〉x
N,f

− F
(〈

Avlη
)〉x
N,f

)∣∣∣
≤ ‖F‖1,∞varN,f

 1

(2l + 1)d
∑

‖y−x‖≤l
η(y)

1/2

. (4.59)

By the Brascamp–Lieb inequality (2.123) the latter expression is bounded above
by c1/

√
ld .

Finally, by the oscillation bound (3.1), for eachl fixed,

lim
N→∞

‖∇ũN − Avl∇ũN‖2 = 0 , (4.60)

which, in particular, implies that{∇ũN } and{Avl∇ũN } generate the same family
of Young measures{µx}. Thus, in view of (4.14),∣∣∣ 1

Nd

∑N
g(x)

〈
F
(
Avlη

)〉x
N,f

−
∫
D

g(x)dx
∫

Rd
F (λ)µx(dλ)

∣∣∣
≤ c1√

ld
‖F‖1,∞‖g‖sup+ o(1) , (4.61)

and (4.55) follows.
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The proof of (4.54) follows the same pattern: for eachG ∈ C1
b

(
Rd × Rd

)
,∫

Rd×Rd
νV

(
dv,dλ

)
G(v, λ) = lim

l→∞

∫
Rd×Rd

νV

(
dv,dλ

)〈
G(v,Avlη)

〉FS
λ

= lim
l→∞

lim
N→∞

〈
G(v,Avlη)

〉
VN

. (4.62)

On the other hand,∣∣∣〈G(v, Avlη)
〉
VN

− 1

Nd

∑N
G(∇NuN,∇NuN)

∣∣∣
≤ 1

Nd
‖G‖1,∞

∑N 〈∣∣Avlη(x)− 〈η(x)〉N,f
∣∣〉
N,f

≤ 1

Nd
‖G‖1,∞

∑N
√

VarN,f
(
Avlη(x)

)
+ 1

(2l + 1)d
∑N

‖y−x‖≤l/N
∣∣∇NuN(x)− ∇NuN(y)

∣∣
≤ ‖G‖1,∞

(
c2√
ld

+ c3√
ψ(N)

)
, (4.63)

where the first and the second terms in the last line above follow by the Brascamp–
Lieb inequality (2.123) and by the oscillation bound (3.1) respectively.

As a result, by (4.12),∫
Rd×Rd

νV

(
dvdλ

)
G(v, λ) = lim

N→∞
1

Nd

∑N
G(∇NuN,∇NuN)

= lim
N→∞

∫
D

G(∇uN,∇uN)dx

=
∫
D

dx
∫

Rd
G(λ, λ)µx

(
dλ
)
. (4.64)

Since (4.64) holds for everyG ∈ C1
b

(
Rd × Rd

)
,

νV

(
dv,dλ

) =
∫
D

dx δλ
(
dv
)
µx
(
dλ
) =

∫
D

dxδv
(
dλ
)
µx
(
dv
)
, (4.65)

as it has been claimed.

5. Large deviations and concentration results

Proof of Theorem 1.3.The proof of the upper bound:

lim sup
N→∞

1

Nd
logPN(ξ̃N ∈ E) ≤ − inf

E

6 , (5.1)

where we recall thatE denotes the closure inL2(D)ofE, follows from Theorem 1.1
and exponential tightness which is a simple consequence of (2.128), since closed
balls with respect to the‖ · ‖1,2-norm are compact inL2(D).
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Because of the Lipschitz property of the map9 in (3.85) the large deviation
lower bound

lim inf
N→∞

1

Nd
logPN(ξ̃N ∈ E) ≥ − inf

E◦ 6 , (5.2)

whereE◦ denotes theL2(D) interior ofE, follows as soon as we show that

lim inf
N→∞

1

Nd
logPN(ξ̃N ∈ E) ≥ −6(u[f ]) , (5.3)

for any couple(f, u[f ]) ∈ C∞
0 (D) × E◦. This, however, follows from Theo-

rem (1.1), Theorem (1.2) and the usual change of measure argument: first note
that by (1.38) and (1.36);

lim
N→∞

1

Nd
H(PN,f

∣∣PN) = lim
N→∞

∫
D

uN,f (x)f (x)dx

− lim
N→∞

1

Nd
log

〈
exp(

1

N

N∑
ϕ(x)f (x))

〉
N

=
∫
D

u[f ](x)f (x)dx −3D(f ) = 6(u[f ]) . (5.4)

On the other hand, by 1.39, we know that

lim
N→∞

PN,f (ξ̃N ∈ E) = 1 (5.5)

Now the lower bound (5.3) is just a consequence of the standard entropy estimate:

log
PN(ξ̃N ∈ E)

PN,f (ξ̃N ∈ E) ≥ −H(PN,f
∣∣PN)+ e−1

PN,f (ξ̃N ∈ E) , (5.6)

cf. [21, Lemma 5.4.21]. ut
Proof of Theorem 1.4.We first take care of the hard wall condition�+

N and prove
that it can be neglected, more precisely, we claim that there exists a constantC < ∞
such that

PN(�
+
N) ≥

{
exp(−CNd−1 logN), d ≥ 3
exp(−CN(logN)2) d = 2 .

(5.7)

Actually, one can show with a more refined argument that the correct order is
exp(−CNd−1), for d ≥ 2, cf. [20], but for the sake of completeness we give a
simple argument of the above estimate: for a givena(N) > 0, letPa(N)N denote the
measure with boundary conditionsϕ(x) = a(N), x /∈ DN . Note that this corre-
sponds to constant shift of the configurationsϕ(x)+ a(N), x ∈ DN . In particular,
using Taylor formula, the symmetry ofV∫

RDN

∂HN(ϕ)

∂ϕx
PN(dϕ) = 0, for everyx ∈ DN , (5.8)
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(1.7) and the fact that∂D is Lipschitz we see that the relative entropy ofP
a(N)
N with

respect toPN can be easily estimated by

H(Pa(N)N

∣∣PN) =
∫

RDN

(
HN(ϕ)− HN(ϕ + a(N))

)
P
a(N)
N (dϕ)

=
∫

RDN

(
HN(ϕ − a(N))− HN(ϕ)

)
PN(dϕ)

≤ cV CN
d−1a(N)2 . (5.9)

On the other hand, by FKG we have that

P
a(N)
N (�+

N) ≥
∏
x∈DN

P
a(N)
N (ϕ(x) ≥ 0) =

∏
x∈DN

(
1 − PN(ϕ(x) < −a(N))) .

(5.10)
In view of the Brascamp–Lieb inequality (2.125) we have

PN(ϕ(x) < −a(N)) ≤
{

exp(−ca(N)2), d ≥ 3
exp(−ca(N)2/ logN), d = 2 .

(5.11)

Thus choosinga(N) = a
√

logN , for d ≥ 3, ora(N) = a logN , for d = 2, with

a > 0 sufficiently large, yieldsPa(N)N (�+
N) ≥ 1

2 and the above estimate follows by
the entropy inequality [21, Lemma 5.4.21], as in (5.6).

Now the result follows from Theorem 1.3. Simply note that by FKG

PN
(‖ξ̃N − u(v)‖2 > δ

∣∣�+
N ∩ AN(v)

) ≤ PN
({‖ξ̃N − u(v)‖2 > δ} ∩ AN(v)

)
PN
(
�+
N

)
PN
(
AN(v))

) .

(5.12)
Theorem 1.3 implies that, for allδ > 0 fixed

lim sup
N→∞

1

Nd
logPN

({‖ξ̃N − u(v)‖2 > δ} ∩ AN(v)
)

< − inf {6(u) : u ∈ H1
0(D),

∫
D

u(x) dx = v} , (5.13)

whereas in view of (5.7) estimate and Theorem 1.3

lim inf
N→∞

1

Nd
log

(
PN
(
�+
N

)
PN
(
AN(v))

))
≥ − inf {6(u) : u ∈ H1

0(D),

∫
D

u(x) dx = v} . (5.14)

ut
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