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Abstract. Let �A;D�A�� be the in®nitesimal generator of a Feller
semigroup such that C1c �Rn� � D�A� and AjC1c �Rn� is a pseudo-dif-
ferential operator with symbol ÿp�x; n� satisfying kp��; n�k1 �
c�1� knk2� and jIm p�x; n�j � c0 Re p�x; n�. We show that the associ-
ated Feller process fXtgt�0 on Rn is a semimartingale, even a homo-
geneous di�usion with jumps (in the sense of [21]), and characterize
the limiting behaviour of its trajectories as t! 0 and1. To this end,
we introduce various indices, e.g., bx

1 :� inffk > 0 : limknk!1
supkxÿyk�2=knk jp�y; n�j=knkk � 0g or dx

1 :� inffk > 0 : lim infknk!1
infkxÿyk�2=knk supk�k�1 jp�y; knk��j=knkk � 0g, and obtain a.s. �Px� that
limt!0 tÿ1=k sups�t kXs ÿ xk � 0 or 1 according to k > bx

1 or k < dx
1.

Similar statements hold for the limit inferior and superior, and also
for t!1. Our results extend the constant-coe�cient (i.e., LeÂ vy) case
considered by W. Pruitt [27].
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1 Introduction

The aim of this paper is to characterize the global growth properties
and local HoÈ lder behaviour for the trajectories of a large class of Feller
processes. Our investigations were very much in¯uenced by the paper
[27] by W. Pruitt on The growth of random walks and LeÂvy processes,
which are particularly simple examples of Feller processes. In terms of
their in®nitesimal generators, LeÂ vy processes belong to operators with
constant coe�cients whereas we are interested in general Feller pro-
cesses admitting generators with variable coe�cients. The results,
however, are quite similar: the limiting behaviour of the process as
t! 0 or t!1 is governed by the limiting behaviour of the symbol of
the generator in the co-variable as knk ! 1 or knk ! 0. The latter is
usually expressed by certain indices, ®rst introduced by Blumenthal &
Getoor [4] for LeÂ vy processes, see [28] for an up-to-date survey. Ad-
mittedly, our approach is technical and lacks the elegance of the ar-
guments in [27], but the fact that we do allow variable coe�cients
seems to require semimartingale techniques on the one hand, and
methods from the theory of pseudo-di�erential operators on the other.

A Feller process fXtgt�0 with state space Rn is a strong Markov
process such that the associated operator semigroup fTtgt�0, de®ned
on the continuous functions vanishing at in®nity via

Ttu�x� � Ex�u�Xt��; u 2 C1�Rn�; t � 0; x 2 Rn; �1:1�
enjoys the Feller property, i.e., is a Feller semigroup. We can always
choose a caÁ dlaÁ g version of the process, and we will do so without
further notice. Note that (1.1) establishes a correspondence between
Feller processes and Feller semigroups.

A Feller semigroup is a one-parameter family of operators
Tt : C1�Rn� ! C1�Rn�, such that Tt � Ts � Tt�s, limt!0 kTtuÿ uk1 �
0, and 0 � Ttu � 1 whenever 0 � u � 1. As usual, the (in®nitesimal)
generator �A;D�A�� is given by the strong limit

Au :� lim
t!0

Ttuÿ u
t

on the set D�A� � C1�Rn� of those u 2 C1�Rn� where this limit exists
in norm sense. We will call �A;D�A�� Feller generator, for short.

Write û�n� :� �2p�ÿn=2 R
Rn eÿix�nu�x�dx for the Fourier transform.

Under the assumption that the test functions C1c �Rn� are contained in
D�A�, Ph. CourreÁ ge [6] ± see also the closely related papers [36] by W.
von Waldenfels and (in a somewhat di�erent context) [5] by J.-M.
Bony, Ph. CourreÁ ge, and P. Priouret ± proved that the generator A
(restricted to C1c �Rn�� is a pseudo-di�erential operator,
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Au�x� � ÿp�x;D�u�x�
:� ÿ�2p�ÿn=2

Z
Rn

eix�np�x; n�û�n� dn; u 2 C1c �Rn� ; �1:2�

with symbol p : Rn �Rn ! C. The symbol is locally bounded in
�x; n�, measurable as a function of x, and for every ®xed x 2 Rn it is a
continuous negative de®nite function in the co-variable. This is to say
that it enjoys the following LeÂvy-Khinchine representation,

p�x; n� � a�x� ÿ i`�x� � n� n � Q�x�n

�
Z

y 6�0
1ÿ eÿiy�n ÿ iy � n

1� kyk2
 !

N�x; dy� �1:3�

where �a�x�; `�x�;Q�x�;N�x; dy�� are the usual LeÂvy characteristics, i.e.
a�x� � 0, `�x� 2 Rn, Q�x� 2 Rn�n positive semi-de®nite, and a (mea-

surable) kernel N�x; �� on Rnnf0g such that
R

y 6�0
kyk2

1�kyk2 N�x; dy� <1.

Equivalently, ``p�x; 0� � 0'' and ``n 7! eÿtp�x;n� is positive de®nite'' (in
the usual sense) could have served as de®niton. This shows that LeÂ vy
processes ± they are given by convolution semigroups ± are exactly
those processes which are generated by constant-coe�cient pseudo-
di�erential operators. Their symbols are obviously given by the
characteristic exponents (i.e., logarithms of the characteristic func-
tions) of the LeÂ vy processes.

This relation is no longer true for general Feller processes. But, if
the domain of the generator is su�ciently rich (e.g., contains the test
functions) we still have

d
dt

Ex�eÿi�Xtÿx��n�
����
t�0
� ÿp�x; n�; x; n 2 Rn ;

i.e., the symbol can be interpreted probabilistically as derivative of the
characteristic function of the process. Under some mild additional
assumptions, this is proved in [17], for the general case see [31, 33].

Many properties of negative de®nite functions and convolution
semigroups are discussed in the monograph [3] by C. Berg and G.
Forst. We will mention only two further facts, the ± at most ± qua-
dratic growth of negative de®nite functions, which reads in our setting

jp�x0; n�j � 2 sup
k�k�1

p�x0; ���1� knk2�; n 2 Rn; x0 2 Rn ; �1:4�

and the generalized Peetre inequality

�1� jp�x0; n� g�j� � 2�1� jp�x0; n�j��1� jp�x0; g�j�;
n; g 2 Rn; x0 2 Rn : �1:5�
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Both are simple consequences of the subadditivity of n 7! ������������������jp�x0; n�j
p

as is true for any negative de®nite function. In this form, Peetre's
inequality is due to W. Hoh [8].

Two other assumptions on the symbol turn out to be important for
our study,

kp��; n�k1 � c�1� knk2�; and sometimes also

jIm p�x; n�j � c0 Re p�x; n� : �1:6�

The ®rst of them should be read as there are only bounded coe�cients
(compare in this context Lemma 2.1), whereas the second reminds of
some kind of sector condition (cf. [2] in the constant-coe�cient case).
We conjecture that there is a strong link between the latter estimate
and the analyticity of the semigroup generated by such an operator
ÿp�x;D�. Probabilistically, this estimate means that there is no dom-
inating drift term.

Recently, several authors investigated the converse problem:
which (additional) assumptions on the symbol ÿp�x; n� are su�cient
in order that ÿp�x;D� (without dominating quadratic part, say) ex-
tends to a Feller generator? Purely analytic constructions are given
in [23, 13, 14, 25, 15, 10, 22], while the papers [1, 35, 8, 9] rely on the
martingale problem approach sketched out by Stroock [34]. A good
survey on these topics is given in [16]. Since we do not need these
constructions explicitly, we will not state the conditions imposed on
p�x; n� in greater detail. However, we should like to mention that
almost all of these papers do assume our conditions (1.6), which are
thus not too restrictive to produce no interesting or only trivial
examples.

Let us give a brief outline of how our paper is organized. Section 2
deals with the size of the domain of the (extended) Feller generator.
Essentially, Theorem 2.6 states that C2

1�Rn� � D�A� and that A ex-
tends reasonably to C2

b�Rn�. Theorem 2.7 exhibits another large
subset of D�A� which is interesting on its own. It can, however, also be
used to show that our results on trajectories of Feller processes ob-
tained in [31, 32, 30] do hold in greater generality than originally
stated there. In Section 3 the results of the previous section will be
used to show that the Feller process fXtgt�0 generated by �A;D�A�� is a
homogeneous di�usion with jumps (in the sense of Jacod & Shiraev
[21]) and that its semimartingale characteristics coincide ± essentially ±
with the LeÂ vy characteristics of the symbol.

The main results of the paper are contained in Theorems 4.3 and
4.6 of Section 4. We use classical Borel-Cantelli techniques in order to
characterize the limiting behaviour of expressions of the type
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lim inf
t!0

=lim sup
t!0

tÿ1=k sup
s�t
kXs ÿ xk and

lim inf
t!1 =lim sup

t!1
tÿ1=k sup

s�t
kXs ÿ xk :

(Sharp) bounds for the exponent k are given in terms of various in-
dices ``b'', ``d'' (see De®nitions 4.2, 4.5) which are determined by the
asymptotics of the symbol in the co-variable. An application to ®rst
passage times, Theorem 4.7, is included. Much nicer descriptions of
the indices are obtained in Section 5 where it is also shown, that our
b's and d's are really generalizations of the Blumenthal-Getoor and
Pruitt indices. For stable-like processes with symbols knka�x� in the
sense of Bass [1], all indices describing the local HoÈ lder properties
coincide and equal a�x�.

The last section is rather technical. There we prove the key Lemma
4.1 used in the fourth section:

Px
�
sup
s�t
kXs ÿ xk � R

�
� cntH�x;R� and

Px
�
sup
s�t
kXs ÿ xk < R

�
� c

th�x;R�
where H and h are functions that are given in terms of the symbol
p�x; n�. Our proof requires semimartingale techniques which are ac-
cessible through the results of Section 3. Strictly speaking, Lemma 4.1
should be viewed as the main technical result of this paper.

Notation. Cc�Rn�;C1�Rn�;Cb�Rn� denote the continuous functions
with compact support, which vanish at in®nity, or which are bounded,
and Bb�Rn� are the bounded Borel measurable functions; superscripts
refer to di�erentiability properties. û�n� � R eÿixnu�x�dÿx is the Fourier
transform, dÿx :� �2p�ÿn=2dx means normalized Lebesgue measure,
dy�dx� the Dirac measure (unit mass) at y, and Ex��� � R � dPx stands
for the expectation; the superscript x indicates that the process starts
a.s. at x. When dealing with random variables we often suppress x.
We write a ^ b and a _ b for the minimum and maximum of a; b, and
a � b means that the ratio of the two sides is bounded above and
below by ®nite, strictly positive constants. All other notations are
standard or should be clear from the context.

2 The domain of a Feller generator and the extended generator

Let �A;D�A�� be the generator of a Feller semigroup. As we have seen,
the condition C1c �Rn� � D�A� ensures that the restricion AjC1c �Rn� is
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a pseudo di�erential operator ÿp�x;D� with symbol ÿp�x; n�. The
function p : Rn �Rn ! C is locally bounded (in both variables),
measurable as a function of x, and, for ®xed x 2 Rn, continuous
negative de®nite, i.e., has a LeÂ vy-Khinchine representation (1.3).

As in the constant-coe�cient case, cf. [3, Corollary 7.16], the
subadditivity of the function n 7! ����������������jp�x; n�jp

implies

jp�x; n�j � 2 sup
kgk�1

jp�x; g�j�1� knk2� : �2:1�

We will frequently assume that supx2Rn supkgk�1 jp�x; g�j <1, i.e.,
that (2.1) holds uniformly in x. The following Lemma gives a condi-
tion for this in terms of the LeÂ vy characteristics of p�x; n�.
Lemma 2.1 Let p : Rn �Rn ! C be given by the LeÂvy-Khinchine for-
mula (1.3) with LeÂvy characteristics �a�x�; `�x�;Q�x�;N�x; dy��. Then

sup
x2Rn
jp�x; n�j � c�1� knk2�; n 2 Rn ; �2:2�

if and only if

kak1 � k`k1 � kQk1 �



 Z

y 6�0

kyk2
1� kyk2 N��; dy�





1
<1 : �2:3�

Proof. By Taylor's formula we get for kyk � 1

1ÿ eÿiy�n ÿ iy � n
1� kyk2

�����
����� � 1ÿ eÿiy�n ÿ iy � n�� ��� y � nÿ y � n

1� kyk2
�����

�����
� 1

2
kyk2knk2 � kyk

3knk
1� kyk2 �

kyk2
1� kyk2 �knk

2 � knk� ;

and for kyk > 1,

1ÿ eÿiy�n ÿ iy � n
1� kyk2

�����
����� � 2� kykknk

1� kyk2 �
kyk2

1� kyk2 �4� knk� :

This gives

1ÿ eÿiy�n ÿ iy � n
1� kyk2

�����
����� � 4

kyk2
1� kyk2 �1� knk

2�; y; n 2 Rn : �2:4�

It is easy to see, cf. [20, Lemma 5.2, (5.4)], that

kyk2
1� kyk2 �

Z
g6�0
�1ÿ cos y � g�gn�g� dg �2:5�
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is a continuous negative de®nite function whose LeÂ vy measure has the
density

gn�g� � 1

2

Z 1
0

�2pq�ÿn=2eÿkgk
2=�2q�eÿq=2 dq; g 2 Rn : �2:6�

Obviously, gn�g� possesses all moments.
Assume that (2.5) is satis®ed. Using (2.5) we seeZ
y 6�0

kyk2
1� kyk2 N�x; dy� �

Z
y 6�0

Z
g6�0
�1ÿ cos y � g�gn�g� dg N�x; dy�

�
Z

g 6�0

ÿ
Re p�x; g� ÿ a�x� ÿ g � Q�x�g�gn�g� dg

�
Z

g 6�0
Re p�x; g�gn�g� dg

� c
Z

g 6�0
�1� kgk2�gn�g� dg <1

uniformly for all x 2 Rn. Moreover, a�x� � p�x; 0� � c and from (2.4)
we get

j`�x� � nj � jIm p�x; n�j � Im

Z
y 6�0

1ÿ eÿiy�n ÿ iy � n
1� kyk2

 !
N�x; dy�

�����
�����

� c� 4

Z
y 6�0

kyk2
1� kyk2 N�x; dy�

 !
�1� knk2�

uniformly in x 2 Rn, thus k`k1 <1. Finally,

jn � Q�x�nj � jp�x; n�j � a�x� � j`�x� � nj
� 4

Z
y 6�0

kyk2
1� kyk2 N�x; dy��1� knk2�

and kQk1 <1 follows with the preceding calculations.
Conversely, let (2.3) be valid. From kak1 � k`k1 � kQk1 <1 we

get

sup
x2Rn

��a�x� ÿ i`�x� � n� n � Q�x�n�� � c�1� knk2�

and (2.4) gives�����
Z

y 6�0
1ÿ eÿiy�n ÿ iy � n

1� kyk2
 !

N�x; dy�
�����

� 4

Z
y 6�0

kyk2
1� kyk2 N�x; dy��1� knk2�

uniformly in x 2 Rn.
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Remark 2.2 The statement of the above Lemma has an obvious ext-
ension for uniform convergence on compact sets. Note that in this case
the condition kp��; n�k1 � c�1� knk2� can be replaced by ``�x; n� 7!
p�x; n� is locally bounded'' because

sup
kxk�R

jp�x; n�j � 2 sup
kxk�R

sup
kgk�1

jp�x; g�j�1� knk2� � cR�1� knk2� :

In order to study the domain D�A� of the Feller generator A, it is often
useful to rewrite ÿp�x;D� as integro-di�erential operator. Using the
LeÂ vy-Khinchine representation (1.3) for the symbol we get for
u 2 C1c �Rn�

ÿp�x;D�u�x� �
Z

Rn

"
i`�x� � nÿ a�x� ÿ n � Q�x�n

ÿ
Z

y 6�0
1ÿ eÿiy�n ÿ iy � n

1� ky2k
� �

N�x; dy�
#

û�n�eix�n dÿn

� `�x� � ru�x� ÿ a�x�u�x� �
Xn

j;k�1
qjk�x�@j@ku�x�

�
Z

y 6�0

Z
Rn

eÿiy�n ÿ 1� iy � n
1� kyk2

 !
û�n�eix�n dÿn N�x; dy� ;

where the change of the order of integration is justi®ed since
u 2 C1c �Rn� and by the estimate (2.4). Thus, ÿp�x;D� � I�p�jC1c �Rn�
where I�p� is given by

I�p�u�x� :�ÿ a�x�u�x� � `�x� � ru�x� �
Xn

j;k�1
qjk�x�@j@ku�x�

�
Z

y 6�0
u�xÿ y� ÿ u�x� � y � ru�x�

1� ky2k
� �

N�x; dy�;

u 2 C2
b�Rn� : �2:7�

The next Lemma shows that ÿp�x;D� determines the Feller generator
�A;D�A�� on a large subset of C1�Rn�. In general, C1c �Rn� is not a
core for A, i.e., there can be many extensions of ÿp�x;D� to a Feller
generator. One of those is, of course, �A;D�A��.
Lemma 2.3 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol satis®es
kp��; n�k1 � c�1� knk2�. Then ÿp�x;D� can be extended to a Feller
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generator and for any such extension, say,
ÿÿ gp�x;D�;D� gp�x;D��� one

has
C2
1�Rn� � D� gp�x;D�� : �2:8�

Moreover,

kp��;D�uk1 � c
X
jaj�2
k@auk1 �2:9�

holds for u 2 C1c �Rn� and extends for I�p� to C2
b�Rn�.

This Lemma seems to be some kind of folklore, at least if one
claims C1c �Rn� � D�A�, see [29, VII (1.13) & notes to Chapter VII];
however, no proof is given there.

Proof. Since ÿp�x;D� � A, ÿp�x;D� does have extensions to a Feller
generator. Now (2.8) follows from (2.9) since any such extension, say

ÿ gp�x;D�, is a closed operator: for every sequence ukf gk2N, uk 2 C1c
�Rn� � D� gp�x;D�� such that uk ! u in C2

1�Rn�, the functions ÿp�x;D�
uk�x� � ÿ gp�x;D�uk�x� are by (2.9) a Cauchy sequence (w.r.t. uniform

convergence), hence u 2 D� gp�x;D�� by the closedness of ÿ gp�x;D� and

C2
1�Rn� � C1c �Rn�

P
jaj�2 k@a�k1 � D� gp�x;D�� :

For the proof of (2.9) we may assume that a � 0, ` � 0, and Q � 0 in
the LeÂ vy characteristics of p�x; n�. By (2.7) and a Taylor expansion we
have for u 2 C1c �Rn�

jp�x;D�u�x�j �
Z

y 6�0
u�xÿ y� ÿ u�x� � y � ru�x�

1� kyk2
 !

N�x; dy�
�����

�����
�
Z
0<kyk�1

 ��u�xÿ y� ÿ u�x� � y � ru�x���
� y � ru�x�

1� kyk2 ÿ y � ru�x�
�����

�����
!

N�x; dy�

�
Z
kyk>1

u�xÿ y� ÿ u�x� � y � ru�x�
1� kyk2

�����
�����N�x; dy�

�
Z
0<kyk�1

 Xn

j;k�1
k@j@kuk1jyjykj

� kyk3
1� kyk2 kruk1

!
N�x; dy�
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�
Z
kyk>1

2kuk1 �
kyk

1� ky2k kruk1
� �

N�x; dy�

� cn

X
jaj�2
k@auk1

Z
y 6�0

kyk2
1� kyk2 N�x; dy� :

By Lemma 2.1 the latter expression is uniformly bounded in x 2 Rn,
and the assertion follows. (

In fact, the above proof shows p�x;D�k�k1jC2
1�Rn� �gp�x;D�jC2

1�Rn�. Since on C1c �Rn� the operators ÿp�x;D� and I�p�
(given by (2.7)) coincide, we obtain the following corollary.

Corollary 2.4 In the setting of Lemma 2.3 any extension ÿ gp�x;D� of
ÿp�x;D� to a Feller generator satis®es ÿ gp��;D�u � I�p�u for
u 2 C2

1�Rn�. Here, I�p� is the integro-di�erential operator given by
(2.7)

Lemma 2.5 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol satis®es
kp��; n�k1 � c�1� knk2�. Denote byÿ gp�x;D� any extension of ÿp�x;D�
to a Feller generator. Then every sequence ukf gk2N such that

uk 2 C2
c �Rn�; supk2N

P
jaj�2 k@aukk1 <1

limk!1 uk � u locally uniformly in C2
b�Rn�

�
�2:10�

satis®es supx2Rn supk2N j gp�x;D�uk�x�j<1 and limk!1 gp�x;D�uk�x�
exists.

Proof. Corollary 2.4 shows that ÿ gp�x;D�u � I�p�u on C2
c �Rn�. From

(2.10) we deduce the boundedness and convergence of the local part,

ÿ a���uk � `��� � ruk �
Xn

j;k�1
qij���@i@juk

! ÿa���u� `��� � ru�
Xn

j;k�1
qij���@i@ju

as k !1. In order to see the convergence of the integral term we use
dominated convergence. Note that by Taylor's theorem

uk�xÿ y� ÿ uk�x� � y � ruk�x�
1� ky2k

���� ���� � c
kyk2

1� kyk2
X
jaj�2
k@aukk1

and that the right-hand side is uniformly bounded for all k 2 N. For
®xed x 2 Rn we ®nd
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Z
y 6�0

uk�xÿ y� ÿ uk�x� � y �ruk�x�
1� kyk2

 !
N�x; dy�

!
Z

y 6�0
u�xÿ y� ÿ u�x� � y �ru�x�

1� kyk2
 !

N�x; dy�

as k !1.
The asserted equi-boundedness of gp�x;D�uk�x� in k and x follows

with exactly the same calculations that were used to obtain (2.9). (

Let �A;D�A�� be the generator of a Feller semigroup fTtgt�0. Fol-
lowing Ethier and Kurtz [7, p. 23] we call the subset EX�A� �
Bb�Rn� � Bb�Rn�,

EX�A� :�
(
�f ; g� 2 Bb�Rn� � Bb�Rn� : Ttf ÿ f �

Z t

0

Tsg ds

)
�2:11�

the extended generator of fTtgt�0. Clearly, the graph of A is contained
in EX�A�,

�f ;Af � 2 EX�A� for all f 2 D�A� :
Note that EX�A� is closed under bounded pointwise limits (bp- lim, for
short), which are de®ned by

u � bp- lim
k!1

uk if sup
k2N
kukk1 <1 and u�x� � lim

k!1
uk�x�; x 2 Rn :

Theorem 2.6 Let �A;D�A�� be a Feller generator such that
C1c �Rn� � D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol

satis®es kp��; n�k1 � c�1� knk2�. For every extension ÿ gp�x;D� of

ÿp�x;D� to a Feller generator C2
1�Rn� � D� gp�x;D�� is satis®ed. If I�p�

is given by (2.7), we have ÿ gp�x;D�jC2
1�Rn� � I�p�jC2

1�Rn� and

�u; I�p�u� 2 EX
ÿÿ gp�x;D��; u 2 C2

b�Rn� ; �2:12�
where EX

ÿÿ gp�x;D�� denotes the extended generator.
Proof. The ®rst two claims follow from Lemma 2.3 and Corollary 2.4,
respectively. In order to see (2.12), choose a sequence vkf gk2 N of cut-
o� functions, vk 2 C1c �Rn�, 1Bk�0� � vk � 1B2k�0�. For u 2 C2

b�Rn� the
sequence uk :� uvk satis®es the conditions (2.10) of Lemma 2.5,
therefore

�uk;ÿ gp�x;D�uk� � �uk; I�p�uk� 2 EX
ÿÿ gp�x;D��
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and, again by Lemma 2.5, and dominated convergence

bp- lim
k!1
�uk;ÿ gp�x;D�uk� � �f ; g�; g � I�p�f :

Since the extended generator is bp-closed, �f ; g� 2 EX
ÿÿ gp�x;D��. (

Theorem 2.6 allows us, in particular, to obtain a semimartingale
decomposition of the Feller process fXtgt�0 generated by some
ÿ gp�x;D� (or A) ± see Section 3 below. In order to obtain good esti-
mates for the moments of fXtgt�0, the next theorem will be quite
helpful.

Theorem 2.7 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that kp��; n�k1 � c�1� w�n��
for some ®xed continuous negative de®nite function w : Rn ! R. Then�

u 2 C1�Rn� : �1� w�û 2 L1�Rn�	 � D� gp�x;D��
for every extension �ÿ gp�x;D�;D� gp�x;D��� of ÿp�x;D� to a Feller gen-
erator.

Proof. Let v be a cut-o� function satisfying

v 2 C1c �Rn�; 1B1�0� � v � 1B2�0�; v�x� � v�ÿx�:
The sequence vk�x� :� v�x=k� converges to 1 as k !1, and the
Fourier transforms satisfy v̂k�n� � knv̂�kn�.

Write A :� fu 2 C1�Rn� : �1� w�û 2 L1�Rn�g. As a ®rst step we
claim

u 2A implies uk :� �2p�ÿn=2ÿv̂k ? u
�
vk 2A: �2:13�

By the convolution theorem we getZ
Rn
�1� w�n��jûk�n�j dÿn �

Z
Rn
�1� w�n��jv̂k ? �vkû��n�j dÿn

�
Z

Rn

Z
Rn
�1� w�n��jv̂k�g�jvk�nÿ g�jû�nÿ g�j dg dÿn

�
Z

Rn

Z
Rn
�1� w�g=k � n��jv̂�g�jvk�n�jû�n�j dÿn dg

� 2

Z
Rn

Z
Rn
�1� w�n��

� �1� w�g=k��jv̂�g�jvk�n�jû�n�j dÿn dg
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where we used Peetre's inequality (1.5) in the last step. Since

1� w�g=k� � cw�1� kg=kk2� � cw�1� kgk2�
and v̂ 2S�Rn�, we ®nd

k�1� w�ûkkL1 � cw;nk�1� w�ûkL1 <1
and (2.13) follows as uk 2 C1c �Rn�.

We claim now that for u 2A and uk as above

ûk ! û in L1 and a.e. �2:14�
Since u 2A, we have û 2 L1�Rn�. Write

ûÿ ûk �
ÿ
ûÿ �2p�ÿn=2v̂k ? û

�� �2p�ÿn=2v̂k ?
ÿ�1ÿ vk�û

�
:

The ®rst member of the right-hand side converges to 0 in L1-norm ±
this is a well-known molli®er technique see, e.g., Kumano-go [24,
Theorem I.2.7]. The second member satis®es

v̂k ?

ÿ�1ÿ vk�û
�



L1 �
Z

Rn

Z
Rn
jv̂k�g�j�1ÿ vk�nÿ g��jû�nÿ g�j dg dn

�
Z

Rn
�1ÿ vk�n��jû�n�j dn

Z
Rn
jv̂k�g�j dg

�
Z

Rn
�1ÿ vk�n��jû�n�j dnkv̂kL1 ! 0

as k !1 as is easily seen be dominated convergence. Passing to a
subsequence, if necessary, we may assume that ûk ! û almost every-
where.

The calculations leading to (2.13) and yet another application of
dominated convergence now imply

lim
k!1
k�1� w�ûkkL1 � k�1� w�ûkL1 : �2:15�

Since �1� w�ûk 2 L1�Rn�and �1� w�û 2 L1�Rn� such that �1� w�ûk !
�1� w�û almost everywhere, we get even �1� w�ûk ! �1� w�û in L1,
and thus

kp��;D�uj ÿ p��;D�ukk1 � sup
x2Rn

�����
Z

Rn
eix�np�x; n��ûj�n� ÿ ûk�n��dÿn

�����
� cw;n



�1� w��ûj ÿ ûk�




L1 ! 0

as j; k !1 :

We have thus shown that for every u 2A there is a sequence
uk 2 C1c �Rn� � D� gp�x;D�� such that uk ! u uniformly (since ûk ! û
in L1) and fp��;D�ukgk2N is a C1�Rn�-Cauchy sequence. From the
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closedness of ÿ gp�x;D� we deduce that u 2 D� gp�x;D�� and ÿp��;D�uk

! ÿ gp�x;D�u. (

Remark 2.8 (1) We may replace w�n� in Theorem 2.7 by kp��; n�k1 if
this function satis®es a Peetre-type inequality. Then�

u 2 C1�Rn� : �1� kp��; n�k1�û 2 L1�Rn�	 � D� gp�x;D�� �2:16�
whenever kp��; n�k1 is ®nite.

In general, n 7! kp��; n�k1 will not be negative de®nite. However,
the proof of Theorem 2.7 still works if kp��; n�k1 satis®es a Peetre-type
inequality. For ®xed x and all n; g 2 Rn we know from (1.5)

�1� jp�x; n� g�j� � 2�1� jp�x; n�j��1� jp�x; g�j�
since n 7! p�x; n� is negative de®nite. Passing to the supremum over all
x 2 Rn yields the desired inequality.

(2) The set A :� �u 2 C1�Rn� : �1� w�û 2 L1�Rn�	 appearing in
Theorem 2.7 ®ts nicely into the scale of spaces Bp;k introduced in [11,
Section 10.1]. In this notation one has, in fact, A � B1;�1�w�\
C1�Rn�. This is, from a structural point of view, quite interesting.
Further results in this direction can be found in the forthcoming book
[18] by N. Jacob.

(3) The result of Theorem 2.7 allows to extend previous results on
conservativeness, Hausdor� dimension, and Besov embeddings (cf.
[31, 32, 30]) to the class of Feller processes considered in this paper.

3 The semimartingale nature of Feller processes

An n-dimensional Feller process �X;F;Px; x 2 Rn; fXtgt�0; fFtgt�0;
Rn;B� is a strong Markov process with the additional properties that
x 7!Ex�u�Xt�� is in C1�Rn� and limt!0 Ex�u�Xt�� � u�x� whenever
u 2 C1�Rn�. It is well known that there is a correspondence between
Feller semigroups fTtgt�0 and Feller processes fXtgt�0 which is ex-
pressed by

Ttu�x� � Ex�u�Xt��; u 2 Cb�Rn�; t � 0; x 2 Rn : �3:1�
In particular, Tt, originally de®ned on C1�Rn�, extends onto Cb�Rn�
and Bb�Rn�.

In this section we want to study the structure of Feller processes.
As before, we assume that the generator of fTtgt�0 be some extension
ÿ gp�x;D� of the pseudo di�erential operator ÿp�x;D� with symbol
ÿp�x; n� given by (1.3). Our main objective is to show that fXtgt�0 is a
semimartingale and that its semimartingale characteristics (in the
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sense of [21]) are determined by the LeÂ vy characteristics of the
symbol.

We will frequently use the notion of (pre-)stopping of a process. Let
s be some stopping time for fXtgt�0. Then the (pre-)stopped processes
X s

t and X sÿ
t are given by

X s
t �x� :� Xt^s�x��x� and

X sÿ
t �x� :� Xt�x�1�0;s�x���t� � Xs�x�ÿ�x�1�s�x�;1��t� :

The following Lemma is taken from Protter [26, Theorem II.6]. It
shows essentially that a prelocal semimartingale is already a semi-
martingale.

Lemma 3.1 Let fXtgt�0 be a caÁdlaÁg adapted process with values in R,
skf gk2N be a sequence of positive random times which increase a.s. to1,

and let fXk;tgt�0; k 2 N, be a sequence of semimartingales such that
X skÿ
� � X skÿ

k;� for all k 2 N. Then fXtgt�0 is a semimartingale.

Rather than using the more appropriate notion vector of semi-
martingales, we will call an n-dimensional process semimartingale, if its
component processes are semimartingales. Note that this is in line
with the notation of [21]. Without further mentioning we will under-
stand the semimartingale property always w.r.t. the family fPxgx2Rn . In
order to simplify things, we will assume that the life-time f of the
process is a.s. in®nite. Otherwise, the statements below remain valid,
but on the set fx : f�x� <1g only. A necessary and su�cient con-
dition for f � 1 (a.s.) is that p�x; 0� � 0, cf. the discussion at the
beginning of Section 4.

Lemma 3.2 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D� with symbol ÿp�x; n� given by (1.3),
kp��; n�k1 � c�1� knk2�, and p�x; 0� � 0. Every (n-dimensional) Feller

process fXtgt�0 generated by some extension ÿ gp�x;D� of ÿp�x;D� to a
Feller generator is a semimartingale (under any Px, x 2 Rn).

Proof. It is well known that for any caÁ dlaÁ g Feller process and all u in
the domain of ÿ gp�x;D� the process

Mt :� u�Xt� ÿ u�X0� �
Z t

0

gp�x;D�u�x���x�Xs
ds; t � 0 ; �3:2�

is a martingale. Pick for j � 1; . . . ; n sequences /j
k 2 C1c �Rn� such that

/j
kjBk�0� � xj; /j

kjBc
2k�0� � 0; and k/j

kk1 � k � 1 :

Clearly, /j
k�� ÿ x� 2 D�p�x;D�� � D� gp�x;D��, and under Px
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M �j�k;t :� /j
k�Xt ÿ x� �

Z t

0

p�y;Dy�/j
k�y ÿ x���y�Xs

ds

are martingales for every k 2 N and j � 1; . . . ; n. Since

jM �j�k;t j � k/j
kk1 � tkp��;D�/j

kk1 <1 ;

M �j�k;� is even an L2
loc-martingale. The above inequality shows also that

the integral term in the decomposition of M �j�k;� is a process of bounded
variation in ®nite time intervals. By the canonical decomposition of
semimartingales (cf. e.g. [26, Theorem III.1]) we conclude that the
processes

X �j�k;t :� /j
k�Xt ÿ x� � M �j�k;t ÿ

Z t

0

ÿ
p��;D�/j

k�� ÿ x���Xs� ds

are semimartingales.
Set sk :� sx

k :� infft � 0 : kXt ÿ xk > kg. Then sk are stopping
times converging a.s. to 1. By construction, we haveÿ

X �j�k;�

�skÿ � ÿ/j
k�X� ÿ x��skÿ � ÿX �j�� ÿ xj

�skÿ :

For t < sk this equality is straightforward, if t � sk it is easily seen
from ÿ

/j
k�Xt ÿ x��skÿ � /j

k�Xskÿ ÿ x�
� lim

r<sk ;r!sk
/j

k�Xr ÿ x�

� lim
r<sk ;r!sk

�X �j�r ÿ xj� � X �j�skÿ ÿ xj :

Now Lemma 3.1 applies and shows that fXtgt�0 is a semimartingale.
(

Let us brie¯y recall the notion of characteristics of a semimartin-
gale, see [21]. Let v � vR 2 C1c �Rn� be a cut-o� function such that
1BR�0� � vR � 1B2R�0�, R > 0 ®xed. Set

Jt�v� :�
X
s�t

�1ÿ v�DXs��DXs; �Xt�v� :� Xt ÿ Jt�v� �3:3�

and observe that f �Xt�v�gt�0 is a semimartingale with bounded jumps,
hence a special semimartingale admitting the unique canonical de-
composition

�Xt�v� � X0 �Mt�v� � Bt�v� �3:4�
where Mt�v� is a local martingale and Bt�v� is a previsible process with
paths of ®nite variation on compact intervals.
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De®nition 3.3 Let fXtgt�0, Xt � �X �1�t ; . . . ;X �n�t �, be a semimartingale
and v � vR be as above. Moreover, let Bt � Bt�v� be the previsible
process appearing in (3.4), X c

t be the continuous martingale part of Xt,
and m�x; ds; dy� the compensator (i.e. dual predictable projection) of the
jump measure

lX �x; ds; dy� :�
X

s:DXs 6�0
d�s;DX �s;x���ds; dy�

of the process fXtgt�0. Denote by C� � �Cjk
� �nj;k�1 the quadratic

co-variation matrix Cjk
t :� hX �j�;c;X �k�;cit for fX c

t gt�0.
Then �B;C; m� is called (a version of) the characteristics of the

semimartingale fXtgt�0 (relative to v).

It is obvious from the de®nition of characteristics that �B;C; v � m�
is a version of the characteristics of f �Xtgt�0 of (3.3), (3.4).

One could equivalently de®ne �B;C; m� (relative to v) by the re-
quirement that for all f 2 C2

b�Rn� the process

Mf
t :� f �Xt� ÿ f �X0� ÿ

Z t

0

Xn

j�1
@jf �Xsÿ� dB�j�s

ÿ 1

2

Z t

0

Xn

j;k�1
@j@kf �Xsÿ� dCjk

s

ÿ
Z t

0

Z
Rn

f �Xsÿ � y� ÿ f �Xsÿ� ÿ v�y�y � rf �Xsÿ�� �m��; ds; dy�
�3:5�

is a local martingale, cf. [21, Theorem II.2.42].
The characteristics admit the following canonical representation of

the semimartingale fXtgt�0,

Xt � X0 � X c
t �

Z t

0

v�y�yÿlX ��; ds; dy� ÿ m��; ds; dy��� Jt�v� � Bt�v�
� �Xt�v� � Jt�v� : �3:6�

The integrals are to be understood componentwise.
The next de®nition is again taken from [21]

De®nition 3.4 A semimartingale fXtgt�0 is called homogeneous di�usion
with jumps if its characteristics have the form

B�j�t �x� �
Z t

0

b�j��Xs�x�� ds ;
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Cjk
t �x� �

Z t

0

cjk�Xs�x�� ds ;

m�x; ds; dy� � N�Xs�x�; dy� ds ;

where b�j�; cjk : Rn ! R are measurable functions, c � �cjk�nj;k�1 is a
positive semide®nite matrix, and N�x; �� is a Borel transition kernel such
that N�x; f0g� � 0.

The notion di�usion process with jumps can be a bit misleading:
every LeÂ vy process is a di�usion with jumps, even a pure jump process
without continuous martingale part (e.g. a symmetric a-stable process)
can be a ``di�usion'' with jumps.

Theorem 3.5 Let �A;D�A�� be a Feller generator such that
C1c �Rn� � D�A� and AjC1c �Rn� � ÿp�x;D� with symbol ÿp�x; n� given
by (1.3), kp��; n�k1 � c�1� knk2�, and p�x; 0� � 0. Denote by fXtgt�0
the Feller process generated by any extension ÿ gp�x;D� of ÿp�x;D� to a
Feller generator. Then fXtgt�0 is a homogeneous di�usion with jumps
and its semimartingale characteristics �B;C; m� with respect to v � vR
are determined by the LeÂvy characteristics �`�x�;Q�x�;N�x; dy�� of
p�x; n�:

B�j�t �x� �
Z t

0

`j�Xs�x�� ds

�
Z t

0

Z
y 6�0

yj

1� kyk2 ÿ vR�y�yj

 !
N�Xs�x�; dy� ds

Cjk
t �x� � 2

Z t

0

qjk�Xs�x�� ds

m�x; ds; dy� � N�Xs�x�;ÿdy� ds

where v � vR is the cut-o� function introduced in De®nition 3.3.

Proof. Since for suitable constants

jvR�y�yjj � cj
jyjj

1� kyk2 and
yjnj

1� kyk2 ÿ vR�y�yjnj

�����
����� � Cj

jyjj � jnjj
1� kyk2 ;

�B;C; m� from above are well-de®ned. By Lemma 3.1, fXtgt�0 is a
semimartingale, and it remains to check that (3.5) is a local martingale
for all f 2 C2

b�Rn�. From Theorem 2.6 we know that �f ; I�p�f � is in
the extended generator EX

ÿÿ gp�x;D��, thus ± cf. [7, Proposition
IV.1.7] ± the process
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Mf
t :� f �Xt� ÿ f �X0� ÿ

Z t

0

I�p�f �Xsÿ� ds

is a martingale. Using the explicit representation (2.7) of I�p�, we may
rewrite Mf

t in the following form

Mf
t � f �Xt� ÿ f �X0� ÿ

Z t

0

"
`�Xs�:

�
Z

y 6�0

y

1� kyk2 ÿ v�y�y
 !

N�Xs; dy�
#
�rf �Xsÿ� ds

ÿ
Z t

0

 Xn

j;k�1
qjk�Xs�@j@kf �Xsÿ�

�
Z

y 6�0
f �Xsÿ ÿ y� ÿ f �Xsÿ� � v�y�y �rf �Xsÿ�� �N�Xs; dy�

!
ds

which is but (3.5). (

Let us, for further reference purposes, emphasize the following
observation made in the proof of Theorem 3.5.

Corollary 3.6 Let �A;D�A��, ÿp�x;D�, fXtgt�0 be as in the preceding
Theorem. Then the process

Mf
t :� f �Xt� ÿ f �X0� ÿ

Z t

0

I�p�f �Xsÿ� ds

is for every f 2 C2
b�Rn� an L2

loc-martingale.

Proof. The martingale property of Mf
t has already been established in

the proof of Theorem 3.5. Since the estimate (2.9) carries over to I�p�,
we have that Mf

t is a bounded random variable for t varying in com-
pact sets, hence square-integrable. (

4 Asymptotic behaviour of Xt for t! 0 and t!1

Let fXtgt�0 denote an n-dimensional Feller process as in the preceding
section. We are interested in the limiting behaviour of Xt under Px, i.e.,
for which k > 0

lim inf
t

tÿ1=k sup
s�t
kXs ÿ xk or lim sup

t
tÿ1=k sup

s�t
kXs ÿ xk
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are ®nite or in®nite as t! 0, t!1. We will determine bounds for k
in terms of the symbol ÿp�x; n� of the in®nitesimal generator. For
LeÂ vy processes, i.e., in the constant-coe�cient case p�x; n� � w�n�,
similar criteria were given by Pruitt [27]. Our exposition is heavily
in¯uenced by this paper; we adopted, in particular, the idea to use
Lemma 4.1 which has its analogue in [27, p. 949, Lemma]. To our
knowledge, the only studies for non-constant coe�cients are the pa-
pers [25, 22] by Negoro and Negoro & Kikuchi, containing some
short-time asymptotics for stable-like processes. We should like to
mention that these results are encompassed by our theorems, see the
examples at the end of Section 5.

When studying the long-term behaviour we will have to assume
that fXtgt�0 has a.s. in®nite life-time. The semigroup equivalent would
be to assume that the associated Feller semigroup fTtgt�0 is conser-
vative. A su�cient (and in fact also necessary, cf. [33]) condition for
this is that the symbol ÿp�x; n� satis®es p�x; 0� � 0, see [31, 33], that is
to say that

p�x; n� � ÿi`�x� � n� n � Q�x�n�
Z

y 6�0
1ÿ eÿiy�n ÿ iy � n

1� kyk2
 !

N�x; dy� :

�4:1�
The key ingredient for our investigations are estimates of the distri-
bution function of the maximal process,

�X� ÿ x��t :� sup
s�t
kXs ÿ xk : �4:2�

For LeÂ vy processes the following Lemma is due to W. Pruitt [27]. In
our situation the proof is much more involved and we will postpone it
until Section 6.

Lemma 4.1 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol ÿp�x; n� is
given by (4.1), satis®es kp��; n�k1 � c�1� knk2�, and that fXtgt�0 is the
Feller process generated by some extension of ÿp�x;D� to a Feller
generator. Then the following estimates hold true:

Px
ÿ�X� ÿ x��t � R

� � cntH�x;R�; t � 0; R > 0 ; �4:3�
where cn is a constant depending only on the space dimension, and

H�x;R� :� sup
kyÿxk�2R

sup
k�k�1

Z 1
ÿ1

Re p
�

y;
q�
R

�
g�q� dq�

���p y;
�

R

� ����� �
:

(The density g�q� � g1�q� is given by (2.5), (2.6).)
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If, in addition, j Im p�x; n�j � c0 Re p�x; n� for some absolute con-
stant c0 � 1, then

Pxÿ�X� ÿ x��t < R
� � cj

th�x;R� ; t � 0; R > 0; �4:4�

Pxÿ�X� ÿ x��t < R=2
� � c2j

t2h2�x;R� ; t � 0; R > 0; �4:5�

where the constant cj depends only on j :� ÿ4 arctan ÿ 1
2c0

��ÿ1
, and

h�x;R� :� inf
kyÿxk�2R

sup
k�k�1

Re p
�

y;
�

4jR

�
:

The growth of the sample paths at t � 1 is governed by the fol-
lowing indices which are generalizations of the Blumenthal-Getoor
index b and the Pruitt index d for LeÂ vy processes, cf. [4, 27]. Recently,
indices of this kind have attracted renewed interest, see e.g. the paper
[28].

De®nition 4.2 Let h�x;R� and H�x;R� be as in Lemma 4.1, and set

h�R� :� inf
x2Rn

h�x;R� and H�R� :� sup
x2Rn

H�x;R� :

Then the quantities

b0 :� sup
n
k � 0 : lim sup

R!1
RkH�R� � 0

o
;

b
0

:� sup
n
k � 0 : lim inf

R!1
RkH�R� � 0

o
;

�d0 :� sup
n
k � 0 : lim sup

R!1
Rkh�R� � 0

o
;

d0 :� sup
n
k � 0 : lim inf

R!1
Rkh�R� � 0

o
;

are called indices of fXtgt�0 (or p�x; n�) at the origin.

From the estimates

jp�x; n�j � Re p�x; n� �
Z
jy�nj�1

�1ÿ cos y � n�N�x; dy�

� c
Z
jy�nj�1

jy � nj2N�x; dy�

it becomes immediately clear that all of the above indices are well-
de®ned and that b0;b0

; �d0; d0 2 �0; 2�. A moment's thought shows
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b0 � b
0
� d0 and b0 � �d0 � d0 :

In Section 5 below we will give alternative characterizations of these
indices and explain their relation with the classical indices of Blu-
menthal and Getoor for LeÂ vy processes.

Theorem 4.3 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol ÿp�x; n� is
given by (4.1) and satis®es kp��; n�k1 � c�1� knk2� and j Im p�x; n�j �
c0 Re p�x; n�. Then the Feller process fXtgt�0 generated by any ex-
tension of ÿp�x;D� satis®es

lim
t!1 tÿ1=k�X� ÿ x��t � 0 a:s: �Px� for all k < b0 �4:6�

lim inf
t!1 tÿ1=k�X� ÿ x��t � 0 a:s: �Px� for all b0 � k < b

0
�4:7�

lim sup
t!1

tÿ1=k�X� ÿ x��t � 1 a:s: �Px� for all �d0 < k � d0 �4:8�

lim
t!1 tÿ1=k�X� ÿ x��t � 1 a:s: �Px� for all k > d0 �4:9�

Proof. In order to prove (4.6) we assume that k < b0 and pick k < a2
< a1 < b0. By (4.3) we see

Pxÿ�X� ÿ x��t � t1=a2
�

� cntH�x; t1=a2� � cntH�t1=a2� � c0nt
ÿ
t1=a2

�ÿa1 � c0nt1ÿa1=a2

where we only used the de®nition of b0 and the fact that a1 < b0. For
the sequence tk :� 2k, k 2 N, we obtainX1

k�1
Pxÿ�X� ÿ x��tk � t1=a2k

� � cn

X1
k�1

2k�1ÿa1=a2� <1 ;

and the Borel-Cantelli Lemma shows that Px�lim supk!1
��X� ÿ x��tk� t1=a2k

	� � 0; hence �X� ÿ x��tk � t1=a2k for ``eventually all'' k 2 N.
Choose t 2 �tk; tk�1�, and observe that for every x and su�ciently large
k (depending on x)

�X��x� ÿ x��t � �X��x� ÿ x��tk�1 � t1=a2k�1 � 21=a2 t1=a2 :

Therefore, for k < a2

tÿ1=k�X� ÿ x��t � 21=a2 t1=a2ÿ1=k ! 0 a.s. �Px� as t!1 :

The proof of (4.9) is similar: choose d0 < a1 < a2 < k and observe that
(4.4) and the de®nition of d0 imply
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Pxÿ�X� ÿ x��t < t1=a2
� � cj

th�x; t1=a2� �
cj

th�t1=a2� � c0jtÿ1
ÿ
t1=a2

�a1 :
Again we take tk :� 2k, k 2 N, and ®ndX1

k�1
Px
ÿ�X� ÿ x��tk < t1=a2k

� � c0j
X1
k�1

2k�a1=a2ÿ1� <1 ;

and by the Borel-Cantelli Lemma we deduce that �X� ÿ x��tk � t1=a2k for
``eventually all'' k. If k is su�ciently large and t 2 �tk; tk�1�

�X��x� ÿ x��t � �X��x� ÿ x��tk � t1=a2k � 2ÿ1=a2 t1=a2 ;

for every x, and, since k > a2,

tÿ1=k�X� ÿ x��t � 2ÿ1=a2 t1=a2ÿ1=k !1 a.s. �Px� as t!1 :

For the proof of (4.7) and (4.8) we assume that k > r > �d0 and
l < s < b

0
and choose sequences such that

lim
k!1

tskH�tk� � 0 and lim
k!1

sr
k h�sk� � 1:

By Lemma 4.1 (4.4) we see

Pxÿ�X� ÿ x��sr
k
< sk

� � c
sr

k h�sk� ! 0 as k !1 ;

and Fatou's Lemma implies

0 � lim inf
k!1

Pxÿ�X� ÿ x��sr
k
< sk

�
� 1ÿ lim sup

k!1
Pxÿ�X� ÿ x��sr

k
� sk

�
� 1ÿ Px

�
lim sup

k!1

��X� ÿ x��sr
k
� sk

	�
which is but to say that

Pxÿ�X� ÿ x��sr
k
� sk i.o.

� � Pxÿsÿ1k �X� ÿ x��sr
k
� 1 i.o.

� � 1

± ``i.o.'' stands for ``in®nitely often''. Hence,

lim sup
t!1

tÿ1=r�X� ÿ x��t � 1 for r < k ;

and (4.8) follows. The proof of (4.7) is similar, with sk; r replaced by
tk; s. (

In the proof of Theorem 4.3 we did not always need the condition
jIm p�x; n�j � c0 Re p�x; n�. An important special case is covered by the
next Corollary.
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Corollary 4.4 Let �A;D�A��, ÿp�x;D�, and fXtgt�0 be as in Theorem 4.3,
but assume that the symbol ÿp�x; n� given by (4.1) satis®es only
kp��; n�k1 � c�1� knk2�. Then (4.6) and (4.7) remain valid and one has,
in particular,

sup
s�t
kXs�x� ÿ xk � cx�1� t�1=k a:s: �Px� for all k < b0 �4:10�

with an a.s. ®nite constant cx, Px�c� <1� � 1.

We will now investigate the behaviour as t! 0. Other than for the
long-time asymptotics, one should expect a strong dependence on the
initial value X0 � x of the process.

De®nition 4.5 Let h�x;R� and H�x;R� be the functions introduced in
Lemma 4.1. The quantities

bx
1 :� inf

�
k > 0 : lim sup

R!0
RkH�x;R� � 0

	
bx
1 :� inf

�
k > 0 : lim inf

R!0
RkH�x;R� � 0

	
�d

x
1 :� inf

�
k > 0 : lim sup

R!0
Rkh�x;R� � 0

	
dx
1 :� inf

�
k > 0 : lim inf

R!0
Rkh�x;R� � 0

	
are called indices of fXtgt�0 (or p�x; n�) at in®nity.

Clearly, kp��; n�k1 � c�1� knk2� guarantees bx
1;b

x
1;

�d
x
1; d

x
1 2

�0; 2�, and one has

dx
1 � bx

1 � bx
1 and dx

1 � �d
x
1 � bx

1 :

For a thorough discussion and concrete examples of these indices we
refer to Section 5.

Since the proof of the next Theorem parallels Theorem 4.3 (using
the indices at in®nity of De®nition 4.5 instead of the indices at zero of
De®nition 4.2), it is not necessary to provide details of the proof.

Theorem 4.6 Let �A;D�A�� be a Feller generator such that
C1c �Rn� � D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol
ÿp�x; n� is given by (4.1) and satis®es kp��; n�k1 � c�1� knk2� and
jIm p�x; n�j � c0 Re p�x; n�. Then the Feller process fXtgt�0 generated
by any extension of ÿp�x;D� satis®es at every starting point x 2 Rn

lim
t!0

tÿ1=k�X� ÿ x��t � 0 a:s: �Px� for all k > bx
1 �4:11�
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lim inf
t!0

tÿ1=k�X� ÿ x��t � 0 a:s: �Px� for all bx
1 � k > bx

1�4:12�

lim sup
t!0

tÿ1=k�X� ÿ x��t � 1 a:s: �Px� for all �d
x
1 > k � dx

1 �4:13�

lim
t!0

tÿ1=k�X� ÿ x��t � 1 a:s: �Px� for all k < dx
1 �4:14�

We will conclude this section with another application of Lemma
4.1, the calculation of the expected ®rst passage times rR :�
rx

R :� infft > 0 : kXt ÿ xk > Rg:
Theorem 4.7 Let �A;D�A�� be a Feller generator such that
C1c �Rn� � D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol
ÿp�x; n� is given by (4.1) and satis®es kp��; n�k1 � c�1� knk2� and
jIm p�x; n�j � c0Re p�x; n�. Then the ®rst passage time rR of the Feller
process fXtgt�0 generated by any extension of ÿp�x;D� satis®es

c
H�x;R� � Ex�rR� � C

h�x;R� �4:15�

with absolute constants c;C depending only on the space dimension n
and c0.

Proof. Observe that��X� ÿ x��t < R
	 � �rR > t

	 � ��X� ÿ x��t � R
	
: �4:16�

holds. Using (4.5) we ®nd for any n > 0

Ex�rR� �
Z 1
0

Px�rR > t� dt � n�
Z 1

n
Pxÿ�X� ÿ x��t < 2R

�
dt

� n� c2j
h2�x; 4R�

Z 1
n

dt
t2
� n� c2j

h2�x; 4R�
1

n
:

Minimizing over n > 0 gives an upper bound in (4.15) with C � 2cj and
h�x; 4R�. The assertion follows using the subadditivity of n 7! �������������

p�x; n�p
with C � 32cj. Similarly, by (4.16) and (4.3) we get for any n > 0

Ex�rR� �
Z 1
0

Px�rR > t� dt �
Z n

0

Pxÿ�X� ÿ x��t < R
�

dt

� nÿ
Z n

0

Pxÿ�X� ÿ x��t � R
�

dt � nÿ cnH�x;R�
Z n

0

t dt

Maximizing this expression in n gives the lower bound in (4.15) with
c � 1=�2cn�. (
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Remark 4.8 Combining Theorem 4.7 with Lemma 5.1 below easily
shows the somewhat sharper inequality

cn

sup
kxÿyk�2R
k�k�1

Rep
�

x;
�

R

� � Ex�rR� � Cj

inf
kyÿxk�2R

sup
k�k�1

Rep
�

y;
�

4jR

� �4:17�

with j � j�c0� from Lemma 3.1. Note that only cn depends on the
space dimension.

5 Applications, examples, and characterizations of the indices

The indices introduced in De®nition 4.2 and 4.5 are modelled on their
constant-coe�cient counterparts, the Blumenthal-Getoor index b and
the Pruitt index d, see [4, 27]. It is not hard to see (using Lemma 5.1
below) that, if p�x; n� � w�n�,

b0 � �d0 and b
0
� d0

and, since there is no x-dependence,

b1 :� bx
1 � �d

x
1 and d1 :� bx

1 � dx
1 :

In fact, a little more holds true (as will be clear from the Lemmata
below): b1 equals Blumenthal-and-Getoor's b,

b :� inf k > 0 : lim
knk!1

w�n�
knkk � 0

( )
;

and for b0 one has the analoguous formula

b0 � sup k � 0 : lim
knk!0

w�n�
knkk � 0

( )
The indices d1; d0 are just Pruitt's d (in the respective settings).

In order to give similar characterizations for the general, i.e.,
variable coe�cient case, we need an auxiliary result.

Lemma 5.1 Let n 7! p�x; n� be for every x 2 Rn be a negative de®nite
function given by (4.1), and assume that g�q� � g1�q� is the density
introduced in (2.5), (2.6). Then

sup
k�k�1

Z 1
ÿ1

Re p
�

x;
q�
R

�
g�q� dq � c sup

k�k�1
Re p

�
x;
�

R

�
; �5:1�

with a constant c > 0 depending on the density g�q�.

590 R.L. Schilling



Proof. For every � 2 Rn such that k�k � 1Z 1
ÿ1

Re p
�

x;
q�
R

�
g�q� dq � sup

k�k�1
Re p

�
x;
�

R

�Z 1

ÿ1
g�q� dq

�
Z
jqj>1

Re p
�

x;
q�
R

�
g�q� dq :

Set q � �q� � fqg such that �q� 2 Z and fqg 2 �0; 1�. Using the sub-
additivity of n 7! ��������������������

Re p�x; n�p
we ®nd

Re p
�

x;
q�
R

�
� Re p

�
x;
��q� � fqg��

R

�
� 2
�
�q�2Re p

�
x;
�

R

�
�Re p

�
x;
fqg�

R

��
;

and thusZ 1
ÿ1

Re p
�

x;
q�
R

�
g�q� dq �2 sup

k�k�1
Re p

�
x;
�

R

�
��Z 1

ÿ1
g�q�dq�

Z 1
ÿ1

q2g�q�dq
�
:

Passing to the supremum over k�k � 1 on the left-hand side ®nishes
the proof. (

The above Lemma and the de®nition of H�x;R� (cf. Lemma 4.1)
show that H�x;R� � supk�k�1 supkxÿyk�2R jp�y; �=R�j; the comparison
constants do not depend on x.

Proposition 5.2 Let p�x; n� be as above, in particular, kp��; n�k1 �
c�1� knk2�. Then the following formulae hold

b0 � sup k � 0 : lim
knk!0

supx2Rn jp�x; n�j
knkk � 0

( )

b
0
� sup k � 0 : lim inf

knk!0

supx2Rn jp�x; n�j
knkk � 0

( )

bx
1 � inf k > 0 : lim

knk!1

supkxÿyk�2knkÿ1 jp�y; n�j
knkk � 0

( )

bx
1 � inf k > 0 : lim inf

knk!1

supkxÿyk�2knkÿ1 jp�y; n�j
knkk � 0

( )
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Replacing jp��; ��j by Rep��; �� and sup by inf gives the analoguous
formulae for the ``d''-indices of De®nition 4.5.

Proof. We will only prove the assertion for bx
1, the other proofs are

similar or easier. From Lemma 5.1 it follows that

bx
1 � inf k > 0 : lim

knk!1

supkxÿyk�2knkÿ1;k�k�1 jp�y; knk��j
knkk � 0

( )

� inf k > 0 : lim
knk!1

supkxÿyk�2knkÿ1 jp�y; knk�j
knkk � 0

( )
�: a :

Now assume that k > a and choose k > k0 > a. Then

sup
kxÿyk�2knkÿ1

jp�y; knk��j � ck�kk0knkk0 � cknkk0 whenever k�k � knk � 1

Thus

sup
kxÿyk�2knkÿ1

sup
knkÿ1�k�k�1

jp�y; knk��j
knkk � cknkk0ÿk ! 0 as knk ! 1 :

Since for knk ! 1

sup
kxÿyk�2knkÿ1

sup
k�k�knkÿ1

jp�y; knk��j
knkk � sup

kxÿyk�2knkÿ1
sup
kgk�1

jp�y; g�j
knkk ! 0 ;

we have limknk!1 supkxÿyk�2knkÿ1 supk�k�1
jp�y;knk��j
knkk � 0, therefore

k � bx
1 and±k > a being arbitrary ± a � bx

1. (

Remark 5.3 In the above formulae for b
0
and bx

1 a ``�'' sign cannot be
expected. The supremum over all directions � 2 B1�0� causes an av-
eraging of the directional limiting behaviour. Clearly, the limit exists if
and only if it exists for every coordinate direction knkÿkjp�y; knkej�j
(this is easily seen by the subadditivity of n 7! �������������

p�x; n�p
). This is clearly

not the case for the limit inferior.

The results of the preceding Section 4 suggest also a nice stochastic
interpretation: the limit inferior of the weighted vector-valued process
can be di�erent from the vector of the lim inf's of the weighted coef-
®cient processes. Note, however, that this interpretation is based on
the assumption that p�x; njej� is close to the symbol of the jth coor-
dinate process. This picture is certainly correct for LeÂ vy processes, but
it is still an open question in the general case.

In the absence of a quadratic form in the LeÂ vy-Khinchine formula
(4.1), i.e. if there is no continuous martingale part in the representa-
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tion of the process fXtgt�0, we can characterize the indices in terms of
the LeÂ vy kernel. Results of this type are known for LeÂ vy processes and
were, in fact, used to de®ne the indices for appropriately normalized
processes, see [4] for a thorough discussion. By normalization one
understands removing a dominating drift and/or di�usion part of the
process. While this can be done for LeÂ vy processes without any harm
± the drift being necessarily deterministic, the di�usion independent of
the pure jump part ± it is not possible for a general Feller process.
Thus we have to assume that, a priori, there is no di�usion part and that
there is no dominating drift. We can express this by saying that
Q�x� � 0 and jIm p�x; n�j � c0Re p�x; n�.
Proposition 5.4 Assume that Rn 3 n 7! p�x; n� is for every x 2 Rn con-
tinuous negative de®nite with LeÂvy characteristics �0; `�x�; 0;N�x; dy��,
kp��; n�k1 � c�1� knk2�, and such that jIm p�x; n�j � c0 Re p�x; n� for
some constant c0. Then

b0 � sup
n
k � 0 : sup

x2Rn

Z
kyk>1

kykkN�x; dy� <1
o

�d0 � sup
n
k � 0 : inf

x2Rn

Z
kyk>1

kykkN�x; dy� <1
o

bx
1 � inf

r>0
inf
n
k > 0 : sup

kxÿzk�r

Z
kyk�1

kykkN�z; dy� <1
o

bx
1 � inf

n
k > 0 :

Z
kyk�1

kykkN�x; dy� <1
o

�d
x
1 � inf

n
k > 0 :

Z
kyk�1

kykkN�x; dy� <1
o

�d
x
1 � sup

r>0
inf
n
k > 0 : inf

kxÿzk�r

Z
kyk�1

kykkN�z; dy� <1
o

Proof. Since the arguments for the above formulae are quite similar,
we will only detail the proofs for the indices at the origin.

By our assumption on the symbol, Re p�x; n� �
jp�x; n�j � �1� c0� Rep�x; n�, and there is no need to distinguish be-
tween the modulus and the real part.

Assume that k < b0 and choose k < k0 < b0. By Proposition 5.2,
Rep�x; g� � ckgkk0 uniformly in x and (at least) for small values of
kgk. Denote by kk�g� the density satisfyingZ

Rn
�1ÿ cos y � g�kk�g� dg � kykk; y 2 Rn ;
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and observe that kk�g� � kgkÿkÿn, see [3, III.18.23]. ThenZ
kyk�1

kykkN�x; dy� �
Z
kyk�1

Z
Rn
�1ÿ cos y � g�kk�g� dgN�x; dy�

� ck;n

Z
Rn

Re p�x; g� ^ N�x;Bc
1�0��

ÿ �kgkÿkÿn dg

� c0k;n

Z
kgk�1

kgk�k0ÿk�ÿn dg

� c0k;n

Z
kgk>1

kgkÿkÿndgN�x;Bc
1�0��

uniformly for all x, since by Lemma 2.1

sup
x2Rn

N�x;Bc
1�0��

� 2 sup
x2Rn

Z
kyk�1

kyk2
1� kyk2 N�x; dy� � 2c

Z
Rn
�1� knk2�gn�n� dn <1 :

This shows that k � sup
�
k > 0 : supx2Rn

R
kyk>1 kykkN�x; dy� <1	,

and since k < b0 was arbitrary, also b0 � sup
�
k > 0 : supx2Rn

� Rkyk>1 kykkN�x; dy� <1	.
Replacing in the above calculations b0 by �d0 and Rep�x; n�

by infx2Rn Rep�x; n� proves �d0 � inf
�
k > 0 : infx2Rn

R
kyk>1 kykk

N�x; dy� <1	.
Conversely, assume that k � 2 is such that

inf
x2Rn

Z
kyk>1

kykkN�x; dy� � sup
x2Rn

Z
kyk>1

kykkN�x; dy� <1 :

Then, since we are only interested in small values of knk, say knk � 1,

Re p�x; n� �
Z

y 6�0
�1ÿ cos y � n�N�x; dy�

�
Z
0<kyk�1

kyk2N�x; dy�knk2 �
Z
kyk>1

kykkN�x; dy�knkk

�
Xn

j�1

Z
kyk�1

1ÿ cos y � ej

1ÿ cos 1
N�x; dy�knk2ÿk

 

�
Z
kyk>1

kykkN�x; dy�
!
knkk

� c
Xn

j�1
Re p�x; ej�knk2ÿk �

Z
ky>1k

kykkN�x; dy�
 !

knkk

uniformly for all x. By Proposition 5.2, k � �d0 and k � b0.
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The inequalities for bx
1 and �d

x
1 are easily derived from the in-

equalitiesZ
kyk�1

kykkN�x; dy� � ck

Z
kgk�1

Re p�x; g�kgkÿkÿn dg� c0

and

Re p�x; n� � ck

Z
kyk�1

kykkN�x; dy�knkk � c0

which are proved as those used above. Note that ck and c0 are inde-
pendent of x. (

Let us conclude this section with some examples.

Example 5.5 (1) LeÂ vy processes p�x; n� � w�n�. In order to evade all
normalization problems we assume jIm w�n�j � c0 Re w�n�, but we do
allow a Gaussian part. In this case we have

b0 � �d0; b
0
� d0; b1 � bx

1 � �d
x
1; and d1 � dx1 � bx

1 :

Because of Proposition 5.2 b1 is the Blumenthal-Getoor index, and
b1 and b0 can be calculated via

b1 � inf
n
k > 0 : lim

knk!1
Rew�n�
knkk � 0

o
;

b0 � sup
n
k � 0 : lim

knk!0

Rew�n�
knkk � 0

o
:

and

d1 � inf
n
k > 0 : lim inf

knk!1
Rew�n�
knkk � 0

o
;

d0 � sup
n
k � 0 : lim inf

knk!0

Rew�n�
knkk � 0

o
:

In particular, Theorems 4.3 and 4.6 become trichotomies and distin-
guish properly between the various modes of limiting behaviour:
convergence, oscillation, and divergence. This is just the case con-
sidered by Pruitt [27].

Note, that for symmetric a-stable processes all of the above indices
coincide and equal a.

(2) Stable-like processes: long-time behaviour. A Feller process
whose generator has a symbol of the form p�x; n� � knk2a�x�, x; n 2 Rn

is called stable-like. This notion seems to be due to Bass [1],
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constructions of such processes were given by Bass [1], Tsuchyia [35],
Negoro [25], and Kikuchi &Negoro [22]. We will assume that the
exponent function is uniformly bounded, i.e. that 0 < a0 �
a�x� � a1 < 1 ± this is a quite common assumption in the existing
literature.

Clearly, we have

b0 � b
0
� a0 and �d0 � d0 � a1 :

Replacing the modulus knk by an arbitrary real-valued continuous
negative de®nite functions w, w�0� � 0, leads to symbols of the type
p�x; n� � �1� w�n��a�x� ÿ 1 � w�n�a�x�. Such symbols were considered
e.g. by [22]. In this case one has

b0 � b0�w�a0; �d0 � �d0�w�a1 ;

where b0�w�; �d0�w� are the indices for w. Similar statements hold for
b
0
; d0.
(3) Stable-like processes: short-time behaviour. Let us assume that

p�x; n� � w�n�a�x� (or, alternatively, � �1� w�n��a�x� ÿ 1) where
w : Rn ! C, w�0� � 0, is continuous negative de®nite such that
jIm w�n�j � c0Rew�n�. The exponent function a : Rn ! �0; 1� is as-
sumed to be uniformly bounded, 0 < a0 � a�x� � a1 < 1.

Note that under these assumptions

jIm p�x; n�j � jIm w�n�a�x�j � jw�n�ja�x�j sin ÿa�x� argw�n��j
� cjw�n�ja�x� cos ÿa�x� argw�n�� � cRe w�n�a�x�
� cRe p�x; n�

because we know j sin ÿa�x� argw�n��j � j sin ÿ
a1 argw�n��j �

c cos
ÿ
a1 argw�n��� � c cos

ÿ
a�x� argw�n��� with a constant c de-

pending only on the bounds of the exponent function a��� and the
constant c0.

If, in addition, a��� has locally a modulus of continuity of order
' o�j1= log hj�, �h! 0�, we have

bx
1 � �d

x
1 � b1�w� � a�x� and bx

1 � dx
1 � d1�w� � a�x� �5:2�

where b1�w�; d1�w� stand for the indices of w�n�, see Example (1).

Proof. Because of the particular modulus of continuity we ®nd for
every x some h � h�x� such that

ja�x� ÿ a�y�j � /x�kxÿ yk� for all y 2 Bh�x�
for some monotonically increasing function /x��� satisfying
limh!0 /x�h� log 1

h � 0 for every x 2 Rn. For all n; x; y 2 Rn we have
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��w�n�a�x� ÿ w�n�a�y��� � ��w�n�a�x��� � ��1ÿ w�n�a�y�ÿa�x���
� ��w�n�a�x���ÿ1� j1� w�n�jja�y�ÿa�x�j�
� ��w�n�a�x���ÿ1� j1� w�n�j/x�jxÿyj�� :

If kxÿ yk � c0R and n � �=R, k�k � 1, we get���1� w
� �

R

����/x�kxÿyk�
� exp

ÿ
/x�c0R� log

ÿ
cw�1� Rÿ2���

� exp
�
2/x�c0R� log

� c0 �����cw
p
c0R

��
� exp

�
2/x�c0R�

h
log�c0 �����cw

p � � log
ÿ
1=�c0R��i�

! 1

as R! 0. Thus,

lim
R!0

sup
kxÿyk�c0R

Rk
���w� �

R

�a�x���� � lim
R!0

Rk
���w� �

R

�a�x���� � 0; resp:; 1

according to k > b1�w� � a�x�, resp., k < b1�w� � a�x�. This shows
bx
1 � b1a�x� � �d

x
1.

Lemma 5.1 (applied to w�n� rather than p�x; n�) and jIm w�n�j �
c0 Re w�n� give

sup
k�k�1

Re w
� �

R

�
� sup
k�k�1

���w� �
R

����
� sup
k�k�1

� Z 1
ÿ1

w
� q�

R

�
g�q�dq�Re w

� �
R

��
hence dx

1 � bx
1 and it remains to check that dx

1 � d1�w� � a�x�. This,
however, follows immediately from

lim inf
R!0

�
Rk sup
k�k�1

���w� �
R

�a�x����� � lim inf
R!0

�
Rk sup
k�k�1

�
Re w

� �
R

��a�x��
�
�
lim inf

R!0

�
Rk=a�x� sup

k�k�1
Re w

� �
R

��a�x�
;

(note that argw��� 2 �dÿ p
2 ;

p
2 ÿ d� for some d � d�c0� > 0), and we are

done. (

If we choose, in particular, w�n� � knk2 we get b1�w� � d1�w� � 2
and the above calculations show that

bx
1 � �d

x
1 � bx

1 � dx
1 � 2a�x� ;
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and Theorem 4.6 specializes to the short-time asymptotics for stable-
like processes treated by Negoro [25, Theorem 2.1]. Note, however,
that our assumptions on the exponent a�x� are less restrictive than in
[25].

(4) General Feller processes. Assume that the symbol ÿp�x; n� is
given by (4.1) and that it satis®es kp��; n�k1 � c�1� knk2� and
jIm p�x; n�j � c0Re p�x; n�. By U � U�x� we denote some neighbour-
hood of x 2 Rn that may depend on the particular choice of x. If either

�a�
for all x there exist continuous negative definite functions wU

such that supx2U

ÿ
1� jp�x; n�j� � 1� wU �n�; n 2 Rn

(
or

�b�

x 7! p�x; n� is Lipschitz continuous such that locally

jp�x; n� ÿ p�y; n�j � cU �1� wU �n��kxÿ yk; y 2 U

holds for (locally) fixed continuous negative definite

functions wU satisfying b1�wU � � 1

8>>>>><>>>>>:
or

�c�

x 7! p�x; n� is Lipschitz continuous such that locally

jp�x; n� ÿ p�y; n�j � cU �1� wU �n��kxÿ yk; y 2 U

holds for (locally) fixed continuous negative definite functions wU

such that c
wU �n�
knk � 1� p�x; n� for large knk

8>>>>>>><>>>>>>>:
or

�d�
1� p�x; n� � �1� knk2�a�x� with an exponent function a�x� which is

bounded 0 < a0 � a�x� � a1 < 1 and has locally some modulus

of continuity of order ' o�j1= log hj� as h! 0

8>><>>:
is satis®ed, then

bx
1 � �d

x
1 � inf k > 0 : lim

knk!1
Re p�x; n�
knkk � 0

( )
;

dx
1 � bx

1 � inf k > 0 : lim inf
knk!1

sup
k�k�1

Re p�x; knk��
knkk � 0

( )
:

Note that (d) encompasses the results by Kikuchi & Negoro [22,
Theorem 3.9].
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Proof. The su�ciency of condition (a) is trivial, (b) and (c) follow
easily from Proposition 5.2 and the observation that for kxÿ yk � R
and � 2 Rn, k�k � 1

Rk
���p�y;

�

R

���� �Rk
���p�x;

�

R

����� Rk
���p�y;

�

R

�
ÿ p
�

x;
�

R

����
�Rk

���p�x;
�

R

����� cU Rk�1
�
1� wU

� �
R

��
:

The conditions (b), (c) ensure that the second member on the right is
®nite as R! 0.

For (d) we use

Rk
���p�y;

�

R

�
ÿ p
�

x;
�

R

���� � Rk
���p�x;

�

R

���� 1ÿ
����� p
ÿ
y; �R
�

p
ÿ
x; �R
� �����

 !
and, by the continuity property of the exponent, (see Example (3) for
details) ����� p

ÿ
y; �R
�

p
ÿ
x; �R
� ����� � c

�
1�




 �
R




2�ja�y�ÿa�x�j
! 1 as R! 0 : (

6 Proof of Lemma 4.1

We will now present the proof of Lemma 4.1. Since the proof is rather
lengthy we split it up into several steps.

Throughout this section, R > 0 will be a ®xed constant and we will
use the following notations without further notice: v � vR is a cut-o�
function satisfying

v 2 C1c �Rn�; 1BR�0� � v � 1B2R�0�; v�y� � v�ÿy� : �6:1�
Let DXt :� Xt ÿ Xtÿ denote the jump at time t. We need the following
stopping time for S > 2R > 0

r :� rx
S :� inf

�
t > 0 : kXt ÿ xk > S

	
; �6:2�

the usual notation for the maximal process

�X� ÿ x��t :� sup
s�t
kXs ÿ xk �6:3�

and similar *-expressions which should be self-explanatory.
Let us start with the proof of (4.3).
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Lemma 6.1 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol is given by
(4.1), has LeÂvy characteristics �0; `�x�;Q�x�;N�x; dy��, and satis®es
kp��; n�k1 � c�1� knk2�. Then for all S > 2R > 0 and with r of (6.2)

Pxÿ�X r
� ÿ x��t � 2R

�
� cnt sup

kyÿxk�S
sup
k�k�1

Z 1
ÿ1

Re p
�

y;
q�
2R

�
g�q�dq�

���p�y;
�

2R

����� �
with an absolute constant c > 0 and the function g�q� � g1�q� from
(2.5), (2.6).
Proof. Since fXtgt�0 is a homogeneous di�usion with jumps (see
Theorem 3), its jump measure lX ��; ds; dy� has N�Xs;ÿdy�ds as com-
pensator. The semimartingale property is preserved under stopping,
hence X r

� is again a semimartingale, and its characteristics (w.r.t. the
cut-o� function v � vR) are given by

Br
� �

Z �^r

0

`�Xs� �
Z

y 6�0

y

1� kyk2 ÿ v�y�y
 !

N�Xs; dy�
" #

ds;

Cr
� � 2

Z �^r

0

Q�Xs�ds; 1�0;r��s�N�Xs;ÿdy�ds

(to be read componentwise). This can be easily checked using the
criterion in [21, Theorem II.2.21].

Observe that for the stopping time sR :� inf
�

t > 0 : kDX r
t k > R

	
of the stopped process X r

�

Pxÿ�X r
� ÿ x��t � 2R

� � Pxÿ�X r
� ÿ x��t � 2R; sR > t

�� PxÿsR � t
�
�6:4�

Beginning with the second member, we will estimate the terms of the
right-hand side separately. Choose some strictly increasing function
i : R! �1; 2� and set

I i
t :�

Z t^r

0

Z
kyk�R

i�kyk�lX ��; ds; dy� �
X

s;DX r
s �R

i�kDX r
s k� :

Note that the integral is well-de®ned, since a.s. only ®nitely many
jumps of a ®xed size occur in ®nite time. On the set fsR � tg at least
one jump of size � R occurs during �0; sR� \ �0; t�, thus I i

t � i�R�. This
shows
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PxÿsR � t
� � PxÿI i

t � i�R�� � 1

i�R�E
x
Z t^r

0

Z
kyk�R

i�kyk�lX ��; ds; dy�
 !

� 1

i�R�E
x
Z t^r

0

Z
kyk�R

i�kyk�N�Xs; dy� ds

 !
� 2tEx sup

s<t^r
N�Xs;Bc

R�0��
� �

� 2t sup
kyÿxk�S

N�y;Bc
R�0��

� cnt sup
kyÿxk�S

Xn

j�1

Z
z6�0

ÿ zj

2R

�2
1� ÿ zj

2R

�2 N�y; dz�
 !

� cnt sup
kyÿxk�S

sup
k�k�1

Z 1
ÿ1

Re p
�

y;
q�
2R

�
g�q� dq ; �6:5�

where we just used the properties of the compensator of a random
measure and applied the technique of Lemma 2.1, (2.5), (2.6) with
g�q� � g1�q�.

Let us now turn to the ®rst summand in (6.4). Recall that

�Xt :� Xt ÿ Jt � Xt ÿ
X
s�t

�1ÿ v�DXs��DXs

from (3.3) is a semimartingale with bounded jumps. Thus �X r
� has the

semimartingale characteristics

Br
� �

Z �^r
0

`�Xs� �
Z

y 6�0

y

1� kyk2 ÿ v�y�y
 !

N�Xs; dy�
" #

ds

Cr
� � 2

Z �^r
0

Q�Xs� ds; v�y�1�0;r��s�N�Xs;ÿdy� ds

(to be read componentwise). Therefore, for all u � �u1; . . . ; un�, where
uj 2 C2

b�R� depends only on xj (we will write, however, uj�x�, u0j�x�
rather than the clumsier uj�xj�, d

dxj
uj�xj�,...) the process

�Mt :� u� �X r
t ÿ x� ÿ

Z t^r

0

Ns ds

where

N �j�s :�
h
`�j��Xs��

Z
y 6�0

yj

1� kyk2 ÿ v�y�yj

 !
N�Xs; dy�

i
� u0j� �Xs ÿ x� � qjj�Xs�u00j � �Xs ÿ x�

�
Z

y 6�0
�uj� �Xs ÿ xÿ y� ÿ uj� �Xs ÿ x� � v�y�yju0j� �Xs ÿ x��

� v�y�N�Xs; dy�
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is a local martingale. Since uj 2 C2
b�R�, one can estimate jN �j�s j by

expressions of the form const:�kujk1 � ku0jk1 � ku00j k1�, see e.g. the
calculations leading to (2.9). Thus, �Mt is an L2

loc-martingale, see [26,
Theorem I.47]. Let us now ®x a u � �u1; . . . ; un� that satis®es also

uj 2 C2
b�Rn�; uj�0� � 0; juj�x� ÿ uj�y�j � jxj ÿ yjj; 1 � j � n :

�6:6�
We will have to distinguish two more cases. Set

B :�
(

x 2 X :

Z t^r�x�

0

kNs�x�kds � R

)
:

Then, by the triangle inequality, and the fact that �X r
� � X r

� on
fsR > tg,

Pxÿÿu�X r
� ÿ x���t � 2R; sR > t; B

�
� Px

  
u� �X r

� ÿ x� ÿ
Z �^r

0

Nsds

!�
t

� R; sR > t; B

!

� Px� �M�t^r � R� � 1

R2
Exÿk �Mr

t k2
�

where we applied Kolmogorov's maximal inequality to the martingale
�Mr

t � u� �X r
t ÿ x� ÿ R t^r

0 Ns ds.
Since t 7! R t^r

0 Nsds is a continuous process with paths of ®nite
variation in ®nite time, we get for the quadratic variation (cf. [26,
Section II.6, Theorems II.22, 25]) (to be read componentwise!)

� �M�; �M��r � u� �X� ÿ x� ÿ
Z �

0

Ns ds; u� �X� ÿ x� ÿ
Z �

0

Ns ds
� �r

� �u� �X� ÿ x�; u� �X� ÿ x��r

� 2 u� �X� ÿ x�;
Z �

0

Ns ds
� �r

�
Z �

0

Ns ds;
Z �

0

Ns ds
� �r

� �u� �X� ÿ x�; u� �X� ÿ x��r :

The functions uj are Lipschitz, hence we get from the very de®nition of
the quadratic variation of a semimartingale, cf. [26, Theorem II.22]

� �M �j�� ; �M �j�� �rt � �uj� �X� ÿ x�; uj� �X� ÿ x��rt � � �X �j�� ; �X �j�� �rt :

Taking expectations and observing that Ex k �Mr
t k2

� �
�

Ex�Pn
j�1 �M �j�� ; �M �j��
� �r

t �, e.g. [26, p. 66 Corollary 3], yields
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Pxÿ u�X r
� ÿ x�ÿ ��

t� 2R; sR > t; B
� � 1

R2

Xn

j�1
Ex�� �X �j�� ; �X �j�� �rt � :

Recall that the canonical representation of the semimartingale �X r
� , cf.

(3.6), is

�X r
t � X0 � Br

t � X c;r
t �

Z t^r

0

Z
Rn

v�y�y el��; ds; dy�

where B� is a continuous ®nite-variation process (since X� is a di�usion
with jumps), X c

� is the continuous martingale part, and el��; ds; dy� :�
lX ��; ds; dy� ÿ N�Xs;ÿdy� ds is the compensated jump measure. By the
argument already used above for the quadratic variations we ®nd (to
be read componentwise)

�X�; �X�
� �r � hX c

� ;X
c
� ir

�
Z �

0

Z
Rn

v�y�yel��; ds; dy�;
Z �

0

Z
Rn

v�y�yel��; ds; dy�
� �r

:

Now observe that for every j � 1; . . . ; n

Ex
Z �

0

Z
Rn

yjv�y�el��; ds; dy�;
Z �

0

Z
Rn

yjv�y�el��; ds; dy�
� �r

t

� �
� Ex

Z t^r

0

Z
Rn

y2j v
2�y�N�Xs; dy�ds

� �
;

see, [12, p. 62 (3.9)] or [21, Theorem II.1.33], and that by the de®ni-
tion,

hX �j�;c� ;X �j�;c� i � 2

Z �

0

qjj�Xs� ds :

Combining these remarks, we have found

Px� u�X r
� ÿ x�ÿ ��

t� 2R; sR > t; B�

� 2

R2

Xn

j�1
Ex

Z t^r

0

qjj�Xs� ds
� �

�Ex
Z t^r

0

Z
y 6�0

kyk2
R2

v2�y�N�Xs; dy� ds

 !

� 8
Xn

j�1
Ex

Z t^r

0

ej

2R
� Q�Xs� ej

2R
�
Z

y 6�0
y � ej

2R

� �2
v2�y�N�Xs; dy�

� �
ds

� �
:

� 8
Xn

j�1
Ex

Z t^r

0

ej

2R
� Q�Xs� ej

2R
�
Z

y 6�0

1ÿ cos
y�ej

2R

1ÿ cos 1
v2�y�N�Xs; dy�

� �
ds

� �
:
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where the elementary inequality a2�1ÿ cos 1� � 1ÿ cos a for jaj � 1
and supp v � B2R�0� entered in the last line. Recalling the LeÂ vy-
Khinchine formula 4.1 for p�x; n� we ®nd

Px u X r
� ÿ x

ÿ �ÿ ��
t� 2R; sR > t; B

� �
� ct

Xn

j�1
Ex sup

s<t^r
Re p Xs;

ej

2R

� �� �
� cnt sup

kyÿxk�S
k�k�1

Re p y;
�

2R

� �
: �6:7�

We still have to handle the case when x 2 Bc. By the Markov in-
equality we ®nd

Px
�

u�X r
� ÿ x�ÿ ��

t� 2R; sR > t; Bc
�
� Px�Bc� � Px

Z t^r

0

kNsk ds > R
� �

� 1

R

Xn

j�1
Ex

Z t^r

0

jN �j�s j ds
� �

:

Adding this and (6.7) gives

Px��u�X r
� ÿ x���t � 2R; sR > t� �6:8�

� cnt sup
kyÿxk�S
k�k�1

Re p y;
�

2R

� �
� 1

R

Xn

j�1
Ex

Z t^r

0

jN �j�s j ds
� �

Since the process Ns is norm-bounded by const:
P
jaj�1;2 k@auk1, (recall

that the cut-o� function v appearing in the de®nition of Ns has
compact support!) we can choose a sequence uk of functions satisfying
(6.6) and such that juk

j �x� ÿ xjj decreases to 0 as k !1 while the ®rst
and second-order derivatives stay bounded. Using dominated con-
vergence on the right-hand side of (6.8) and monotone convergence on
the left, gives

Px��X r
� ÿ x��t � 2R; sR > t� � cnt sup

kyÿxk�S
k�k�1

Re p y;
�

2R

� �

� 2

2R

Xn

j�1
Ex �

Z t^r

0

`�Xs� �
Z

y 6�0

y

1� kyk2 ÿ v�y�y
 !

N�Xs; dy�
" #

� ej

�����
 

�
Z

y 6�0
y � ejv�y� ÿ y � ej
ÿ �

v�y�N�Xs; dy�j ds

!
:
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For all j � 1; . . . ; n and the unit directions ej

`�Xs� � ej

2R
�
Z

y 6�0

���� y � ej

2R

1� kyk2 ÿ v�y�y � ej

2R

 !"

� y � ej

2R
�v�y� ÿ 1�v�y�

#
N�Xs; dy�

�����
� `�Xs� � ej

2R
�
Z

y 6�0

y � ej

2R

1� kyk2 ÿ sin
y � ej

2R

 !
N�Xs; dy�

�����
�����

�
Z

y 6�0
sin

y � ej

2R
ÿ y � ej

2R

� �
v�y�N�Xs; dy�

���� ����
�
Z

y 6�0
sin

y � ej

2R
�1ÿ v�y��N�Xs; dy�

���� ����
� Im p Xs;

ej

2R

� ���� ���� 6

Z
y 6�0

�y � ej�2=�2R�2
1� �y � ej�2=�2R�2 N�Xs; dy� :

In the last step, we used the relations

j sin aÿ aj � �1ÿ cos a� � a2

1� a2
; jaj � 1; and

1 � 5
a2

1� a2
; jaj > 1

2
;

and observed that 1BR�0� � v � vR � 1B2R�0�.
As in Lemma 2.1, (2.5), (2.6) we get

Px X r
� ÿ x

ÿ ��
t� 2R; sR > t

� �
� cnt sup

kyÿxk�S
k�k�1

���p y;
�

2R

� ����� Z 1
ÿ1

Re p y;
q�
2R

� �
g�q� dq

� �
:

and patching together this estimate with the inequalities (6.5) and (6.4)
proves our claim. (

Corollary 6.2 In the situation of Lemma 6.1 we have

Px �X� ÿ x��t � 2R
ÿ �
� cnt sup

kyÿxk�3R
sup
k�k�1

Z 1
ÿ1

Re p y;
q�
2R

� �
g�q� dq�

���p y;
�

2R

� ����� �
Proof. Choose S � 3R in Lemma 6.1 and observe that for r � rx

3R of
(6.2) we have

f X r
� ÿ x

ÿ ��
t� 2Rg � X� ÿ x� ��t� 2R

� 	
:
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Since X r
� ÿ x

ÿ ��
t� X� ÿ x� ��t , the inclusion ``�'' is obvious. Conversely,

assume that x0 2 X� ÿ x� ��t� 2R
� 	

. Then for every d > 0 there is a

s0 � s0�x0; d� such that kXs0�x0� ÿ xk > 2R ÿ d. If s0 � r�x0�,
kX r

s0�x0� ÿ xk � kXs0�x0� ÿ xk > 2Rÿ d; if s0 � r�x0�, kX r
s0�x0� ÿ xk

� kXr�x0� ÿ xk � 3R, and ± d being arbitrary ± in both cases

x0 2 X r
� ÿ x

ÿ ��
t� 2R

n o
.

The assertion follows now directly from Lemma 6.1. (
In order to show (4.4) and (4.5), we have to assume that for some

absolute constant c0

jIm p�x; n�j � c0 Re p�x; n� for all x; n 2 Rn �6:9�
is satis®ed. Clearly, we may ± and will! ± assume that c0 > 1.

Lemma 6.3 Let �A;D�A�� be a Feller generator such that C1c �Rn� �
D�A� and AjC1c �Rn� � ÿp�x;D�. Assume that the symbol is given by
(4.1), has LeÂvy characteristics �0; `�x�;Q�x�;N�x; dy��, and satis®es
kp��; n�k1 � c�1� knk2� and (6.9). Then we have for all R > 0

Px �X� ÿ x��t < R
ÿ � � 2

cos 1
4j

1

t infkxÿyk�R supk�k�1 Re p y; 1
4jR

ÿ �
where the constant j � �4 arctan 1

2c0
�ÿ1 depends only on the constant c0

of (6.9).

Proof. Let r � rR be the ®rst exit time from BR�x� given by (6.2). Then

sup
s�t
kXs ÿ xk < R

� �
� r > tf g � sup

s�t
kXs ÿ xk � R

� �
; �6:10�

and kDXsk � 2R whenever s < r. In particular, r � s2R, if s2R :�
infft > 0 : kDXtk > 2Rg denotes the time of the ®rst jump > 2R. Thus
we ®nd for an arbitrary � 2 Rn with k�k � 1

Px �X� ÿ x��t < R
ÿ � � Px �X� ÿ x��t < R; s2R > t;r > t

ÿ �
� Px kX� ÿ xkt < R; s2R > t; r > t

ÿ �
� Px cos

�Xt ÿ x� � �
4jR

� cos
1

4j
; s2R > t; r > t

� �
:

Here we used that cos is decreasing in �0; p=4� and that on the set
fr > tg

�Xt ÿ x� � �
4jR

� kXt ÿ xk
4jR

� R
4jR
� 1

4j
� arctan

1

2c0
� 1

2
<

p
4
:
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This yields

Px �X� ÿ x��t < R
ÿ � � Px cos

�Xt ÿ x� � �
4jR

� cos
1

4j
; r > t

� �
� Px cos

�X r
t ÿ x� � �
4jR

� cos
1

4j
; r > t

� �
� 1

cos 1
4j

Ex cos
�X r

t ÿ x� � �
4jR

� �
:

Let I�p� denote the integro-di�erential representation for the gener-

ator gp�x;D�, see (2.7). Corollary 3.6 and a standard optional stopping
argument imply

Px �X� ÿ x��t < R
ÿ �
� 1

cos 1
4j

1�Ex
Z t^r

0

Iz�p� cos
�zÿ x� � �

4jR

� �� �
z�Xs

ds

 ! !

� 1

cos 1
4j

1ÿEx
Z t^r

0

Re exp
i�Xs ÿ x� � �

4jR

� �
p Xs;

�

4jR

� �� �
ds

� �� �
� 1

cos 1
4j

1ÿEx
Z t^r

0

cos
�Xs ÿ x� � �

4jR

� �
Re p Xs;

�

4jR

� �
ds

� ��
�Ex

Z t^r

0

sin
�Xs ÿ x� � �

4jR

� �
Im p Xs;

�

4jR

� �
ds

� ��
:

(We skipped the simple but otherwise tedious calculation
eÿiz�nI�p��ei�n��z� � ÿp�z; n�). By (6.9) and since 1

4j <
p
4 we get

Ex
Z t^r

0

sin
�Xs ÿ x� � �

4jR

� �
Im p Xs;

�

4jR

� �
ds

� ����� ����
� Ex

Z t^r

0

c0
��� sin �Xs ÿ x� � �

4jR

� ���� Re p Xs;
�

4jR

� �
ds

� �
;

but for s < t ^ r we have kXs ÿ xk � R and therefore

cos
�Xs ÿ x� � �

4jR
ÿ c0

����� sin �Xs ÿ x� � �
4jR

����� � cos
1

4j
ÿ c0 sin

1

4j

� cos
1

4j
ÿ 1

2
cot

1

4j
sin

1

4j

� 1

2
cos

1

4j
:
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We have thus proved

Px �X� ÿ x��t < R
ÿ �
� 1

cos 1
4j

1ÿ 1

2
cos

1

4j
Ex

Z t^r

0

Re p Xs;
�

4jR

� �
ds

� �� �
� 1

cos 1
4j

1ÿ 1

2
cos

1

4j
Ex

Z t

0

1ft�rg Re p Xs;
�

4jR

� �
ds

� �� �
� 1

cos 1
4j

1ÿ t
2
cos

1

4j
inf

kyÿxk�R
Re p y;

�

4jR

� �
Px�r � t�

� �
:

The last estimate required (6.10). Since

1ÿ a � aÿN for all a � 0;N 2 N

holds, we get

Px �X� ÿ x��t < R
ÿ � � 1

cos 1
4j

 !N�1
2

t infkyÿxk�R Re p y; �
4jR

ÿ �
Px�r � t�

 !N

;

and a further application of (6.10) yields

Px �X� ÿ x��t < R
ÿ �� �N�1� 2N= cos 1

4j

ÿ �N�1

t infkyÿxk�R Re p y; �
4jR

ÿ �ÿ �N :

Taking roots and letting N !1 ®nally shows

Px �X� ÿ x��t < R
ÿ �� � 2

N
N�1

cos 1
4j

tÿ
N

N�1 inf
kyÿxk�R

Re p y;
�

4jR

� �� �ÿ N
N�1

! 2

cos 1
4j

tÿ1 inf
kyÿxk�R

Re p y;
�

4jR

� �� �ÿ1
:

This ®nishes the proof, since � 2 Rn, k�k � 1, was arbitrarily chosen.
(

Corollary 6.4 In the situation of Lemma 6.3 one has also

Px �X� ÿ x��t < R=2
ÿ � � 16

cos2 1
4j

1

t infkxÿyk�3R=2 supk�k�1 Re p y; 1
4jR

ÿ � !2

Proof. The key to the modi®ed estimate is the inclusion
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sup
s�t
kXs ÿ xk < R=2

� �
� sup

s�t=2
kXs ÿ xk < R=2

( )
\ sup

s�t=2
kXs�t=2 ÿ Xt=2k < R

( )
and an application of the Markov property

Px �X� ÿ x��t < R=2
ÿ �
� Ex 1f�X�ÿx��t=2<R=2g1fsups�t=2 kXs�t=2ÿXt=2k<Rg

� �
� Ex 1f�X�ÿx��t=2<R=2gE

Xt=2 1f�X�ÿX0��t=2<Rg
� �� �

� sup
kyÿxk�R=2

Ey 1f�X�ÿy��t=2<Rg
� �" #

Ex 1f�X�ÿx��t=2<R=2g
� �

� sup
kyÿxk�R=2

Ey 1f�X�ÿy��t=2<Rg
� �" #2

� 16

cos2 1
4j

tÿ2 sup
kyÿxk�R=2

1

infkyÿzk�R supk�k�1 Re p z; �
4jR

ÿ � !2

where we used Lemma 6.3. The assertion now follows from the tri-
angle inequality.

Lemma 4.1 is now easily derived: (4.3) and (4.4) are direct con-
sequences of Corollary 6.2 and Lemma 6.3, respectively, and (4.5)
follows from Corollary 6.4.
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