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Abstract. We prove Ḧolder-continuity on rays in the direction of vectors in the (generalized)
Cameron-Martin space for functions in Sobolev spaces inLp of fractional orderα ∈ ( 1

p
, 1)

over infinite dimensional linear spaces. The underlying measures are required to satisfy
some easy standard structural assumptions only. Apart from Wiener measure they include
Gibbs measures on a lattice and Euclidean interacting quantum fields in infinite volume.
A number of applications, e.g., to the two-dimensional polymer measure, are presented. In
particular, irreducibility of the Dirichlet form associated with the latter measure is proved
without restrictions on the coupling constant.

1. Introduction

LetHα
p (Rn) denote the usual(α, p)-Sobolev space overRn constructed in terms of

Fourier transforms of tempered distributions. The well-known Sobolev embedding
theorem states that ifαp > n, then every element inHα

p (Rn) admits a continuous
version ([42, Chap. 2] or [1]).

The analogue ofHα
p (Rn) over an abstract (infinite dimensional) Wiener space

is the Malliavin-Watanabe spaceDα
p which is defined in terms of the Ornstein-Uh-

lenbeck operator and which is a fundamental object in Malliavin Calculus. Since
the main Wiener functionals of interest in Malliavin Calculus are Itô functionals
obtained as stochastic integrals and solutions of stochastic differential equations
with smooth coefficients, it was the spacesDα

p with integerα which were mainly
studied ([19, 27, 44]).

Recently, however, due to rising interest in refining certain results in Malliavin
Calculus and also due to the fact that many important Wiener functionals such
as local times and self-intersection local time are not smooth Wiener functionals
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but only belong to some fractional Sobolev spaces, the latter have received much
attention ([18, 25, 33, 45]).

Because of the infinite dimensionality of the underlying space, Sobolev spaces
over an abstract Wiener space lack many properties of Sobolev spaces over finite
dimensional spaces. For example, it is well-known that even smooth Wiener func-
tionals (that is, Wiener functionals belonging to all the Sobolev spaces) may be
discontinuous. Thus analogues of Sobolev-type embedding theorems do not hold.
Nevertheless, we know that for every fixed direction in the Cameron-Martin space
every element inD1

p has a modification which is almost surely absolutely contin-
uous in this direction, providedp > 1 ([21, 41]).

The corresponding result for fractional Sobolev spaces on Wiener space to be
expected is the following (see also Remark 2.2 below for the higher dimensional
analogue):

Supposeαp > 1. For every fixed direction in the Cameron-Martin spaceH ,
any element inDα

p admits a modification which is Ḧolder continuous along this
direction.

We give a proof of this result which (apart from Kolmogorov’s continuity cri-
terion) is based on operator semi-group theory. It turns out that this proof works
in much more general cases than just the abstract Wiener space case. In fact, a
large class of probability measures on linear spaces satisfying some easy standard
structural conditions (see condition (C) in Subsection 2.1) can be taken to replace
Wiener measure. We describe the framework and the general result in Section 2
(cf. Theorem 2.1), where we also present some general examples in the casep = 2
(see Subsection 2.3).

In Section 3 we give a number of concrete examples showing that the above
class of probability measures apart from Wiener measure, in particular, includes
Gibbs measures on a lattice as well as Euclidean quantum fields with polynomial
(self-)interactionsin infinite volume.

Section 4 is devoted to the proof of the general result, Theorem 2.1, while in
Section 5 we discuss applications. We first prove general results on the invariance
of closedness and irreducibility of classical Dirichlet forms under Doob transforms
(cf. Proposition 5.1 and Corollary 5.3). As a special case we recover all main results
in [2] on the stochastic quantization of the polymer measureµg in R2. We can even
improve two of the main results in [2] in an essential way. First, we prove irreducibil-
ity of the corresponding Dirichlet form for all coupling constantsg ∈ (−g0, +∞)

rather than only(−g0, g0) as in [2] (cf. Remark 5.6 below). Second, we can prove
that the stochastic process(a

µg

th )t∈R given by the Radon-Nikodym derivatives

a
µg

th := dµ(· + th)

dµ
, t ∈ R ,

has a version with continuous sample paths forall h in the classical Cameron-Martin
spaceH rather than only thoseh ∈ H with bounded derivatives as proved in [2].

As another application we prove that ifA is a measurable set in the Wiener
space with Wiener measure strictly between 0 and 1, its indicator 11A cannot be in
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Dα
p with αp > 1 (cf. Proposition 5.5). This generalizes a result of D. Nualart for

the special caseα = 1, p = 2 ([29]).

2. A general result for a class of probability measures on linear space

2.1. Framework

Let E be a locally convex topological vector space overR which is Souslin, i.e.,
the continuous image of a Polish space (e.g.E is a separable Banach space). LetE′
denote its dual with dualizationE′ 〈 , 〉E and letB(E) denote the Borelσ -algebra on
E. Letµ be a positive measure on(E,B(E)) such thatµ(E) < ∞ and letB(E)

µ

denote the completion ofB(E) w.r.t.µ. LetLp(E; µ) := Lp(E;B(E), µ),p ≥ 1,
be the corresponding realLp-spaces equipped with the usual norm‖ ‖p.

Fix p > 1 and let(Tt )t≥0 be a C0 (i.e., strongly continuous) semi-group on
Lp(E; µ) which is the restriction of a bounded analytic semi-group defined on the
complexification ofLp(E; µ). Suppose(Tt )t≥0 is sub-Markovian (f ∈ Lp(E; µ),
0 ≤ f ≤ 1 ⇒ 0 ≤ Ttf ≤ 1 for all t ≥ 0). In particular,(Tt )t≥0 extends to a
C0-semi-group on allLp′

(E; µ) for all p′ ≥ p. Let (L, D(L)) be the generator of
(Tt )t≥0 onLp(E; µ).

By [30, Section 2.6] forα > 0 the fractional power(1 − L)α of (1 − L) is
defined as the inverse of the bounded linear operator

(1 − L)−α := 1

0(α)

∫ ∞

0
tα−1e−t Tt dt , (2.1)

where0 denotes the classical Gamma-function. Let us define the corresponding
Bessel-Sobolev spaces (cf. [12, 20]):

Dα
p := (1 − L)−α/2(Lp(E; µ)) (2.2)

with norm

‖u‖p,α := ‖(1 − L)α/2u‖p , u ∈ Dα
p . (2.3)

Clearly,Dα′
p′ ⊂ Dα

p if α′ ≥ α, p′ ≥ p. Below for 0 < α < 1 we want to

give conditions onk ∈ E ensuring that everyu ∈ Dα
p has aB(E)

µ
-measurable

µ-versionuk such that
t 7−→ uk(z + tk) , t ∈ R ,

is Hölder continuous for allz ∈ E.
We need some preparations.
Fork ∈ E define

τk(z) := z − k , z ∈ E . (2.4)

Fix k ∈ E satisfying the following condition:

(C) µ is k–quasi-invariant, i.e.,µ ◦ τ−1
sk

∼= µ for all s ∈ R, and the Radon-
Nikodymderivatives
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a
µ
sk := d(µ ◦ τ−1

sk )

dµ
, s ∈ R ,

have the following properties:
(C1) a

µ
sk ∈ ∩q≥1L

q(E; µ), for all s ∈ R, and for allq ∈ [1, ∞) the function

s 7−→ ‖aµ
sk‖q is locally bounded onR.

(C2) For all compactC ⊂ R∫
C

1

a
µ
sk(z)

ds < ∞ for µ-a.e.z ∈ E .

Hereds denotes Lebesgue measure onR. We recall that choosing appropriate ver-
sions by [4, Prop. 2.4] we may always assume thata

µ
sk(z) is jointly measurable in

s andz and that (C.2) holds for allz ∈ E (rather than onlyµ-a.e.z ∈ E).
For examples of measuresµ satisfying condition (C) we appeal to the reader’s

patience and refer to Section 3 below.
As in [21] we define the measure

σ
µ
k (A) :=

∫
R

µ ◦ τ−1
sk (A)ds , A ∈ B(E) . (2.5)

Note that obviously forl ∈ E′ (:= dual of E) with E′ 〈l, k〉E = 1 we have that
σ

µ
k ◦ l−1 = ds, thatσµ

k ◦ τ−1
sk = σ

µ
k for all s ∈ R, and thatσµ

k is equivalent toµ,
i.e., there existsρµ

k : E → (0, ∞) such that

µ = ρ
µ
k · σ

µ
k . (2.6)

Again by [4, Prop. 2.4] choosing appropriate versions we may always assume to
have the following relations betweenaµ

sk andρ
µ
k :

a
µ
sk(z) = ρ

µ
k (z + sk)

ρ
µ
k (z)

for all z ∈ E, s ∈ R , (2.7)

ρ
µ
k (z) =

(∫
R

a
µ
sk(z)ds

)−1

for all z ∈ E . (2.8)

In particular, by (C2) and the remarks following it we have that∫
C

ρ
µ
k (z + sk)−1ds < ∞ for all compactC ⊂ R and allz ∈ E . (2.9)

2.2. The general result

Before we state our general result we recall the definition of one-component
Dirichlet forms from [6].

Let l ∈ E′ such thatE′ 〈l, k〉E = 1 and define

Pk(z) := E′ 〈l, z〉E · k , z ∈ E, andπk := IdE − Pk . (2.10)



Ray Hölder-continuity for fractional Sobolev spaces in infinite dimensions 205

Clearly,πk(E) is a closed linear subspace ofE and

E = πk(E) ⊕ kR . (2.11)

Then by (2.6) and an elementary calculation we obtain that for allf : E → R,
B(R)-measurable, bounded,∫

E

f (z)µ(dz) =
∫

πk(E)

∫
R

f (x + sk)ρ
µ
k (x + sk) ds µk(dx) , (2.12)

where

µk := µ ◦ π−1
k , (2.13)

and correspondingly,

L2(E; µ) =
∫ ⊕

πk(E)

L2(R; ρ
µ
k (x + sk)ds) µk(dx) (2.14)

in the sense that eachf ∈ L2(E; µ) corresponds to a “field of vectors”(fx)x∈πk(E)

wherefx := f (x + ·k), x ∈ πk(E) (cf. [6] for details and references). Define
D(Eµ,k) to be the set of allu ∈ L2(E; µ) such that for the corresponding ele-
ment (ux)x∈πk(E) in

∫ ⊕
πk(E)

L2(R; ρ
µ
k (x + sk)ds)µk(dx) for µk-a.e.x ∈ πk(E)

there exists a locally absolutely continuousds-versionũx of ux on R such that
( dũx

ds
)x∈πk(E) ∈ ∫ ⊕

πk(E)
L2(R; ρ

µ
k (x + sk)ds)µk(dx). For u ∈ D(Eµ,k) we define

∂µu
∂k

as the element inL2(E; µ) corresponding to( dũx

ds
)x∈πk(E) according to (2.14).

Note that, sinceρµ
k > 0,

u 7−→ ∂µu

∂k

is a well-defined operator onL2(E; µ). Define

Eµ,k(u, v) :=
∫

∂µu

∂k

∂µv

∂k
dµ ; u, v ∈ D(Eµ,k) . (2.15)

(Eµ,k,D(Eµ,k)) is calledone-component Dirichlet formonL2(E; µ) if it is closed
(which is e.g. the case if (C.2) holds, cf. [6, Theorem 2.2]).

Now we are prepared to state our general result:

Theorem 2.1. Let p > 1 and letE, µ, (Tt )t≥0 be as above and letk ∈ E satisfy
condition (C1). Assume that the following condition holds:

(A) There existT , C ∈ (0, ∞) such that for allt ∈ (0, T ], Tt (L
∞(E; µ)) ⊂

D(Eµ,k) and

‖∂µTtf

∂k
‖p ≤ C‖Ttf ‖p,1 for all f ∈ L∞(E; µ).

Let α ∈ ( 1
p
, 1). Then everyu ∈ Dα

p has aB(E)
µ

-measurableµ-versionuk such
that for all z ∈ E,

t 7−→ uk(z + tk), t ∈ R ,

is Hölder-continuous of orderβ for all β ∈ (0, α − 1
p
).
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Remark 2.2. Theorem 2.1 has its obvious generalization to obtainµ-versionsuk

of u ∈ Dα
p for k := (k1, . . . , kn) ∈ En so that for allz ∈ E,

(t1, . . . , tn) 7−→ uk(z + t1k1 + · · · + tnkn), (t1, . . . , tn) ∈ Rn

is Hölder-continuous of orderβ for all β ∈ (0, α − n
p
) providedα ∈ ( n

p
, 1), n ∈ N.

The proof of Theorem 2.1 will be given in Section 4 below. Forconcreteexam-
ples where condition (A) holds we again refer to Section 3. For the casep = 2 a
whole class of examples will be discussed in the next subsection. They are provided
by the classical gradient Dirichlet forms introduced in [6].

2.3. Classical gradient Dirichlet forms

Let E, µ be as in the previous subsection and assume there exists a real separable
Hilbert space(H, 〈 , 〉) densely and continuously embedded intoE. H should be
thought of as a “tangent space” toE at eachz ∈ E. LetK be a dense linear subspace
of H such that Condition (C) in Subsection 2.1 holds for allk ∈ K. Define

D(Eµ) : =
{
u ∈

⋂
k∈K

D(Eµ,k) | there exists aB(E)/B(H)-measurable

function∇u : E 7−→ H such that for eachk ∈ K,

〈∇u(z), k〉H = ∂µu

∂k
(z) for µ-a.e.z ∈ E and∫

E

〈∇u(z), ∇u(z)〉H µ(dz) < ∞
}

, (2.16)

and foru, v ∈ D(Eµ)

Eµ(u, v) :=
∫

E

〈∇u(z), ∇v(z)〉H µ(dz) . (2.17)

Then by [6, Theorem 3.10],(Eµ, D(Eµ)) is asymmetric Dirichlet formonL2(E; µ)

in the sense of e.g. [28]. Most importantly,

(Eµ, D(Eµ)) is closed , (2.18)

i.e.,D(Eµ) equipped with the Hilbertian norm(Eµ(·, ·) + ‖ · ‖2
2)

1/2 is complete.
The conditions in [6, Theorem 3.10] are, in fact, satisfied, since everyk ∈ K satis-
fies condition (C2). We also note that any finitely based bounded smooth cylinder
function

E 3 z 7−→ f (E′ 〈l1, z〉E, . . . , E′ 〈lm, z〉E) ,

l1, . . . , lm ∈ E′, f ∈ C∞
b (Rm), belongs toD(Eµ), so (Eµ, D(Eµ)) is densely

defined.
In [6] (Eµ, D(Eµ)) was calledclassical (gradient) Dirichlet form. We do not

recall the general definition of a Dirichlet form (since we do not really use it below)
but instead refer to [11], [9], [28], [13]. We only need the fact that(Eµ, D(Eµ)) has
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associated to it a unique negative definite self-adjoint linear operator(Lµ, D(Lµ))

satisfying

Eµ(u, v) =
(√−Lµu,

√−Lµv
)

L2(E;µ)

for all u, v ∈ D(Eµ) = D
(√−Lµ

)
. (2.19)

LetTt := etLµ , t ≥ 0, denote the corresponding strongly continuous semi-group on
L2(E; µ). Then(Tt )t≥0 satisfies all assumptions imposed on the C0-semi-group in
Subsection 2.1 (cf. e.g. [28, Chap. I, Section 1.2]). Furthermore, as follows directly
from spectral theory we then have

D(Eµ) = D1
2, Tt (L

2(E; µ)) ⊂ D(Eµ) ⊂ D(Eµ,k) for all k ∈ K ,

whereD1
2 is as defined in Subsection 2.1 withLµ taking the r̂ole ofL. In particular,

for all k ∈ K condition (A) in Theorem 2.1 holds withp = 2 for the semi-group
(Tt )t≥0, since

Eµ,k(u, u) ≤ const.Eµ(u, u) for all u ∈ D(Eµ) .

Hence Theorem 2.1 applies for allk ∈ K, p = 2.

Remark 2.3. In fact the assumption that(Eµ, D(Eµ)) is of gradient type made
above is not necessary. Everything works for the more general (but mostly less
interesting) classical Dirichlet forms discussed in [6, Theorem 3.8].

3. Examples

Apart from Gaussian cases (see Subsections 3.1 and 3.3) we particularly want to
present in detail the EuclideanP(8)2-quantum field in infinite volume as a “really
non-Gaussian” measure (i.e., not absolutely continuous w.r.t. a Gaussian measure)
to which Theorem 2.1 applies (cf. Subsection 3.4 below). Other non-Gaussian cases,
i.e., Gibbs measures on a lattice are only briefly touched upon in Subsection 3.2.

3.1. Abstract Wiener spaces

Let µ be a Gaussian mean-zero measure on(E,B(E)) whosereproducing kernel
Hilbert spaceor Cameron-Martin spaceis H , i.e.,(E, H, µ) is anabstract Wiener
spaceif E is a separable Banach space ([15]). Then by the classical Cameron-Mar-
tin Theorem condition (C) in Subsection 2.1 holds for allk ∈ H(⊂ E). (cf. e.g.,
[28, Chap. I, Lemma 3.12]).

Let (Tt )t≥0 be the C0-semi-group defined in Subsection 2.3 forE, H , µ as
above andK = H . It is well-known that(Tt )t≥0 is given byMehler’s formula, i.e.,
for t ≥ 0, f ∈ L2(E; µ)

Ttf (z) =
∫

E

f (e−t z +
√

1 − e−2t z′)µ(dz′) (3.1)
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for µ-a.e.z ∈ E (cf. [7, Sect. 5] resp. [8, Sect. 6] which even cover more general
“tangent spaces”H resp. non-symmetric cases). Then condition (A) in Theorem
2.1 holds for allp > 1. This follows fromMeyer’s equivalence. We refer e.g. to
[41] for details. So, Theorem 2.1 applies in this case for allk ∈ H and allp > 1,
and thus we have proved what was asserted in the introduction of this paper.

3.2. Gibbs measures for lattice systems

Condition (C2) for allk in a dense subspace ofE has been verified for a large
class of Gibbs measures on lattices with finite and infinite dimensional single spin
spaces in [4, Subsections 4.1 resp. 4.2]. In these casesE is a subspace ofRZd

resp.
C([0, 1], RN)Zd

.
Condition (C.1) can easily be checked for many concrete interactions. So, by

Subsection 2.3 for(Tt )t≥0 as defined there withH = l2(Z
d) andK := linear

span of the canonical basis ofl2(Z
d), Theorem 2.1 applies withp = 2. (cf. [4,

Subsection 4.1]).

3.3. The free Euclidean field

Let E := D′ := D′(Rd) (i.e., the space of Schwartz distributions onRd ) and let
µ := µ0 be thefree Euclidean fieldof massm > 0 on Rd , i.e., the mean-zero
Gaussian measure onB(D′) with covariance∫

D〈l1, z〉D′ D〈l2, z〉D′µ0(dz)

=
(
l1, (−1 + m2)−1l2

)
L2(Rd ;dx)

, l1, l2 ∈ D := C∞
0 (Rd) , (3.2)

where1 denotes the Laplacian anddx Lebesgue measure onRd . Since the Cam-
eron-Martin space (i.e., the reproducing kernel Hilbert space) forµ0 is H−1,2(Rd)

(i.e., the dual of the classical Sobolev space of order 1 inL2(Rd; dx)), as in Subsec-
tion 3.1 it follows by the Cameron-Martin Theorem that condition (C), in particular,
holds for allk ∈ K := D. Let (Tt )t≥0 be the C0-semi-group defined in Subsection
2.3 forE, K, µ as above but with

H := L2(Rd; dx) .

(So in contrast to Subsection 3.1.,H is not the Cameron-Martin space ofµ0.) It
is well-known (cf. [7, Sect. 5]) that(Tt )t≥0 is given by the following(generalized)
Mehler formula:

Ttf (z) =
∫

f (e−t (−1+m2)z +
√

1 − e−2t (−1+m2)z′)µ0(dz′) ,

for µ0-a.e.z ∈ E , (3.3)

for all f ∈ L2(E; µ0), t ≥ 0. In particular, it follows by [38, Theorem 3.1]
that Meyer’s equivalence also holds in this case at least for finitely based smooth
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functions whose derivatives of all orders are polynomially bounded. (We should
mention that this theorem really applies though only stated in [38] for separable
Banach spacesE. But as follows from [7, Sect. 5] (see, in particular, [5, Example
5.6] for a similar case),D′ above can always be replaced by a properly constructed
separable Banach space). So, for allp > 1, condition (A) holds at least for such
nice functionsu. But since such functions are dense inLp(E; µ0) and since by
analyticityTt is continuous fromLp(E; µ0) toD1

p for all t > 0, it follows that (A)
holds for allu ∈ Lp(E; µ0). So, Theorem 2.1 applies for allk ∈ D and allp > 1
in this case for(Tt )t≥0 as in (3.3).

Remark 3.1. Above we considered the case of the free field only for simplicity
and since we need it in the next subsection. Everything above, of course, extends
for properly chosen spacesK in full generality to the situation considered in [38].

3.4. EuclideanP(8)2-quantum fields in infinite volume

Letd = 2. As in the previous subsection letE := D′ = D′(R2),H := L2(R2; dx),
K := D = D(R2) andµ0 the free Euclidean field of massm > 0 onR2.

Clearly, forϕ1, . . . , ϕj ∈ D,
∏j

i=1 D〈ϕi, ·〉D′ ∈ L2(D′; µ0). Define forn ∈ N,
P (n) := P (≤n)−P (≤n−1) with P (≤n) being the closed linear span of the monomials∏j

i=1 D〈ϕi, ·〉D′ , j ≤ n in L2(D′; µ0). Now if ε ∈ (0, 1], h ∈ L1+ε(R2; λ2) and
n ∈ N, define :zn : (h) to be the unique element inP (n) such that

∫
D′

: zn : (h) :
n∏

i=1

D〈ϕi, ·〉D′ : dµ0

= n!
∫

R2

n∏
i=1

(∫
R2

(−1 + m2)−1(x − yi) ϕi(yi)λ
2(dyi)

)
h(x) λ2(dx) ,

where :
∏n

i=1 D〈 ϕi, ·〉D′ : is the orthogonal projection of
∏n

i=1 D〈 ϕi, ·〉D′ in
L2(D′; µ0) ontoP (n) (see [39, p.12] for an explicit definition of the ”Wick prod-
uct” :

∏n
i=1 D〈ϕi, ·〉D′ : and [39, §V.1] for the existence of :zn : (h)). Clearly, for

h1, h2 ∈ L1+ε(R2; λ2), α, β ∈ R

: zn : (αh1 + βh2) = α : zn : (h1) + β : zn : (h2) µ0 − a.e . (3.4)

Let P : R → R be defined by

P(s) :=
2N∑
n=0

bn sn, s ∈ R , (3.5)

bn ∈ R, N ∈ N andb2N > 0. Define forU ⊂ R2, U open, bounded,

aU(z) :=
2N∑
n=0

bn : zn : (11U) , (3.6)
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where as usual 11U means indicator function ofU . We have that

e−aU ∈ Lp(D′; µ0) for all p ∈ [1, ∞) (3.7)

(cf. [39, §5.2] and [14]).
Define forU ⊂ R2, U open,

D(U) := {ϕ ∈ D | suppϕ ⊂ U} ,

and letσ(U) be the sub-σ -algebra ofB(D′) generated by allϕ ∈ D(U). For
A ⊂ R2 define

σ(A) :=
⋂
A⊂U

U open

σ(U) .

Definition 3.2. ([16, 17]) A probability measureν on (D′,B(D′)) is called aGu-
erra–Rosen–Simon (=GRS)–Gibbs statewith coupling constantλ ≥ 0 if for any
U ⊂ R2, U open and bounded,

(i) ν|σ(U)
(i.e., the restriction ofν to σ(U)) is absolutely continuous with respect

to µ0|σ(U)
.

(ii) Eν [f | σ(Uc)] = Eν [f | σ(∂U)] ν-a.e. for anyσ(U)-measurablef : D′ →
R+ (whereUc := R2 \ U and∂U means topological boundary ofU ).

(iii) For everyσ(U)-measurablef : D′ → R+

Eν [f | σ(∂U)] = Eµ0[f e−λaU | σ(∂U)]

Eµ0[e−λaU | σ(∂U)]
ν − a.e .

LetGλ denote the set of all GRS-Gibbs states with coupling constantλ ≥ 0.

From now on we fixλ ≥ 0.

Remark 3.3. (i) In [35] a (local) specification(πλ
U )U∈L was constructed such that

the associated Gibbs states are exactly the GRS-Gibbs states above and a repre-
sentation formula of arbitrary GRS-Gibbs states in terms of extremal Gibbs states
was derived. We refer to [35] for the precise definition of(πλ

U )U∈L. We emphasize
that it is entirely useless to construct some abstract specification so that the asso-
ciated Gibbs states are exactly the GRS-Gibbs states. The point of [35] is that the
corresponding kernels are given byexplicit formulae.

(ii) By [35, Theorems 5.4 and 5.6] in Definition 3.2 (i) “absolutely continuous”
can be replaced by ”equivalent”.

(iii) We have thatGλ 6= ∅ and, in general, #Gλ > 1 as shown in the above
quoted literature (cf. e.g. [16, 17, 10, 35, 34]).

Fork ∈ D, t ∈ R, define forz ∈ D′

atk(z) := a0
tk(z)· aλ

tk(z) (3.8)
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where

a0
tk(z) := exp

[
−t D〈(−1 + m2) k, z〉D′ − 1

2
t2

(
(−1 + m2) k, k

)
L2(R2;dx)

]
(3.9)

and

aλ
tk(z) := exp

[
−λ

2N∑
n=0

bn

n−1∑
i=0

(
n

i

)
tn−i : zi : (kn−i )

]
. (3.10)

The reader should forgive us concerning the abuse of notation concerning (3.6) and
(3.8).

Define the convex set

Gλ,0 := {µ ∈ Gλ| (C1) holds for allk ∈ D} .

Remark 3.4. By [14, Lemma 12.5.2] we know thatGλ,0 6= ∅ at least if the poly-
nomialP is of type “even plus linear”.

By (the easy half of) [4, Theorem 4.11] we know that everyµ ∈ Gλ is k-quasi-in-
variant for everyk ∈ D with corresponding Radon-Nikodym derivative given by
(3.8). In particular, (C2) holds. So, by Subsection 2.3 for(Tt )t≥0 as defined there,
Theorem 2.1 applies to allµ ∈ Gλ,0 and allk ∈ D with p = 2.

4. Proof of Theorem 2.1

Consider the situation of the theorem and fixα, p as there. We need two lemmas:

Lemma 4.1. There existsCα ∈ (0, ∞) such that for allt > 0 and allu ∈ Dα
p

(i) ‖Ttu‖p,1 ≤ Cα t−
1
2 (1−α) e− 1

2 t ‖u‖p,α,

(ii) ‖Ttu − u‖p ≤ Cα tα/2 ‖u‖p,α.

Proof. (i):

‖Ttu‖p,1 = ‖(1 − L)1/2Ttu‖p

= ‖(1 − L)
1
2 (1−α)Tt (1 − L)α/2u‖p

≤ Cα t−
1
2 (1−α) ‖u‖p,α (4.1)

where the last inequality follows by [30, Theorem 6.13 (c)].
(ii): The assertion follows by [30, Theorem 6.13 (d)]. Q.E.D.

Lemma 4.2. Supposep′ ∈ (1, p), f ∈ L∞(E; µ), t ∈ (0, T ], M ∈ N, and t1,
t2 ∈ [−M, M], t1 < t2. Then

‖Ttf (· + t2k) − Ttf (· + t1k)‖p′ ≤ C sup
|s|≤M

‖aµ
sk‖1/p′

p

p−p′
|t2 − t1| ‖Ttf ‖p,1 , (4.2)

(whereC, T are as in condition (A)).
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Proof. SetG := Ttf . Then by condition (A) we haveG ∈ D(Eµ,k) and, therefore,
using (2.12) we obtain (with̃Gx as in the definition ofD(Eµ,k)) that

‖G(· + t2k) − G(· + t1k)‖p′

=
[∫

πk(E)

∫
R

|G̃x(s + t2) − G̃x(s + t1)|p′
ρ

µ
k (x + sk) ds µk(dx)

]1/p′

=

∫

πk(E)

∫
R

∣∣∣∣∣
∫ t2

t1

dG̃x

dτ
(s + τ) dτ

∣∣∣∣∣
p′

ρ
µ
k (x + sk) ds µk(dx)




1/p′

≤ |t2 − t1|
p′−1
p′


∫

πk(E)

∫ t2

t1

∫
R

∣∣∣∣∣dG̃x

ds
(s)

∣∣∣∣∣
p′

ρ
µ
k (x + (s − τ)k) ds dτ µk(dx)

]1/p′

=
(2.7)

|t2 − t1|
p′−1
p′


∫ t2

t1

∫
πk(E)

∫
R

∣∣∣∣∣dG̃x

ds
(s)

∣∣∣∣∣
p′

a
µ
−τk(x + sk)ρ

µ
k (x + sk) ds µk(dx) dτ

]1/p′

=
(2.12)

|t2 − t1|
p′−1
p′

[∫ t2

t1

∫ ∣∣∣∣∂µG

∂k

∣∣∣∣
p′

a
µ
−τk dµ dτ

]1/p′

≤ |t2 − t1| sup
|τ |≤M

‖aµ
τk ‖1/p′

p

p−p′
‖∂µG

∂k
‖p

≤
(A)

C |t2 − t1| sup
|τ |≤M

‖aµ
τk‖1/p′

p

p−p′
‖G‖p,1 . Q.E.D.

Now we are prepared to prove Theorem 2.1.

Proof of Theorem 2.1. Let p′ ∈ ( 1
α
, p), M ∈ N, ands, t ∈ [−M, M] such that

|t − s| ≤ T whereT is as in condition (A). Choose the uniquen ∈ N such that

2−nT < |t − s| ≤ 2−n+1T . (4.3)

Settn := (2−nT )2. We note that ifum := inf (sup(u, −m), m), m ∈ N, then by the
analyticity of(Tt )t≥0,

lim
m→∞ ‖Ttnum − Ttnu‖p,1 = 0 .

Hence by Lemmas 4.1, 4.2 and (C1)
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‖u(· + tk) − u(· + sk)‖p′

≤ ‖u(· + tk) − Ttnu(· + sk)‖p′ + ‖Ttnu(· + sk) − u(· + sk)‖p′

+ lim sup
m→∞

‖Ttnu(· + tk) − Ttnum(· + tk)‖p′

+ lim sup
m→∞

‖Ttnum(· + sk) − Ttnu(· + sk)‖p′

+ lim sup
m→∞

‖Ttnum(· + tk) − Ttnum(· + sk)‖p′

≤ sup
|τ |≤M

‖aτk‖1/p′
p

p−p′

(
2Cαt

α/2
n + C|t − s| lim sup

m→∞
‖Ttnum‖p,1

)

≤ Cα sup
|τ |≤M

‖aτk‖1/p′
p

p−p′

(
2t

α/2
n + C|t − s|t−

1
2 (1−α)

n

)
‖u‖p,α

≤ 2Cα sup
|τ |≤M

‖aτk‖1/p′
p

p−p′

(
1 + C2−α

) |t − s|α‖u‖p,α .

Sinceαp′ > 1, it follows by Kolmogorov’s theorem (cf. e.g. [40, Corollary 2.1.4])
that there exists aB(R)⊗B(E)

µ
-measurable functiong : R ×E 7−→ R such that

for all z ∈ E, g(·, z) is Hölder-continuous of orderβ for all β ∈ (0, α − 1
p
) and for

all t ∈ R,

u(· + tk) = g(t, ·) µ − a.e. . (4.4)

Now we fix aB(E)-measurableµ-version ofu and define forz ∈ E

Tz := {t ∈ R | g(t, z) = u(z + tk)} . (4.5)

Since by (4.4) and Fubini’s theoremTz has full Lebesgue measure forµ-a.e.z ∈ E,
we can findDk ∈ B(E)

µ
with µ(Dk) = 1 and

ds(R\Tz) = 0 and Q ⊂ Tz for all z ∈ Dk . (4.6)

Now for z ∈ E we define

uk(z) :=
{

g(t, z0) if z = tk + z0 ∈ R · k + Dk

0 if z ∈ E\(R · k + Dk) .
(4.7)

Of course, representationsz = tk + z0 of z ∈ R · k + Dk with t ∈ R , z0 ∈ Dk are
not unique. So, we first have to show thatuk is well-defined. Suppose

t1k + z1 = t2k + z2 (4.8)

with t1, t2 ∈ R, z1, z2 ∈ Dk. Then for allt ∈ (Tz1 − t1) ∩ (Tz2 − t2),

g(t + t1, z1) = u(z1 + (t + t1)k)

= u(z2 + (t + t2)k)

= g(t + t2, z2).

Since(Tz1 − t1)∩ (Tz2 − t2) has full Lebesgue-measure and sinceg(·, zi), i = 1, 2,
are continuous, it follows that

g(t + t1, z1) = g(t + t2, z2) for all t ∈ R .
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In particular, fort = 0 we obtain

g(t1, z1) = g(t2, z2) ,

souk is well-defined.
It remains to show thatuk has the desired properties. Since 0∈ Q ⊂ Tz for all

z ∈ Dk, we have that

uk(z) = g(0, z) = u(z) for all z ∈ Dk ,

so

uk = u µ − a.e. .

Furthermore, letz ∈ E. If z ∈ R · k + Dk, i.e.,z = tk + z0, t ∈ R, z0 ∈ Dk, then

uk(z + sk) = g(s + t, z0) for all s ∈ R . (4.9)

But, if z ∈ E\(R · k + Dk), thensk + z ∈ E\(R · k + Dk) for all s ∈ R (because
if sk + z = t1k + z1, t1 ∈ R, z1 ∈ Dk, then

z = (t1 − s)k + z1 ∈ R · k + Dk) .

Hence

uk(z + sk) = 0 for all s ∈ R . (4.10)

(4.9) and (4.10) imply that for allz ∈ E

s 7−→ uk(z + sk), s ∈ R ,

has the desired Ḧolder-continuity property and the proof is completed. Q.E.D.

5. Applications

The general results presented in Subsections 5.1 and 5.2 below are motivated by
the applications to the polymer measure overR2 discussed in Subsection 5.3.

5.1. Invariance of closedness under Doob transforms

We consider the situation of Subsection 2.3. So letE, H , K, µ, (Eµ, D(Eµ)),
(Lµ, D(Lµ)) and(Tt )t≥0 be as defined there. In particular, condition (C) holds for
all k ∈ K. LetDα

p be the Sobolev space corresponding toL := Lµ. Letp ∈ (1, ∞)

and assume throughout this and the next subsection that:

Condition (A) holds for allk ∈ K . (5.0)

By the results in Subsection 2.3 condition (5.0) always holds forp = 2.
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Proposition 5.1. Letα ∈ ( 1
p
, 1), u ∈ Dα

p andf ∈ C(R) such thatϕ := f (u) > 0

µ-a.e. andϕ ∈ L1(E; µ). Then(Eϕ·µ, D(Eϕ·µ)) (defined as in Subsection 2.3 with
ϕ · µ replacingµ) is closed onL2(E; ϕ ·µ) (cf. (2.18) in Subsection 2.3).

Remark 5.2. (i) The Dirichlet form (Eϕ·µ, D(Eϕ·µ)) is sometimes called the
Doob-transformof (Eµ, D(Eµ)). So, by Proposition 5.1 we have “invariance of
closedness” under such transforms.

(ii) Of course, Proposition 5.1 has its natural analogue for the one-component
Dirichlet forms (Eµ,k, D(Eµ,k)) introduced in Subsection 2.2 as well as for the
more general classical Dirichlet forms mentioned in Remark 2.3.

(iii) Proposition 5.1 is well-known forα ≥ 1 in particular cases (cf. e.g. [28]
or [36]).

(iv) We note that (C2) might not hold fork ∈ K andϕ ·µ replacingµ. But
the mere definition of(Eµ, D(Eµ)) in Subsection 2.3 does not require this. So,
(Eϕ·µ, D(Eϕ·µ)) is really defined in the same way as(Eµ, D(Eµ)).

Proof of Proposition 5.1. Applying (2.12) we get for allk ∈ K and allg : E 7−→ R,
B(R)-measurable, bounded,∫

E

g(z)ϕ(z)µ(dz) =
∫

πk(E)

∫
R

g(x + sk)ϕk(x + sk)ρ
µ
k (x + sk) ds µk(dx) ,

(5.1)

whereϕk := f (uk) anduk is as in Theorem 2.1. Now the assertion follows directly
from [6, Theorem 3.10], since everyk ∈ K satisfies (C.2) (forµ).

Q.E.D.

5.2. Invariance of irreducibility under Doob-transforms

We consider the same situation as in the previous subsection. In particular, condi-
tion (5.0) is still in force. We recall that a Dirichlet form(E, D(E)) onL2(E; µ))

is calledirreducible, if

v ∈ D(E) , E(v, v) = 0 ⇒ v = const . (5.2)

It is well-known that it is enough to check (5.2) for boundedv (cf. [28, Chap.
I, Proposition 4.17].

Corollary 5.3. Let α ∈ ( 1
p
, 1), u ∈ Dα

p, and f ∈ C(R), f > 0, such that

ϕ := f (u) ∈ L1(E; µ). Then, if(Eµ, D(Eµ)) is irreducible onL2(E; µ), so
is (Eϕ·µ, D(Eϕ·µ)) onL2(E; ϕ ·µ)).

Proof. Let v ∈ D(Eϕ·µ) ∩ L∞(E; ϕ · µ) such thatEϕ·µ(v, v) = 0 and letk ∈ K.
Then by (5.1) (withϕk as defined there)

0 =
∫

E

(
∂ϕ·µv

∂k

)2

ϕk dµ =
∫

πk(E)

∫
R

(
dṽx

ds
(s)

)2

ϕk(x+sk) ρ
µ
k (x+sk) ds µk(dx) .
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Sinceϕk(x + sk) > 0 for allx ∈ πk(E), s ∈ R, it is easily seen thatv ∈ D(Eµ)

and

0 =
∫

πk(E)

∫
R

(
dṽx

ds
(s)

)2

ρ
µ
k (x + sk) ds µk(dx) =

∫
E

(
∂µv

∂k

)2

dµ .

Consequently,v ∈ D(Eµ) andEµ(v, v) = 0, sov = const.µ-a.e., henceϕ ·µ-a.e..

Q.E.D.

We emphasize that Corollary 5.3 is really a consequence of the explicit descrip-
tion of the domainsD(Eµ) andD(Eϕ·µ) which are otherwise quite unrelated.

Remark 5.4. For a characterization of irreducibility of Dirichlet forms of type
(Eµ, D(Eµ)) we refer to [4, Theorem 3.3]. It is well-known that in the cases dis-
cussed in Subsections 3.1 and 3.3, i.e., the case of an abstract Wiener space resp.
the free Euclidean field, we have irreducibility. The same is true for infinite volume
EuclideanP(8)2-measures (cf. Subsection 3.4) if the coupling constantλ is small
enough. We refer to [4, Remark 4.15 (iii)] for details. So, Corollary 5.3 applies in
all these cases (but only forp = 2 in the latter situation).

By the previous remark the following generalizes a result due to D. Nualart
who proved this forα = 1, p = 2 in the abstract Wiener space case ([29, p.31,
Remark 2]).

Proposition 5.5. Letα ∈ ( 1
p
, 1) and suppose that(Eµ, D(Eµ)) is irreducible. Let

11A ∈ B(E) be such that11A ∈ Dα
p. Thenµ(A) = 1 or 0.

Proof. Letu := 11A andk ∈ K. Letuk be as in Theorem 2.1. Then forµ-a.e.z ∈ E

uk(z + tk) = 11A(z + tk) ∈ {0, 1} for all t ∈ Q ,

hence by [4, Lemma 3.4]

u ∈ D(Eµ,k) andEµ,k(u, u) = 0.

Consequently,u ∈ D(Eµ) andEµ(u, u) = 0, sou = 11A = const.µ-a.e. and the
assertion follows.

Q.E.D.

5.3. The two-dimensional polymer measure

Let us first recall the (rigorous) definition of the two dimensional polymer mea-
sureµg. Let E := C0([0, 1], R2) be the set of all continuous paths inR2 indexed
by [0, 1] and starting at zero, equipped with the uniform topology. Letµ0 denote
Wiener measure on(E,B(E)). LetH be the classical Cameron-Martin space, i.e.,

H := {h ∈ E | h is absolutely continuous and‖h‖2
H :=

∫ 1

0
|ḣ(s)|2ds < ∞} .
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Then(E, H, µ0) is an abstract Wiener space. Letα(x, A) be theself-intersection
local timeatx ∈ R2 of z ∈ E on the setA ⊂ [0, 1] × [0, 1], i.e.,

α(x, A) =
∫

A

δx(zs − zt )ds dt .

(For its precise definition, the reader is referred to [37] and the references therein.)
It is well-known thatα(0, {(s, t) : 0 ≤ s < t ≤ 1}) = ∞, µ0-a.e.. Therefore, one
has to use renormalization. To this end we set

αi,k = α

(
0,

[
2(i − 1)

2k
,

2i − 1

2k

)
×

[
2i − 1

2k
,

2i

2k

))
, i = 1, . . . , 2k−1,

k = 1, 2, . . .

Let Eµ0 denote the expectation with respect toµ0, and set

ξn :=
n∑

k=1

2k−1∑
i=1

(αi,k − Eµ0αi,k), n ≥ 1 .

Then one can prove (see [23], [43]) that(ξn)n≥0 is almost surely convergent to
a random variableξ ∈ L2(E; µ0) and limn→∞ Eµ0|ξn − ξ |2 = 0. The random
variableξ is usually called thenormalized self-intersection local timeof planar
Brownian motion. One can prove that there isg0 ∈ (0, ∞) (see e.g. [24],[31]) such
that

Eµ0 exp(−gξ)

{
< ∞, ∀g ∈ (−g0, ∞),

= ∞, ∀g ∈ (−∞, −g0) .
(5.3)

The two-dimensional polymer measureµg is defined by

µg := (Eµ0 exp(−gξ))−1 exp(−gξ)µ0 , g ∈ (−g0, ∞) .

Below we assume thatg ∈ (−g0, ∞). It has been proved in [3] thatξ ∈ Dα
2\D1

2 for
all α < 1. Hence by the result in Subsection 3.1 (cf. Remark 5.3) both Proposition
5.1 and Corollary 5.3 apply withf (x) := exp(−gx), x ∈ R ; u := ξ .

Let us close with commenting on the relation and, particularly, the progress
w.r.t. the result in [2].

Remark 5.6. (i) Let (Eνg , D(Eνg )) on L2(E; νg) be as defined in [2, Section 1].
Then by definitionD(Eµg ) ⊃ D(Eνg ) andEµg = Eνg on D(Eνg ) × D(Eνg ).
Hence the closedness of(Eµg , D(Eµg )) onL2(E; µg) ensured by Proposition 5.1
implies Theorem 1.1 in [2], which was essential there for constructing the stochastic
quantization of the two-dimensional polymer measure (cf. [2, Theorem 1.2]).

(ii) The irreducibility of (Eµg , D(Eµg )) for all g ∈ (−g0, ∞) ensured by
Corollary 5.3 generalizes [2, Theorem 1.5] where the same result was proved for
(Eνg , D(Eνg )), but only forg ∈ (−g0, g0) and by a completely different method.

(iii) Obviously, by the Cameron-Martin Theorem for allk ∈ H , t ∈ R,

a
µg

tk (z) = e−g(ξ(z+tk)−ξ(z))e−t
∫ 1

0 k̇(s) dz(s)− 1
2 t2‖k‖2

H
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for µ-a.e.z ∈ E, where
∫ 1

0 k̇(s)dz(s) is the It̂o-integral w.r.t. the Brownian motion
(z(s))0≤s≤1 underµ0. Choosingξk as in Theorem 2.1 we obtain a generalization of
[2, Theorem 1.4] toall directionsk in the Cameron-Martin space rather than only
those with bounded derivatives as proved in [2]. Since this was a question posed
by a referee to [2], we formulate this result as a theorem below.

Theorem 5.7. Let forh ∈ H

a
µg

th := d(µg ◦ τ−1
th )

dµg

, t ∈ R .

Then the process(a
µg

th )t∈R has a version with continuous sample paths for all
h ∈ H .
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