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Abstract In this paper we prove a Feynman–Kac–Itô formula for magnetic Schrödi-
nger operators on arbitrary weighted graphs. To do so, we have to provide a natural
and general framework both on the operator theoretic and the probabilistic side of
the equation. On the operator side we identify a very general class of potentials that
allows the definition of magnetic Schrödinger operators. On the probabilistic side,
we introduce an appropriate notion of stochastic line integrals with respect to mag-
netic potentials. Apart from linking the world of discrete magnetic operators with
the probabilistic world through the Feynman–Kac–Itô formula, the insights from this
paper gained on both sides should be of an independent interest. As applications of the
Feynman–Kac–Itô formula, we prove aKato inequality, a Golden–Thompson inequal-
ity and an explicit representation of the quadratic form domains corresponding to a
large class of potentials.
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1 Introduction

The conceptual importance of the classical Feynman–Kac formula stems from the fact
that it links the world of operator theory (or partial differential equations) with that of
probability. In particular, the semigroup of a Schrödinger operator of the form−�+v

on L2(Rn) is expressed in terms of an expectation value involving theMarkov process
of the free operator −�, which is nothing but the Euclidean Brownian motion in this
case. If one perturbs −�+v by a magnetic field with potential θ , one has to deal with
the magnetic Schrödinger operator−�θ +v. In this case a very important extension of
the Feynman–Kac formula is given by the Feynman–Kac–Itô formula. This formula
again expresses the semigroup corresponding to the latter operator through Euclidean
Brownian motion, where now one has to take the (Stratonovic) stochastic line integral
of θ along the Brownian motion into account [42]. Such probabilistic representations
have many important physical consequences through diamagnetism, e.g., one can
easily deduce that switching on a magnetic field can only lead to an increase of the
ground state energy of the systems.

Seeking for extensions of the above results to more general settings than the Euclid-
ean R

n , one will realize that the Feynman–Kac formula can be proven for locally
compact regular Dirichlet spaces (see, e.g., [6]), where one simply has to replace −�

with the operator corresponding to the given Dirichlet form, and Brownian motion
with the associated Markov process. However, it is not even clear how to formulate
a Feynman–Kac–Itô formula in many situations. The reason for this is that a consis-
tent theory of Schrödinger operators with local magnetic potentials in such a general
setting as Dirichlet spaces is still missing. Although recently very promising progress
into this direction has been made on the operator side [2,21,22], there still remains the
issue of finding a reasonable way to define a proper notion of a stochastic line integral
which extends the Rn-theory in a consistent way.

The situation is fundamentally better for smooth Riemannian manifolds M . Here,
magnetic potentials can be defined simply as real-valued 1-forms. If θ is such a 1-form,
then −�θ + v can be defined invariantly in analogy to the Euclidean case (see for
example [13,40] for details). Assuming some local control on v− (typically L1

loc) and
θ (typically smooth or L p

loc), and a certain global control on v−, the operator −�θ +v

will correspond to a well-defined self-adjoint semi-bounded operator on L2(M). One
can then prove an analogue of the Feynman–Kac–Itô formula in this setting (replacing
the Euclidean with the underlying Riemannian Brownian motion) without any further
assumptions on M . As the underlying manifold locally looks like the linear space
R

n , one can define the line integral of θ along the Riemannian Brownian motion by
combining the definition from the Euclidean case either with a patching procedure
using charts [24], or equivalently, by embedding M into some Rl with an appropriate
l ≥ n, as in [8]. As a consequence of the Feynman–Kac–Itô formula in this setting it
becomes very easy to deduce several rigorous variants of the domination “−�θ +v ≥
−� + v”. Apart from physically relevant ones, these domination results also make
it possible to transfer many important mathematical statements from zero magnetic
potential to arbitrary magnetic potentials, such as essential self-adjointness results
[13,41] or certain smoothing properties of the Schrödinger semigroups [1,13].
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Going back to the fundamental papers [18,31,44], there is also a basic theory of
magnetic Schrödinger operators for discrete graphs. In the last years an extensive
amount of research for these operators has been carried out into various directions.
Let us only mention here that basic spectral properties and Kato’s inequality have been
proven in [7], for a Hardy inequality see [12], for approximation results of spectral
invariants see [32,33], and for weak Bloch theory see [20]. Recently there has been
a strong focus on the question of essential self-adjointness of magnetic Schrödinger
operators [4,12,34–36,45].

On discrete graphs the Markov processes corresponding to free Laplacians are
jump processes (which have very special path properties), and magnetic potentials are
typically defined as functions on the underlying set of edges. So, one might hope that
it is possible to get a proper notion of line integrals in this setting, which produces a
probabilistic representation of the magnetic Schrödinger semigroups. The main result
of this paper, a Feynman–Kac–Itô type formula for discrete graphs, precisely states
that this is possible.

Unfortunately, so far all proposed settings for discrete magnetic Schrödinger oper-
ators are somewhat tailored to their specific applications and, thus, are often rather
restrictive. In particular, a general and systematic treatment of the question, when
the operators can actually be defined as genuine self-adjoint operators, seems to be
missing.

The first question that arises is actually what a natural and sufficiently general
framework might be in this context. We start with quadratic forms associated with
graphs and then identify a class of potentials that is suitable to our cause. Having the
goal of a Feynman–Kac–Itô formula in mind (where due to the presence of a magnetic
potential one cannot expect to conclude exclusively with monotone convergence argu-
ments), a natural assumption on the potential is that the corresponding non-magnetic
quadratic form is semi-bounded from below on the functions with compact support.
Remarkably, it turns out that the latter assumption is in fact all we need to get a closable
semi-bounded form, and thus a self-adjoint semi-bounded operator, in the magnetic
case. This is the content of Theorem 2.9. To the best of our knowledge, this result
is even new in the non-magnetic setting since it goes beyond classical perturbation
theory in the spirit of Kato.

In addition, we give criteria for the above mentioned self-adjoint semi-bounded
operator to be unique in an appropriate sense, which in turn also provides criteria for
a certain uniqueness of the Markov processes.

Having established the operator theoretic side, we then give the definition of the
stochastic line integral in terms of a sum along the path of the process.We establish our
main result, the Feynman–Kac–Itô formula in Theorem4.1. Let us stress that we do not
have tomake any restrictions on the underlying geometry such as local finiteness of the
graph. Furthermore, we do not require anything on the positive parts of the potentials,
nor on the magnetic potentials. The only assumption we make on the negative part of
the potential is the already mentioned, namely, that the corresponding non-magnetic
form is semi-bounded from below on the functions with compact support. Compared
to the manifold case this assumption is significantly weaker, obviously due to the
discrete structure of our setting.
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Finally,we remark thatmanifolds and graphs essentially provide themost approach-
able and prominent non-trivial examples of local and non-local Dirichlet forms. So,
having established a Feynman–Kac–Itô formula in both of these worlds appears to be
a promising step towards a unified theory for all regular Dirichlet forms. Here, as we
have already mentioned, the results of [2,21,22] should be very useful.

The paper is structured as follows: In Sect. 2, we introduce and establish all nec-
essary operator theoretic results. In Sect. 3, we introduce the necessary probabilistic
concepts (including the definition of the line integral in this setting). Section 4 is
completely devoted to the presentation and the proof of our main result, the Feynman–
Kac–Itô formula, Theorem 4.1, and finally, in Sect. 5, we have collected several
applications such as semigroup formulas, Kato’s inequality, a Golden–Thompson
inequality and a representation of the form domain for suitable potentials.

Note added: Let us mention the follow up papers by the first named author [14,15]
which treat Feynman–Kac formulae and semiclassical limits for covariant Schrödinger
semigroups on Hermitian vector bundles over infinite weighted graphs. These papers
are heavily building on the results presented here.

2 Magnetic Schrödinger operators

In this section we introduce the set up in which we are going to prove the Feynman–
Kac–Itô formula. While it is clear from earlier work how a magnetic Schrödinger
operator should act [18,31,34,44], it is a non-trivial problem to determine when a
self-adjoint semi-bounded operator can be defined. This starts with the problem that
for general weighted graphs the formal operator does not necessarily map the com-
pactly supported functions into �2. Although the theory of quadratic forms provides a
helpful tool, it raises the problem of determining whether the form, defined a priori on
the compactly supported functions, is closable and semi-bounded from below. This,
however, is a rather subtle issue which in general does not allow for a complete and
applicable characterization. Here, we provide a rather general framework in which
we give a sufficient condition (cf. Theorem 2.9 below) for the general magnetic case,
which, remarkably, even turns out to be necessary in the non-magnetic case. Interest-
ingly, we will use a Feynman–Kac–Itô formula for potentials that are bounded below
in order to derive the latter result.

After briefly reviewing the basic set up of weighted graphs, we introduce the matg-
netic forms and the corresponding formal operators. Then,we give a sufficient criterion
for closability and semi-boundedness of the forms. At the end, we discuss uniqueness
of semi-bounded self-adjoint extensions/restrictions and present a result on semigroup
convergence.

2.1 Weighted graphs

We essentially follow the setting of [25]. Let (X, b) be a graph, that is, X is a countable
set, equipped with the discrete topology, and

b : X × X −→ [0,∞)

123



A Feynman–Kac–Itô formula for magnetic. . . 369

is a symmetric function with the properties b(x, x) = 0 and
∑

y∈X

b(x, y) < ∞ for all x ∈ X.

Then, the elements of X are called vertices and one says that x, y ∈ X are neighbors
or connected by an edge, if b(x, y) > 0, which is written as x ∼ y. The graph X is
called locally finite, if every vertex has only a finite number of neighbors. Furthermore,
a path on the graph X is a (finite or infinite) sequence of pairwise distinct vertices (x j )

such that x j ∼ x j+1 for all j , and X is called connected, if for any x, y ∈ X there is
a path (x j )

n
j=0 such that x0 = x and xn = y.

For simplicity and without loss of generality, we will assume throughout the paper
that the graph X is connected.

When X is equipped with the discrete topology, any function m : X → (0,∞)

gives rise to a Radon measure of full support on X by setting m(A) := ∑
x∈A m(x).

Then, the triple (X, b, m) is called a weighted graph. For x ∈ X , we denote the
weighted vertex degree by

degm(x) = 1

m(x)

∑

y∈X

b(x, y).

Often, we use this notation for the constant measure m ≡ 1 in which case we have
deg1(x) = ∑

y∈X b(x, y). This notion is motivated by the following observation:
Whenever m ≡ 1 and b : X × X → {0, 1}, the number degm(x) = deg1(x) is equal
to the number of edges emerging from a vertex x .

2.2 Quadratic forms

Let C(X) be the linear space of all complex-valued functions on X and Cc(X) its
subspace of functions with finite support. We denote the standard scalar product and
norm on �2(X, m) with 〈•, •〉 and ‖•‖, respectively, that is,

〈 f, g〉 =
∑

x∈X

f (x)g(x)m(x), ‖ f ‖ = 〈 f, f 〉 1
2 .

Clearly,Cc(X) is dense in �2(X, m). Let δx be the function that takes the value 1/m(x)

at x and 0 otherwise. By the discreteness of the underlying data, any linear operator
A in �2(X, m) with Cc(X) ⊆ D(A) has a unique integral kernel in the sense that the
function

A(•, •) : X × X −→ C, A(x, y) = 1

m(x)

〈
Aδx , δy

〉

is the unique one such that

A f (x) =
∑

y∈X

A(y, x) f (y)m(y) for all f ∈ D(A), x ∈ X.
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370 B. Güneysu et al.

Following [4], we understand by a magnetic potential on the set X a function

θ : X × X → [−π, π ] such that θ(x, y) = −θ(y, x), x, y ∈ X.

A function v : X → R will be simply called a potential.
Throughout the paper, let θ be an arbitrary magnetic potential, and if not further

specified, then v denotes an arbitrary potential.
We define a symmetric sesqui-linear form on �2(X, m) with domain of definition

Cc(X) by

Q(c)
v,θ ( f, g) := 1

2

∑

x,y∈X

b(x, y)
(

f (x) − eiθ(x,y) f (y)
) (

g(x) − eiθ(x,y)g(y)
)

+
∑

x∈X

v(x) f (x)g(x)m(x).

With

F̃(X) :=
⎧
⎨

⎩ f ∈ C(X)

∣∣∣∣∣∣

∑

y∈X

b(x, y)| f (y)| < ∞ for all x ∈ X

⎫
⎬

⎭ ,

we define the formal difference operator L̃v,θ : F̃(X) → C(X) by

L̃v,θ f (x) = 1

m(x)

∑

y∈X

b(x, y)
(

f (x) − eiθ(x,y) f (y)
)

+ v(x) f (x).

Note that if X is locally finite, then one has F̃(X) = C(X). However, in general, F̃(X)

does not include �2(X, m).
The form Q(c)

v,θ and the operator L̃v,θ are related by Green’s formula. We give two
formulations: One for a very large class of functions which does not allow for an
expression in terms of the introduced forms and scalar products but only explicitly in
terms of sums. The second is a concise formulation for compactly supported functions.

Lemma 2.1 (Green’s formula) For all f ∈ F̃(X), g ∈ Cc(X), one has

∑

x∈X

L̃v,θ f (x)g(x)m(x)=
∑

x∈X

f (x)L̃v,θ g(x)m(x)

= 1

2

∑

x,y∈X

b(x, y)
(

f (x)−eiθ(x,y) f (y)
)(

g(x)−eiθ(x,y)g(y)
)

+
∑

x∈X

v(x) f (x)g(x)m(x).

Moreover, if L̃v,θ [Cc(X)] ⊆ �2(X, m), then for all f, g ∈ Cc(X) one has

Q(c)
v,θ ( f, g) = 〈

L̃v,θ f, g
〉 = 〈

f, L̃v,θ g
〉
.
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Proof The statements follow from a direct computation, where absolute convergence
of the sums is guaranteed by g ∈ Cc(X) and

∑
y b(x, y)| f (y)| < ∞ as f ∈ F̃(X)

(cf. 17, Lemma 4.7 for more details). �

If Q(c)
v,θ is semi-bounded from below and closable, we denote its closure by Qv,θ

with domain D(Qv,θ ) and the corresponding self-adjoint operator by Lv,θ with domain
D(Lv,θ ), see [39, Theorem VIII.15].

When Q(c)
v,θ is semi-bounded from below and closable, it is known in many cases

that the domain of Qv,θ is contained in F̃(X). In this case an important consequence
of Green’s formula is that the corresponding self-adjoint operator Lv,θ is in fact a
restriction of L̃v,θ , see Theorem 2.12 below.

For v ≥ 0 and θ ≡ 0, the form Q(c)
v,0 is always closable on �2(X, m) and its closure is

a regular Dirichlet form as X is equipped with the discrete topology. Indeed, all regular
Dirichlet forms on discrete measure spaces (X, m) are parameterized by graphs b and
potentials v ≥ 0. This situation was studied in [25] to which we refer the interested
reader for details. In what follows, we use the conventions Q := Q0,0 and L := L0,0.

Remark 2.2 Note that suitable extensions of Q to the space of functions of finite
energy

⎧
⎨

⎩ f ∈ C(X) |
∑

x,y∈X

b(x, y)| f (x) − f (y)|2 < ∞
⎫
⎬

⎭

are resistance forms in the sense of Kigami [28]. Indeed, the only assumption in [28,
Definition 2.3.1] which is non-trivial to check is (RF04). This however follows by [11,
Lemma 3.4]. On the other hand, a magnetic form Q(c)

0,θ , θ �= 0, can not be extended to
a resistance form since it violates the cut-off property (RF05).

2.3 Potentials

We are interested in classes of potentials v such that the forms Q(c)
v,θ are semi-bounded

from below and closable. For this some restrictions on the potentials are needed.
In the sequel, whenever dealingwith a sesqui-linear form s, we denote its associated

quadratic form by the same letter, i.e., s( f ) := s( f, f ) for f in the domain of s.
Moreover, from now on the term “semi-bounded” will always mean “semi-bounded
from below”.

For a functionw : X → R, we will writew± = (±w)∨0 such thatw = w+ −w−.
Let qv be the symmetric sesqui-linear form given by v, that is,

D(qv) := �2(X, |v|m)∩�2(X, m), qv( f, g) :=
∑

x∈X

v(x) f (x)g(x)m(x).
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We consider the following classes of potentials

Aθ :=
{
w : X → R

∣∣∣ There is C ≥ 0 such that

qw−( f ) ≤ Q(c)
w+,θ ( f ) + C‖ f ‖2 for all f ∈ Cc(X)

}

and

Bθ :=
{
w : X → R

∣∣∣ There are ε > 0 and C ≥ 0 such that

qw−( f ) ≤ (1 − ε)Q(c)
w+,θ ( f ) + C‖ f ‖2 for all f ∈ Cc(X)

}
.

First, we observe the obvious inclusions

Bθ ⊆ Aθ .

The potentials v in Bθ give rise to forms qv− which are called infinitesimally form

bounded with respect to Q(c)
v+,θ in the literature. For this class one can apply classical

perturbation theory in the spirit of Kato, see Proposition 2.8.
The importance of the larger class Aθ stems from the following elementary obser-

vation.

Lemma 2.3 The form Q(c)
v,θ being semi-bounded is equivalent to v ∈ Aθ . Moreover,

A0 ⊆ Aθ and B0 ⊆ Bθ .

In particular, for any v ∈ A0 the form Q(c)
v,θ is semi-bounded.

Proof The first statement is straightforward from the definition. For the second
statement note that for f ∈ Cc(X), we obviously have qv−( f ) = qv−(| f |) and

Q(c)
v+,0(| f |) ≤ Q(c)

v+,θ ( f ). The “in particular” part is clear. �
In the remark below we give a preview of what we will prove for the potentials

in each of these classes. Let us note that these considerations go beyond standard
perturbation theory.

Remark 2.4 In the sequel we will encounter the following configurations of assump-
tions:

(A) v ∈ A0.
(B) v ∈ Aθ and b locally finite.
(C) v ∈ Bθ .

In many cases in (B) it even suffices to assume L̃v,θ [Cc(X)] ⊆ �2(X, m) which is
implied by local finiteness, see Lemma 2.11.
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By Lemma 2.3 we know that even for the largest classAθ the forms Q(c)
v,θ are semi-

bounded. So, a natural starting point is closability of the form Q(c)
v,θ in �2(X, m). This

is implied by any of the assumptions above, i.e.,

(A) or (B) or (C) �⇒ closability of Q(c)
v,θ . (Proposition 2.8, Theorem 2.9)

Having a closable form, we can consider the closure Qv,θ which comes with an asso-
ciated positive self-adjoint operator Lv,θ by general theory. For various considerations
it is important to know the action of the operator Lv,θ . By Green’s formula we know
that Lv,θ is a restriction of L̃v,θ on Cc(X) (whenever Cc(X) is included in D(L)), so,
it would be desirable to know whether Lv,θ is a restriction of L̃v,θ on D(L). This is
indeed guaranteed under the assumptions (B) and (C), i.e.,

(B) or (C) �⇒ Lv,θ is a restriction of L̃v,θ on D(L). (Theorem 2.12)

Furthermore, under additional assumptions we can show that Lv,θ is the unique self-
adjoint restriction of L̃v,θ on �2(X, m). This is a slight generalization of the concept
of essential self-adjointness. In Sect. 2.5 we proof such results under the assumptions
(B) and (C)

(B) or (C) �⇒ Uniqueness results for Lv,θ . (Theorem 2.14 and Theorem 2.16)

The major result of this paper is a Feynman–Kac–Itô formula. Here, assumption (A)
suffices, as it guarantees closability of the forms Q(c)

v,θ and Q(c)
v,0,

(A) �⇒ Feynman–Kac–Itô formula for e−t Lv,θ (Theorem 4.1)

It is remarkable that we do not need any explicit knowledge of the operator to prove
this result. In particular assumptions (B) or (C) which guarantee such knowledge do
not enter.

Finally, let us mention a situation under which all results of the paper hold:

(D) v ∈ B0.

Let us discuss some examples for these classes of potentials. We start by an impor-
tant subclass of B0—the Kato class. Then, we give examples on the threshold of B0
andA0. Finally, we refer to the general framework of admissible potentials, whereA0
can already seen to be featured.

Example 2.5 (Kato class) We recall that a function w : X → R is in the Kato class
K of the regular Dirichlet form Q = Q0,0, if and only if

lim
t→0+ sup

x∈X

∫ t

0

∑

y∈X

e−sL(x, y)|w(y)|m(y)ds = 0,
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where (x, y) �→ e−t L(x, y) is the kernel of the semigroup of the operator L =
L0,0 associated to Q. By combining [30, Lemma 3.1] with [43, Theorem 3.1], we
immediately get K ⊆ B0. So, one has

�p(X) ⊆ K ⊆ B0 for all p ∈ [1,∞],

where of course �p(X) = �p(X, m ≡ 1) ⊆ �∞(X). This follows from the uniform
estimates

e−sL(x, y)m(y) ≤
∑

z∈X

e−sL(x, z)m(z) ≤ 1, s ≥ 0, x, y ∈ X.

Here, the second inequality follows as Q is a Dirichlet form. We would like to stress
the fact that the validity of the inclusion �p(X) ⊆ K without any further assumptions
on Q is a special feature of discrete spaces, in the sense that on Riemannian manifolds
one needs considerable curvature assumptions to produce L p-type subspaces of the
corresponding Kato class for p �= ∞ (cf. [29]).

Let us come to examples at the threshold of A0 and B0.

Example 2.6 Let (X, b) be a graph and m a measure. Recall that Cheeger’s constant
is given by

α := inf
W⊆Xfinite

b(∂W )

deg1(W )
,

where ∂W = W × (X\W ) and deg1(x) = ∑
y∈X b(x, y). Then, for ϕ ∈ Cc(X) one

has the following inequality [12,26],

(
1 −

√
1 − α2

)
qdegm

(ϕ) ≤ Q(ϕ).

In the case α > 0, consider

vε := − (1 − ε)(
1 − √

1 − α2
) degm, ε ≥ 0.

Then, vε ∈ B0 ⊆ A0 for ε > 0 and, for ε = 0, we have v0 ∈ A0.
In order to present an example in A0\B0 consider a binary tree with standard

weights, i.e., b(x, y) ∈ {0, 1}. In this case, the inequality above is sharp independent
of the choice of the measure m. Moreover, for a probability measure m the form qv0

for the potential v0 is unbounded on �2(X, m). Thus, v0 ∈ A0\B0.

Finally, we address a rather abstract class of potentials which includes A0.

Example 2.7 As it can be seen from Theorem 2.9 below, the class of admissible
potentials corresponding to the closure of Q(c)

v+,0, which has been introduced in [46,47]
includesA0. See [27] for further characterizations of the class of admissible potentials.
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In summary

K ⊆ B0 ⊆ A0 ⊆ {admissible potentials},

where there are examples such that the inclusion in the middle is strict.
By the inclusions A0 ⊆ Aθ , B0 ⊆ Bθ , discussed in Lemma 2.3, the potentials in

Examples 2.5 and 2.6 are also examples for θ �= 0. Nevertheless, the classes Aθ and
Bθ may depend on the parameter θ .

2.4 Semi-boundedness, closability and associated operators

In this subsection we state the result that for potentials inA0 the corresponding mag-
netic quadratic form is closable.

By making suitable assumptions on the geometry of (X, b) or on the negative part
of the potential we can determine the action of the operator associated to the closure
of Q(c)

v,θ . It turns out that in many cases this operator is a restriction of L̃v,θ (see
Theorem 2.12).

We start with an observation which does not come as a surprise from the perspective
of classical perturbation theory in the spirit of Kato. However, we can not simply give
a reference since we use the explicit action of the form.

Proposition 2.8 For v ∈ Bθ the form Q(c)
v,θ is semi-bounded and closable. Its closure

Qv,θ is semi-bounded and given by Qv,θ = Qv+,θ − qv− with domain D(Qv,θ ) =
D(Qv+,θ ). Furthermore, for all f, g ∈ D(Qv,θ ), one has

Qv,θ ( f, g) = 1

2

∑

x,y∈X

b(x, y)
(

f (x) − eiθ(x,y) f (y)
)(

g(x) − eiθ(x,y)g(y)
)

+
∑

x∈X

f (x)g(x)v(x)m(x).

Proof We start by proving the closability for v+. Define the form

Qmax
v+,θ : �2(X, m) −→ [0,∞]

by

Qmax
v+,θ ( f ) = 1

2

∑

x,y∈X

b(x, y)

∣∣∣ f (x) − eiθ(x,y) f (y)

∣∣∣
2 +

∑

x∈X

v+(x)| f (x)|2m(x).

In order to show that Q(c)
v+,θ is closable, it suffices to demonstrate that Qmax

v+,θ is lower
semi-continuous. This is a consequence of Fatou’s lemma.
Now, for v ∈ Bθ , there is ε > 0 and C > 0 such that for C ′ > C , we obtain the
inequalities

εQv+,θ ( f ) + (C ′ − C)‖ f ‖2 ≤ Q(c)
v,θ ( f ) + C ′‖ f ‖2 ≤ Qv+,θ ( f ) + C ′‖ f ‖2
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for all f ∈ Cc(X). These inequalities show that both form norms have the same
Cauchy sequences. Thus, the closability of Q(c)

v+,θ implies the closability of Q(c)
v,θ and

the equality D(Qv,θ ) = D(Qv+,θ ). For the statement on the action of the form, let us
first note that

Qmax
v,θ ( f ) = 1

2

∑

x,y∈X

b(x, y)

∣∣∣ f (x) − eiθ(x,y) f (y)

∣∣∣
2 +

∑

x∈X

v(x)| f (x)|2m(x)

is well defined for all f ∈ D(Qv,θ ), i.e., Qmax
v+,θ ( f ) < ∞ and qv−( f ) < ∞. To see

this, pick a sequence of compactly supported functions ( fn) converging to f with
respect to the form norm induced by Qv+,θ . We then obtain by Fatou’s lemma and by
v ∈ Bθ

Qmax
v+,θ ( f ) ≤ lim inf

n→∞ Qv+,θ ( fn) = Qv+,θ ( f )

and

qv−( f ) ≤ lim inf
n→∞ qv−( fn) ≤ lim inf

n→∞ (1 − ε)Qv+,θ ( fn) + C‖ fn‖2

= (1 − ε)Qv+,θ ( f ) + C‖ f ‖2.

Altogether, the above, Fatou’s lemma and Qmax
v,θ being a quadratic form implies

∣∣Qmax
v,θ ( f ) − Qv,θ ( f )

∣∣1/2 = lim
n→∞

∣∣Qmax
v,θ ( f ) − Qmax

v,θ ( fn)
∣∣1/2

≤ lim inf
n→∞

∣∣∣Qmax
v+,θ ( f ) − Qmax

v+,θ ( fn)

∣∣∣
1/2

+ lim inf
n→∞

∣∣qv−( f ) − qv−( fn)
∣∣1/2

≤ lim inf
n→∞ Qmax

v+,θ ( f − fn)1/2 + lim inf
n→∞ qv−( f − fn)1/2

≤ lim inf
n,m→∞ Qmax

v+,θ ( fm − fn)1/2

+ lim inf
n,m→∞

(
(1−ε)Qmax

v+,θ ( fm − fn)+C‖ fm − fn‖2
)1/2

.

As ( fn) is a Cauchy-sequence with respect to the form norm of Qv+,θ , these compu-
tations show the claim. �

In fact,we are going to prove the followinggeneralizationofProposition2.8 later on,
which will not be used in the sequel of this section, but certainly it is of an independent
interest. The proof, given in Sect. 4.4, works by an approximation argument, cutting
off the negative parts of the potentials and employing a Feynman–Kac–Itô formula
for potentials that are bounded from below (and, thus, belong to B0). Eventually, we
will use this result to show a Feynman–Kac–Itô formula for potentials in A0.

Theorem 2.9 For every v ∈ A0 the form Q(c)
v,θ is semi-bounded and closable.
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For non-magnetic forms, i.e., θ = 0, even the converse is true.

Corollary 2.10 The form Q(c)
v,0 is semi-bounded and closable if and only if v ∈ A0.

Proof The “if” follows directly from Theorem 2.9 and the “only if” follows as Q(c)
v,0

is not semi-bounded if v is not in A0, by Lemma 2.3. �

We proceed by giving further criteria for Q(c)
v,θ being closable and for the operator

Lv,θ associated to its closure being a restriction of L̃v,θ . To this end the condition
L̃v,θ [Cc(X)] ⊆ �2(X, m) plays a role. We put this condition into perspective which
is based on an observation made in [25] for the Dirichlet form case.

Lemma 2.11 The following assertions are equivalent:

(i) L̃v,θ [Cc(X)] ⊆ �2(X, m).
(ii) L̃0,0[Cc(X)] ⊆ �2(X, m)

(iii) For all x ∈ X the function X → [0,∞), y �→ b(x, y)/m(y) belongs to �2(X, m).

If one of the above is satisfied, then �2(X, m) ⊆ F̃(X). Furthermore, the assertions
are implied by local finiteness of the graph b or m ≥ C for some C > 0.

Proof The proof follows from a straightforward computation, see e.g. [25, Proposi-
tion 3.3] and [14, Lemma 2.3] for details. �

We can now state the theorem about the action of the operators.

Theorem 2.12 Suppose one of the following conditions holds.

(a) v ∈ Bθ .
(b) v ∈ Aθ and L̃v,θ [Cc(X)] ⊆ �2(X, m).
(c) v ∈ Aθ and (X, b) is locally finite.

Then Q(c)
v,θ is semi-bounded and closable and the corresponding operator is a restric-

tion of L̃v,θ .

Proof Clearly assumption (c) implies (b), hence it suffices to show the statement under
assumption (a) and (b). Let us assume (a). As seen in Proposition 2.8, the form Q(c)

v,θ

is semi-bounded, closable and satisfies D(Qv,θ ) = D(Qv+,θ ). We will now show
D(Qv+,θ ) ⊆ F̃(X). The inclusion D(Qv+,θ ) ⊆ F̃(X) together with the action of
Qv,θ (Proposition 2.8) and Green’s formula (Lemma 2.1) would imply

〈Lv,θ f, g〉 = Qv,θ ( f, g) =
∑

x∈X

L̃v,θ f (x)g(x)m(x)
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for all f ∈ D(Lv,θ ) and g ∈ Cc(X). So, showing D(Qv+,θ ) ⊆ F̃(X) would prove
the claim. Thus, let f ∈ D(Qv+,θ ) be given. We estimate

∑

y∈X

b(x, y)| f (y)| ≤
∑

y∈X

b(x, y)

∣∣∣ f (x) − eiθ(x,y) f (y)

∣∣∣ +
∑

y∈X

b(x, y)| f (x)|

≤ deg1(x)1/2

⎛

⎝
∑

y∈X

b(x, y)

∣∣∣ f (x) − eiθ(x,y) f (y)

∣∣∣
2

⎞

⎠
1/2

+ deg1(x)| f (x)|,

where deg1(x) = ∑
y∈X b(x, y) is finite by assumption on the graph b and the form

expression is finite by Proposition 2.8. Hence,
∑

y∈X b(x, y)| f (y)| < ∞ which

implies f ∈ F̃(X).
Next, we assume (b) holds. Then Q(c)

v,θ is semi-bounded and closable by the
Friedrich’s extension theorem. Let f ∈ D(Lv,θ ) be given and ( fn) be a sequence
of compactly supported functions converging to f in the form norm. Then, for all
g ∈ Cc(X), we obtain by definition of Lv,θ and Green’s formula (Lemma 2.1)

〈Lv,θ f, g〉 = Qv,θ ( f, g)

= lim
n→∞ Q(c)

v,θ ( fn, g)

= lim
n→∞

∑

x∈V

L̃v,θ fn(x)g(x)m(x).

As g is compactly supported, it suffices to show the pointwise convergence of L̃v,θ fn

towards L̃v,θ f to prove the claim. For this it is sufficient to show the convergence

∑

y∈X

b(x, y) fn(y)eiθ(x,y) →
∑

y∈X

b(x, y) f (y)eiθ(x,y), n → ∞,

for each x ∈ X . This can be deduced from

∑

y∈X

b(x, y)| fn(y) − f (y)| ≤
⎛

⎝
∑

y∈X

b(x, y)2

m(y)

⎞

⎠
1/2 ⎛

⎝
∑

y∈X

| fn(y) − f (y)|2m(y)

⎞

⎠
1/2

,

where the finiteness of the first factor of the right-hand side follows from the charac-
terization of the assumption L̃v,θ [Cc(X)] ⊆ �2(X, m) in Lemma 2.11 and finiteness
of the second factor follows from f, fn ∈ �2(X, m). �

2.5 Uniqueness of semi-bounded self-adjoint restrictions

In this section we present uniqueness results for self-adjoint operators that are restric-
tions of L̃v,θ . It is intended to complement the operator theoretic picture and extend
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previous results in this direction to our much more general situation. However, these
result will not be needed for the Feynman–Kac–Itô formula.

A classical approach to uniqueness results of self-adjoint operators is the concept
of essential self-adjointness. However, the notion of essential self-adjointness of L̃v,θ

only makes sense if L̃v,θ [Cc(X)] ⊆ �2(X, m). Nevertheless, in general, we can still
ask for the uniqueness of semi-bounded self-adjoint restrictions of L̃v,θ on �2(X, m)

in an appropriate sense (Precisely, we ask whether there is a unique dense subspace
D of �2(X, m) such that the restriction of L̃v,θ to D is a semi-bounded self-adjoint
operator).

Let us mention that, in general, it is not clear whether L̃v,θ has a self-adjoint
restriction to �2(X, m) at all.

We start by presenting an abstract criterion for uniqueness in case of existence of
self-adjoint restrictions based on uniqueness of the solutions of (L̃v,θ −λ)u = 0. This
is complemented by two two conditions each of which ensuring existence. This is the
content of, Proposition 2.13.

Afterwards, we give two criteria under which the assumptions of Proposition 2.13
are met. The first one, Theorem 2.14, essentially makes an assumption on the under-
lying weighted graph as a measure space, and the second one, Theorem 2.16, makes
an assumption on the weighted graph as a metric space.

We start with the abstract criteria for uniqueness and existence.

Proposition 2.13 Assume there exists some constant C ∈ R such that for all λ < C,
every solution u ∈ F̃(X) ∩ �2(X, m) of (L̃v,θ − λ)u = 0 satisfies u ≡ 0. Then L̃v,θ

has at most one semi-bounded self-adjoint restriction on �2(X, m). Furthermore, the
following holds:

(a) If, additionally, v ∈ Bθ , then L̃v,θ has a unique semi-bounded self-adjoint restric-
tion.

(b) If, additionally, v ∈ Aθ and L̃v,θ [Cc(X)] ⊆ �2(X, m), then L̃v,θ |Cc(X) is essen-
tially self-adjoint.

Proof Suppose there are two such restrictions L1 and L2 on �2(X, m) which do not
coincide. Let C be a common lower bound of L1 and L2. Then, their resolvents
(L1 − λ)−1 and (L2 − λ)−1 are different for λ < C . Hence, we infer

u =
(
(L1 − λ)−1 − (L2 − λ)−1

)
ϕ �= 0 for some ϕ ∈ Cc(X).

As L1 and L2 are both restrictions of L̃v,θ , we have (L̃v,θ − λ)u = ϕ − ϕ = 0 and
get a contradiction.

Under the additional assumption in (a) the existence of a semi-bounded self-adjoint
restrictions follows from Theorem 2.12.

For the statement under the assumptions of (b) assume L̃v,θ [Cc(X)] ⊆ �2(X, m).
Let Lmin = L̃v,θ |Cc(X) and Lmax = L∗

min its adjoint. It suffices to show that Lmax is
self-adjoint. From Lemma 2.11 we infer �2(X, m) ⊆ F̃ . This allows the application
of Green’s formula (Lemma 2.1), i.e.,

〈
u, L̃v,θ f

〉 = 〈
L̃v,θu, f

〉
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for all u ∈ �2(X, m), such that L̃v,θu ∈ �2(X, m) and all f ∈ Cc(X). This shows that
Lmax is a restriction of L̃v,θ with domain

D(Lmax) =
{

u ∈ �2(X, m) | L̃v,θu ∈ �2(X, m)
}
.

Now let Lv,θ be the self-adjoint semi-bounded operator associated with the closure of
Q(c)

v,θ . By Theorem 2.12, Lv,θ is a restriction of L̃v,θ , satisfying D(Lv,θ ) ⊆ D(Lmax).
Therefore, it suffices to show the other inclusion. Let u ∈ D(Lmax) be given and let
w = (Lv,θ − λ)−1(L̃v,θ − λ)u ∈ D(Lv,θ ). We obtain (L̃v,θ − λ)(w − u) = 0, which
implies u = w ∈ D(Lv,θ ) by our assumptions. �

The first criterion for uniqueness is based on a result from [25] for θ = 0. This was
later generalized to locally finite magnetic operators in [12]. The result below stands
somewhat skew to the one of [12]: In [12] no assumption on the semi-boundedness of
the quadratic form is made, whereas we do not assume local finiteness.

Theorem 2.14 (Uniqueness-measure space criterion) Assume that for some α ∈ R

and all infinite paths (xn)∞n=0 one has

∞∑

n=1

m(xn)

n−1∏

j=0

(
1 + v(x j ) − α

degm(x j )

)2

= ∞.

Then the following holds:

(a) If, additionally, v ∈ Bθ , then L̃v,θ has a unique semi-bounded self-adjoint restric-
tion.

(b) If, additionally, v ∈ Aθ and L̃v,θ [Cc(X)] ⊆ �2(X, m), then L̃v,θ |Cc(X) is essen-
tially self-adjoint.

Proof As Q(c)
v,θ is bounded below by some constant C , we infer degm +v − λ > 0

for all λ < C . Thus, if the sums in the assumption diverge for a particular α, then
there is λ0 < −(|C | + |α|) such that these sums diverge for all λ < λ0. Let u ∈
�2(X, m) ∩ F̃(X) be a solution to the equation (L̃v,θ − λ)u = 0 for some λ < λ0.
Then, one easily gets

|u(x)| ≤
⎛

⎝ 1

m(x)

∑

y∈X

b(x, y)|u(y)|
⎞

⎠ ∣∣degm(x) + v(x) − λ
∣∣−1

,

for all x ∈ V . Suppose u �≡ 0, i.e., there exists an x0 ∈ X such that u(x0) �= 0. By the
above inequality there is an x1 ∼ x0 with

|u(x1)| ≥
∣∣∣∣1 + v(x0) − λ

degm(x0)

∣∣∣∣ |u(x0)|.
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Continuing this procedure, we may inductively choose an infinite path (xn) which
satisfies

|u(xn)| ≥
n−1∏

i=0

∣∣∣∣1 + v(xi ) − λ

degm(xi )

∣∣∣∣ |u(x0)|.

Therefore, we obtain

‖u‖2 ≥
∞∑

n=1

|u(xn)|2m(xn) ≥
∞∑

n=1

m(xn)|u(x0)|2
n−1∏

j=0

∣∣∣∣1 + v(x j ) − λ

degm(x j )

∣∣∣∣.

This implies u(x0) = 0 by the assumption. As this contradicts u(x0) �= 0, we conclude
u ≡ 0. Thus, the statement follows from Proposition 2.13. �

As we have already remarked, the second criterion is going to deal with the com-
pleteness of the weighted graph with respect to some appropriate metric structure.

Definition 2.15 A (pseudo) metric d on X is called a path (pseudo) metric for the
graph b, if there is a map σ : X × X → [0,∞)with the properties {σ = 0} ⊆ {b = 0}
and

d(x, y) = inf
x=x0∼...∼xn=y

n∑

j=1

σ(x j−1, x j ), for all x, y ∈ X.

A (pseudo) metric d is called intrinsic with respect to (X, b, m), if

∑

y∈X

b(x, y)d(x, y)2 ≤ m(x), for all x ∈ X.

We remark that the above definition of intrinsic metrics is adapted to our situation
from the abstract Dirichlet space setting of [9]. Furthermore, any weighted graph
admits an intrinsic metric. For example, one can take the path metric with weights

σ(x, y) = (degm(x) ∧ degm(y))− 1
2 for x ∼ y.

Next, we present a result which has also been suggested to us by O. Milatovic in
a private communication. Earlier results of this type for magnetic operators in the
continuum with similar kinds of proofs already appeared in [3].

Theorem 2.16 (Uniqueness-metric space criterion) Let d be an intrinsic pseudo met-
ric with respect to the underlying weighted graph.

(a) Assume v ∈ Bθ and that the metric balls with respect to d are all finite. Then the
operator L̃v,θ has a unique semi-bounded self-adjoint restriction.

(b) Assume v ∈ Aθ and that the underlying graph is locally finite and (X, d) is
a complete path metric space. Then the operator L̃v,θ |Cc(X) is essentially self-
adjoint.
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Remark 2.17 (a) Theorem 2.16 is a generalization of [23, Corollary 1 and Theorem 2]
and [34, Theorem 1.5].While the first reference does not allowmagnetic fields and
negative potentials, the second one assumes a uniformly bounded vertex degree,
a condition that we will avoid by using the concept of intrinsic metrics. The proof
works analogously to [34]. We refer also to [36] for results in this direction.

(b) In view of the Kato class being contained in B0 ⊆ Bθ ⊆ Aθ (cf. [43, Theo-
rem 3.1]), Theorem 2.16 can be considered in fact as a weighted-graph analogue
of the corresponding result for geodesically complete Riemannianmanifolds from
[16].

The proof of Theorem 2.16 given below, is based on the following ground state
transform: For any f = f1 + i f2 with real-valued f1, f2 ∈ F̃(X) we define

Q( f )(g, h) = 1

2

∑

x,y∈X

b( f )(x, y)
(

g(x) − g(y)
)(

h(x) − h(y)
)
, g, h ∈ Cc(X),

where b( f )(x, y) is defined for x, y ∈ X as

b(x, y)
(
cos(θ(x, y))

(
f1(x) f1(y) + f2(x) f2(y)

)

+ sin(θ(x, y))
(

f1(y) f2(x) − f1(x) f2(y)
))

.

Proposition 2.18 Assume f ∈ F̃(X) and λ ∈ R are such that (L̃v,θ − λ) f = 0.
Then, for all g ∈ Cc(X), one has

Q(c)
v,θ ( f g, f g) = Q( f )(g, g) + λ‖ f g‖2.

Proof The proof follows by direct calculation (cf. [34, Proposition 3.5] or [17, Propo-
sition 3.2]). �
Proof of Theorem 2.16 Let C be such that qv−( f ) ≤ (1 − ε)Q(c)

v+,θ ( f ) + C‖ f ‖2 for
∈ f ∈ Cc(X)with e > 0 in case (a) and e = 0 in the case (b.) Let f ∈ �2(X, m)∩ F̃(X)

and λ < C − 1 be such that (L̃v,θ − λ) f = 0. We fix some x0 ∈ X and denote the
R-ball, R > 0, with respect to d with center x0 by BR . Let ηR : X → [0, 1], be given
by

ηR(x) := 1 ∧ (2R − d(x, x0))+
R

for x ∈ X.

By a Hopf-Rinow type theorem [23, Theorem A1] (cf. [34, Section 6]), the balls are
finite under the metric completeness assumption in (b). Hence, finiteness of the balls
in (a) and (b) implies ηR ∈ Cc(X). Then using ηR |BR

≡ 1, the semi-boundedness of

Q(c)
v,θ by λ + 1, and Proposition 2.18, we obtain

‖ f 1BR ‖2 ≤ ‖ f ηR‖2 ≤ Q(c)
v,θ ( f ηR, f ηR) − λ‖ f ηR‖2 = Q( f )(ηR, ηR).
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Employing the inequalities b( f )(x, y) ≤ b(x, y)(| f (x)|2 + | f (y)|2), (ηR(x) −
ηR(y)) ≤ d(x, y)/R and the intrinsic metric property, yields

· · · ≤
∑

x∈X

| f (x)|2
∑

y∈X

b(x, y)(ηR(x) − ηR(y))2

≤ 1

R2

∑

x∈X

| f (x)|2
∑

y∈X

b(x, y)d(x, y)2 ≤ 1

R2 ‖ f ‖2.

Letting R → ∞ shows that ‖ f ‖ = 0. Thus, any solution f in �2(X, m) ∩ F̃(X) to
(L̃v,θ −λ) f = 0 is trivial. Thus, (a) follows directly by Proposition 2.13 while for (b)
we additionally have to invoke that local finiteness implies L̃v,θ [Cc(X)] ⊆ �2(X, m).

�

2.6 Semigroup convergence

We close this section with a result on the convergence of certain geometrically defined
restrictions of the semigroups (e−t Lv,θ )t≥0. This result will be central for the proof of
the Feynman–Kac–Itô formula.

We start by introducing some notation that will be useful in the sequel: For any
finite subset U ⊆ X , we denote with slight abuse of notation the restriction of m to U
also by m and we define Q(U )

v,θ to be the restriction of Q(c)
v,θ to

�2(U, m) = Cc(U ) = C(U ).

Here, the finiteness of U implies that Q(U )
v,θ is automatically closed. Let L(U )

v,θ be the

operator corresponding to Q(U )
v,θ . We have a canonic inclusion operator

ιU : �2(U, m) ↪→ �2(X, m)

which comes from extending functions to zero away from U , and its adjoint will be
denoted with πU := ι∗U .

Definition 2.19 A sequence (Xn)n∈N of finite sets Xn ⊆ X is called an exhausting
sequence for X , if Xn ⊆ Xn+1 for all n and if X = ⋃

n∈N Xn .

The following geometric approximation is based on the Mosco convergence of the
quadratic forms.

Proposition 2.20 Suppose Q(c)
v,θ is semi-bounded and closable and let (Xn)n∈N be an

exhausting sequence. Then, for all t ≥ 0, one as

ιXne
−t L(Xn )

v,θ πXn → e−t Lv,θ strongly in �2(X, m) as n → ∞.
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Proof By Theorem 5.11 it suffices to show that the forms Q(Xn)
v,θ converge to Qv,θ as

n → ∞ in the generalized Mosco sense. Part (a) of Definition 5.10 follows from the
closedness of Qv,θ while part (b) is due to the fact that Cc(X) is a core for Qv,θ by
definition. �

3 Stochastic processes on discrete sets

Let us introduce the necessary probabilistic framework. That is we construct aMarkov
process. Later in Sect. 4 we show that this Markov process appears in the Feynman–
Kac–Itô formula and is therefore related to the semigroups of the operators considered
above. Furthermore, we construct a discrete stochastic line integral with respect to this
process.

We take a discrete time Markov chain (Yn)n∈N with state space X which satisfies

P (Yn = x |Yn−1 = y) = b(x, y)

deg1(y)
for all n ≥ 1,

where in the following (�,F ,P) is some fixed probability space, deg1(x) =∑
y∈X b(x, y), x ∈ X , and N = {0, 1, 2, . . .}. Let (ξn)n∈N be a sequence of inde-

pendent exponentially distributed random variables of parameter 1 which are also
independent of (Yn)n∈N. For n ≥ 1, we define the sequence of stopping times

Jn := 1

degm(Yn−1)
ξn, τn := J1 + · · · + Jn,

with the convention τ0 := 0. Furthermore, we define the stopping time

τ := sup
n∈N

τn : � −→ [0,∞],

where obviously τ > 0 is satisfied P-almost surely.
With these preparations, we define the jump process

X : [0, τ ) × � −→ X, X|[τn ,τn+1)×� := Yn for all n ∈ N.

Note that X is maximally defined and that the τn’s are precisely the jump times of X.
If Px := P(• | X0 = x), and if F∗ denotes the filtration Ft = σ(Xs | s ≤ t), t ≥ 0,
corresponding to X, then the tuple

(�,F ,F∗,X, (Px )x∈X )

is a (reversible) strong Markov process (see for example Theorem 6.5.4 in [37] for a
proof).

Let us denote the number of jumps of X until t by N (t), i.e.,

N (t) = sup{n ∈ N | τn ≤ t}.

123



A Feynman–Kac–Itô formula for magnetic. . . 385

The following definitions will be central for this paper. We define two random
variables by

∫ t

0
θ(dXs) :=

N (t)∑

n=1

θ
(
Xτn−1 ,Xτn

) : {t < τ } −→ R

and

St (v, θ |X) := i
∫ t

0
θ(dXs) −

∫ t

0
v(Xs)ds : {t < τ } −→ C.

In particular, St (v, 0|X) can be seen as the usual additive Feynman–Kac functional
St (v, 0|X) = − ∫ t

0 v(Xs)ds.
Thewell-definedness of

∫ t
0 θ(dXs) and

∫ t
0 v(Xs)ds (and thus ofSt (v, θ |X)) follows

from the simple observation {N (t) < ∞} = {t < τ }.
Furthermore, it is easily seen that the processes

∫ •

0
θ(dXs) : [0, τ ) × � −→ R, S•(v, θ |X) : [0, τ ) × � −→ C

are F∗-semimartingales under Px with lifetime τ , which motivates the following
definition.

Definition 3.1 The process
∫ •
0 θ(dXs) is called the stochastic line integral of θ along

X , and S•(v, θ;X) is called the Euclidean action corresponding to θ and v.

Here, the notions “line integral” and “Euclidean action” are both motivated from
themanifold setting [8], where in the first case θ is interpreted as a 1-form on the graph
X . We refer the reader to [34] for a justification of the latter geometric interpretation.

Let us end this section by putting the process X into perspective.

Remark 3.2 It is certainly well known that the constructed process X is related to
semigroup e−t L of the operator L = L0,0 introduced in the previous section via the
formula

e−t L f (x) = Ex
[
1{t<τ } f (Xt )

]
.

In any case, this formula is a special case of the Feynman–Kac–Itô formula proven in
the next section.

This formula has a simple but nevertheless important consequence, namely, one
has

e−t L(x, y)m(y) = Px (Xt = y) for all t > 0, x, y ∈ X,

where the kernel e−t L(x, y), x, y ∈ X , of e−t L exists due to discreteness of the space.
In particular, it follows that the process (�,F ,F∗,X, (Px )x∈X ) is non-explosive, i.e.,

Px (τ = ∞) = 1 for all x ∈ X,
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if and only if one has

∑

y∈X

e−t L(x, y)m(y) = 1 for all t ≥ 0, x ∈ X.

This follows from combining the formula e−t L(x, y)m(y) = Px (Xt = y) with {τ =
∞} = ⋂

n∈N{τ > n} keeping Px (τ > 0) = 1 in mind.
In summary, the Dirichlet form Q = Q0,0 is stochastically complete, i.e., e−t L1 =

1, if and only if the process is non-explosive, i.e., Px (τ = ∞) = 1, x ∈ X , a
well-known fact which is found already in [10, Exercise 4.5.1]. In case the underlying
process is non-explosive, some of the considerations belowbecome somewhat simpler,
nevertheless, there are many graphs where explosion can occur, see e.g. [25,48,49].

4 The Feynman–Kac–Itô formula

4.1 Statement

The following theorem is the main result of this paper.

Theorem 4.1 (Feynman–Kac–Itô formula) Let v ∈ A0. Then for any f ∈ �2(X, m),
t ≥ 0 and x ∈ X, one has

e−t Lv,θ f (x) = Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
. (FKI)

The rest of the section is dedicated to the proof of Theorem 4.1. The proof is divided
into several parts:

Part 1: We prove (FKI) for finite subgraphs in Theorem 4.3. Here, we use the explicit
form of the process X.

Part 2: We show (FKI) for the case where Q(c)
v,θ and Q(c)

v,0 are both closable, The-
orem 4.7. Here, we use that their closures can be well approximated by
restrictions to finite subgraphs, see Proposition 2.20.

Part 3: Finally, we show that the forms Q(c)
v,θ and Q(c)

v,0 are closable for v ∈ A0, Theo-
rem 2.9 proven in Sect. 4.4. Here, we use (FKI) for potentials whose negative
part is bounded (a case which is included in Theorem 4.7 by Proposition 2.8).

Remark 4.2 (a) It should be noted that we make no assumptions on the underlying
weighted graph, the magnetic potential θ and the positive part v+ of v. The only
assumption on v− is semi-boundedness of the non-magnetic form.We believe that
this setting should actually cover all possible applications.

(b) As we have already remarked in the strategy of the proof above, we are actually
going to prove the following fact in Theorem 4.7 below: Formula (FKI) holds
true, if Q(c)

v,0 and Q(c)
v,θ are closable and semi-bounded. The latter statement is

slightly more general than Theorem 4.1. However, we believe that Theorem 4.7
itself is not of any practical importance, as there is no general machinery to
check its assumptions on v directly (whereas v ∈ A0 can typically checked much
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more directly; cf. Examples 2.5 and 2.6). This is the motivation for declaring
Theorem 4.1 to be our main result. These observations are fully reflected by the
fact that the actual derivation of Theorem 4.1 from Theorem 4.7 requires some
considerable extra work.

4.2 Proof for finite subgraphs

For a finite subset U ⊂ X , we recall the notation from Sect. 2.6 and let

τU := inf{s ≥ 0| Xs ∈ X\U }

be the first exit time of X from U , which is a F∗-stopping time. The goal of this
subsection is to prove the following proposition, which is the main tool in the proof
of Theorem 4.1, but is in fact of an independent interest (see also the proof of Propo-
sition 5.4 below). Here, it should again be noted that in view of the finiteness of U ,
the potentials may be arbitrary.

Theorem 4.3 Let U ⊆ X be finite. Then for all f ∈ �2(U, m), x ∈ U, t ≥ 0, one has

e−t L(U )
v,θ f (x) = Ex

[
1{t<τU }eSt (v,θ |X) f (Xt )

]
.

The proof of the proposition above is based on three auxiliary lemmas.

Lemma 4.4 Let U ⊆ X be finite. Then, (Tt (v, θ, U ))t≥0 defined for f ∈ �2(U, m)

by

Tt (v, θ, U ) f (x) := Ex

[
1{t<τU }eSt (v,θ |X) f (Xt )

]
, x ∈ U, t ≥ 0,

is a strongly continuous semigroup of bounded operators on �2(U, m).

Proof The asserted boundedness is trivial and the semigroup property follows from
the strong Markov property of X. By the semigroup property it is enough to check
strong continuity at t = 0, which can be easily checked using the boundedness of the
integrand and the right continuity of X. �
Lemma 4.5 Let f ∈ Cc(X), t > 0, and let the function ϕt, f : X → C be defined by

ϕt, f (x) := 1

t
Ex

[
1{2≤N (t)<∞} f (Xt )

]
.

Then, for all x ∈ X, one has ϕt, f (x) → 0 as t ↘ 0.

Proof As f is bounded, it suffices to show

1

t
Px (N (t) ≥ 2) = 1 − Px (N (t) = 0)

t
− Px (N (t) = 1)

t
→ 0, as t ↘ 0. (1)
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From the considerations of Sect. 3 we derive

Px (N (t) = 0) = Px (t < τ1) = Px
(
degm(x)t < ξ1

) = e−degm (x)t .

The first summand of the right hand side of (1) tends to degm(x) as t ↘ 0. For
determining the second summand, let us compute

Px (N (t) = 1) =
∑

y∈X

Px (N (t) = 1,Xτ1 = y)

=
∑

y∈X

Px (N (t) = 1 | Xτ1 = y)Px (Xτ1 = y)

=
∑

y∈X,degm (x) �=degm (y)

degm(x)

degm(x) − degm(y)

×
[
e−tdegm (y) − e−tdegm (x)

] b(x, y)

deg1(x)

+
∑

y∈X,deg1(x)=deg1(y)

[
tdegm(x)e−tdegm (x)

] b(x, y)

deg1(x)
.

The last equality is a consequence of the following two observations: First, the equality
Px (Xτ1 = y) = b(x, y)/deg1(x) with deg1(x) = ∑

y∈X b(x, y) is a direct conse-
quence of the construction of X. Secondly, using the notation of Sect. 3, we observe

Px (N (t) = 1 | Xτ1 = y) = P(N (t) = 1 | Xτ1 = y,X0 = x)

= P(J1 ≤ t < J1 + J2 | Y1 = y, Y0 = x)

= P

(
1

degm(Y0)
ξ1 ≤ t <

1

degm(Y0)
ξ1

+ 1

degm(Y1)
ξ2 | Y1 = y, Y0 = x

)

= P

(
1

degm(x)
ξ1 ≤ t <

1

degm(x)
ξ1 + 1

degm(y)
ξ2

)
.

The last equality follows from the fact that the Yn and ξn are chosen independently.
Now, the desired formula forPx (N (t) = 1 | Xτ1 = y) is obtained by basic calculations
involving independent exponentially distributed random variables, where one has to
distinguish the cases degm(x) �= degm(y) and degm(x) = degm(y).

The above calculation and Lebesgue’s dominated convergence theorem imply

Px (N (t) = 1)

t
→ 1

m(x)

∑

y∈X

b(x, y) = degm(x), as t ↘ 0,

showing our claim. �
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Lemma 4.6 Let U ⊆ X be finite. Then, for all f ∈ �2(U, m) and x ∈ U, one has

lim
t↘0

Tt (v, θ, U ) f (x) − f (x)

t
= −L(U )

v,θ f (x).

Proof We fix an arbitrary x ∈ U and compute

Tt (v, θ, U ) f (x) − f (x)

t
= Ex

[
1{N (t)=0}e−tv(x) f (x)

] − f (x)

t

+
Ex

[
1{N (t)=1,Xτ1∈U }eSt (v,θ |X) f (Xt )

]

t
+ ψt (x). (2)

The error term ψt (x) satisfies |ψt (x)| ≤ ϕt,| f |(x) with ϕt,| f | defined in Lemma 4.5.
Therefore, Lemma 4.5 implies ψt (x) → 0 as t ↘ 0. For the first term of the right
hand side of (2), we have

Ex
[
1{N (t)=0}e−tv(x) f (x)

] − f (x)

t
= e−t (v(x)+degm (x)) f (x) − f (x)

t
→ −(v(x) + degm(x)) f (x)

as t ↘ 0. Now, let us turn to the second term of the right hand side of (2). We obtain

Ex

[
1{N (t)=1,Xτ1∈U }eSt (v,θ |X) f (Xt )

]

=
∑

y∈U

Ex

[
1{N (t)=1,Xτ1=y}eiθ(x,y) exp

(
− τ1v(x) − (t − τ1)v(y)

)
f (y)

]

=
∑

y∈U

eiθ(x,y) f (y)Ex

[
1{N (t)=1,Xτ1=y} exp

(
− τ1v(x) − (t − τ1)v(y)

)]

︸ ︷︷ ︸
=:ρt (x,y)

.

Setting

C := 2max{|v(x)| | x ∈ U }

and using τ1 ≤ t on {N (t) = 1}, a simple calculation yields

e−tC
Px (N (t) = 1,Xτ1 = y)≤ρt (x, y) ≤ etC

Px (N (t) = 1,Xτ1 = y).

Hence, the same computation as in the proof of Lemma 4.5 shows that 1
t ρt (x, y) →

b(x, y)/m(x) as t ↘ 0. These two facts and the fact f ∈ Cc(U ), as U is finite, imply

1

t
Ex

[
1{N (t)=1,Xτ1∈U }eSt (v,θ |X) f (Xt )

]
−→ 1

m(x)

∑

y∈U

b(x, y)eiθ(x,y) f (y) as t ↘0,
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so, altogether we arrive at

Tt (v, θ, U ) f (x) − f (x)

t
−→ −L(U )

v,θ f (x) as t ↘ 0.

�
With these preparations we can now prove Theorem 4.3.

Proof of Theorem 4.3 For finite U ⊆ X , we have �2(U, m) = Cc(U ). In particular,
L(U )

v,θ is a finite dimensional operator and the convergence

−L(U )
v,θ = lim

t↘0

1

t
(Tt (v, θ, U ) − id)

from Lemma 4.6 holds in the �2(U, m) sense. Therefore, the generator of the strongly

continuous semigroup (Tt (v, θ, U ))t≥0 is given by L(U )
v,θ . It follows that e

−t L(U )
v,θ =

Tt (v, θ, U ) for all t ≥ 0. �

4.3 Proof for closable forms

Theorem 4.7 Let v be a potential such that Q(c)
v,0 and Q(c)

v,θ are closable and semi-

bounded. Then for any f ∈ �2(X, m), t ≥ 0 and x ∈ X one has

e−t Lv,θ f (x) = Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
.

Proof We prove the asserted formula by using the approximation of Qv,θ via its
restrictions to finite sets. Let (Xn)n∈N be an exhausting sequence in the sense of
Definition 2.19. Then, Proposition 2.20 states that

e−t Lv,θ f (x) = lim
n→∞ ιXne

−t L(Xn )
v,θ πXn f (x).

Combining this with Theorem 4.3, it remains to prove the equation

lim
n→∞Ex

[
1{t<τXn }eSt (v,θ |X)πXn f (Xt )

]
= Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
.

This will be done in two steps:
Step 1. θ = 0 and f ≥ 0: The sequence τXn converges monotonously increas-

ingly to τ and πXn f (Xt ) converges monotonously increasingly to f (Xt ). Hence, the
monotone convergence theorem for integrals yields the desired statement.

Step 2. θ and f arbitrary: By the assumption Q(c)
v,0 gives rise to a self-adjoint

semi-bounded operator Lv,0. The first step implies

Ex

[
1{t<τ }eSt (v,0|X)| f |(Xt )

]
= e−t Lv,0 | f |(x) < ∞.
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By Lebesgue’s dominated convergence theorem we deduce the desired statement for
general θ and f . �

4.4 Proof of closability of the forms

In this subsection we prove Theorem 2.9 from Sect. 2.4 which states that Q(c)
v,θ is

closable for all v ∈ A0.

Proof of Theorem 2.9 Let v ∈ A0 be given. For n ∈ N set vn = v ∨ (−n) and
observe vn ∈ B0 since vn,− ∈ �∞. By Proposition 2.8 the forms Q(c)

vn ,θ are closable,
semi-bounded and their domains satisfy D(Qvn ,θ ) = D(Qv+,θ ). Moreover, keeping
v ∈ A0 and Cc(X) ⊆ D(Qvn ,θ ) in mind, there is some C > −∞ such that Qvn ,θ ≥ C
for all n. Hence, C ≤ Qvn+1,θ ≤ Qvn ,θ for all n ∈ N. By monotone convergence
of quadratic forms [39, Theorem S.16, p. 373], we get e−t Lvn ,θ → e−t Sv,θ , n → ∞,
strongly, where Sv,θ denotes the operator corresponding to the form sv,θ which is
the closure of the largest closable quadratic form that is smaller than the limit form
corresponding to (Qvn ,θ )n .

In order to show closability of Q(c)
v,θ , it remains to show that the form domain of

sv,θ includes Cc(X) and sv,θ coincides with Q(c)
v,θ on Cc(X).

We start by showing that e−t Sv,θ allows for a Feynman–Kac–Itô representation:
Claim 1: For all f ∈ �2(X, m) and x ∈ X

e−t Sv,θ f (x) = Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
.

By the strong convergence e−t Lvn ,θ → e−t Sv,θ , n → ∞, it suffices to show that

lim
n→∞Ex

[
1{t<τ }eSt (vn ,θ |X) f (Xt )

]
= Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
.

This, however, can be shown in two steps similar to the ones in the proof of Theorem4.7
above: We first employ the monotone convergence theorem for θ = 0 and f ≥ 0 in
the first step and Lebesgue’s dominated convergence theorem in the second step. This
proves the claim.

Next, we compute how the generator of e−t Sv,θ acts:
Claim 2: For all u ∈ Cc(X) and x ∈ supp u

lim
t↘0

e−t Sv,θ u(x) − u(x)

t
= −L̃v,θu(x).

DenoteU = supp u. Recalling the definitions of Tt (v, θ, U ) and ϕt,|u| from above and
using Claim 1 and Lemma 4.5, we obtain

lim
t↘0

1

t

∣∣∣
(

Tt (v, θ, U ) − e−t Sv,θ

)
u(x)

∣∣∣ ≤ 2 lim
t↘0

ϕt,|u|(x) = 0,
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where the first inequality is readily seen by writing the semigroups in their Feynman–
Kac–Itô representation and splitting up the expectation values into three parts
corresponding to the events {N (t) = 0}, {N (t) = 1} and {N (t) ≥ 2} as in the
proof of Lemma 4.6. Then, one immediately sees that the terms for {N (t) = 0} and
{N (t) = 1} coincide and the absolute value of each of the terms corresponding to
{N (t) ≥ 2} can be estimated by ϕt,|u|(x). Having this, Lemma 4.6 and the observation

L(U )
v,θ u = L̃v,θu on U yields the claim.
To finish the proof, we note that by Green’s formula (Lemma 2.1), Claim 2 and the

semigroup characterization of sv,θ ([10, Lemma 1.3.4])

Q(c)
v,θ (u, u) = 〈

u, L̃v,θ u
〉 = lim

t↘0

1

t

〈
u, u − e−t Sv,θ u

〉
= sv,θ (u, u),

where we also used u ∈ Cc(X) in the first two equalities. In particular, this shows that
Cc(X) ⊆ D(sv,θ ). As Q(c)

v,θ is a restriction of a closed form sv,θ , it is closable itself.
Semi-boundedness follows as Cc(X) is a form core and v ∈ A0. �

These preparations readily gives the proof of the main theorem, the Feynman–Kac–
Itô formula for potentials in A0.

Proof of Theorem 4.1 By Theorem 2.9 the forms Q(c)
v,0 and Q(c)

v,θ are closable and
semi-bounded for v ∈ A0. Hence, the statement follows by Theorem 4.7. �

5 Applications

Wecontinuewith several applications of the Feynman–Kac–Itô formula, Theorem 4.1.
Remarkably, being equippedwith theFeynman–Kac–(Itô) formula, all of the following
partially highly nontrivial functional analytic results will be simple consequences of
the trivial inequality

∣∣∣eSt (v1,θ |X)
∣∣∣ ≤ eSt (v2,0|X) in {t < τ } for all t ≥ 0, (3)

and potentials v1 ≥ v2. This is the main advantage of the path integral formalism.

5.1 Semigroup formulas

We will start with the derivation of a probabilistic representation and applications
thereof of the integral kernels corresponding to the perturbed magnetic semigroups.
To this end, we define the probability measure Pt

x,y on {t < τ } by

P
t
x,y := Px (• |Xt = y) for any x, y ∈ X, t > 0,
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and let Et
x,y be the corresponding expected value. Clearly, the Feynman–Kac–Itô

formula for v = 0 and θ = 0 implies for L = L0,0

Px (A) =
∑

y∈X

P
t
x,y(A)Px (Xt = y) =

∑

y∈X

P
t
x,y(A)e−t L(x, y)m(y) (4)

for any event A ⊂ {t < τ }. Therefore, we obtain

L1 ({t < τ },Px ) ⊂ L1
(
{t < τ },Pt

x,y

)
.

Theorem 5.1 Let v ∈ A0. Then for all t > 0 and x, y ∈ X one has

e−t Lv,θ (x, y) = 1

m(y)
Px (Xt = y)Et

x,y

[
eSt (v,θ |X)

]
= e−t L(x, y)Et

x,y

[
eSt (v,θ |X)

]
,

in particular,

tr
[
e−t Lv,θ

]
=

∑

x∈X

Px (Xt = x)Et
x,x

[
eSt (v,θ |X)

]

=
∑

x∈X

e−t L(x, x)Et
x,x

[
eSt (v,θ |X)

]
m(x) ∈ [0,∞].

Proof TheFeynman–Kac–Itô formula in combinationwith (4) directly implies the first
formula. It only remains to prove the formula for the trace. Clearly, by the semigroup
property and self-adjointness, tr

[
e−t Lv,θ

]
is equal to the Hilbert-Schmidt norm of

e− t
2 Lv,θ e− t

2 Lv,θ , which in view of the formula for e−t Lv,θ (x, y) and the semigroup
property and symmetry of the latter precisely has the asserted form. �

5.2 Kato’s inequality

The following theorem includes a general version ofKato’s inequality and applications
thereof. We refer the reader to [13] for probabilistic aspects of Kato’s inequality on
noncompact Riemannian manifolds, and to [7] for a direct proof of Kato’s inequality
on graphs (in a more restrictive setting though). Moreover, some of the results below
are also contained in [12] for locally finite graphs.

Theorem 5.2 (Kato’s inequality) Let v1, v2 ∈ A0 be potentials such that v1 ≥ v2.
Then the following assertions hold:

(a) For all t ≥ 0, f ∈ �2(X, m) and x ∈ X, one has

∣∣∣e−t Lv1,θ f (x)

∣∣∣ ≤ e−t Lv2,0 | f |(x).

In particular, for all x, y ∈ X and t > 0, one has

|e−t Lv1,θ (x, y)| ≤ e−t Lv2,0(x, y), tr
[
e−t Lv1,θ

]
≤ tr

[
e−t Lv2,0

]
.
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(b) For any h ∈ D(Qv1,θ ), it holds that |h| ∈ D(Qv2,0) and Qv1,θ (h) ≥ Qv2,0(|h|).
(c) One has inf σ(Lv1,θ ) ≥ inf σ(Lv2,0).
(d) For any f ∈ �2(X, m), λ ∈ C with Re(λ) > min σ(Lv1,θ ), x ∈ X,

∣∣∣(Lv1,θ + λ)−1 f (x)

∣∣∣ ≤ (Lv2,0 + λ)−1| f |(x).

(e) If Lv2,0 has a compact resolvent, then Lv1,θ has a compact resolvent.

Proof Assertion (a) is implied by Theorem 5.1 together with (3). Statement (b) fol-
lows from (a) and the semigroup characterizations of Qv2,0 and Qv1,θ , see [10,
Lemma 1.3.4], and (c) follows from (b) and the variational characterization of the
bottom of the spectrum, see [39], (or simply cf. [13, Theorem D.6] for both (b) and
(c)). Statement (d) is a direct consequence of (a) and the Laplace’s formula for the
resolvents. For (e) notice that the operators e−t Lv2,0 are positivity improving for all
t > 0 by the Feynman–Kac formula and (Lv2,0 + λ)−1 are positivity improving for
all λ > inf σ(Lv2,0) by the Laplace formula for resolvents. Thus, the statement of the
theorem follows from (d) by using Pitt’s theorem (cf. Theorem 5.8). �

5.3 Golden–Thompson inequality

The following is a discrete analogue of the Golden–Thompson inequality.

Theorem 5.3 (Golden–Thompson inequality) Let v1, v2 ∈ A0 be potentials such that
v1 ≥ v2. Then for any t > 0 one has

tr
[
e−t Lv1,θ

]
≤

∑

x∈X

e−t L(x, x)e−tv2(x)m(x) ≤ C(t)
∑

x∈X

e−tv2(x) ∈ [0,∞],

where

C(t) := sup
x∈X

e−t L(x, x)m(x) ≤ 1.

For the proof of the Golden–Thompson inequality, Theorem 5.3, we need the fol-
lowing monotonicity property of the trace, which should also be of an independent
interest as well.

Proposition 5.4 Let v ∈ A0. Then for any exhausting sequence (Xn)n∈N one has

tr

[
e−t L(Xn )

v,0

]
↗ tr

[
e−t Lv,0

]
as n → ∞ for all t > 0.

Proof Combining Theorem 4.3 with (4) easily implies

tr

[
e−t L(Xn )

v,0

]
=

∑

x∈Xn

e−t L(x, x)Et
x,x

[
1{t<τXn }e− ∫ t

0 v(X)ds
]

m(x),
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which, using Theorem 5.1, tends to tr
[
e−t Lv,0

]
in view of monotone convergence. �

Proof of Theorem 5.3 In viewofTheorem5.2 (a),wehave tr
[
e−t Lv1,θ

]
≤ tr

[
e−t Lv2,0

]
.

Let (Xn)n∈N be an exhausting sequence. Then applying the operator-version of
Golden–Thompson inequality (Theorem 5.9) to q ′ = Q(Xn)

0,0 , q ′′ = qv2 in the Hilbert

space �2(Xn, m), where Q(Xn)
0,v2

= Q(Xn)
0,0 + qv2 is trivial in view of the finiteness of

Xn , we get the inequality in

tr

[
e−t L(Xn )

v2,0

]
≤ tr

[
e− t

2 L(Xn )
0,0 e−tv2e− t

2 L(Xn )
0,0

]

= tr

[(
e− t

2 v2e− t
2 L(Xn )

0,0

)∗ (
e− t

2 v2e− t
2 L(Xn )

0,0

)]

=
∑

x∈Xn

e−tv2(x)
∑

y∈Xn

e− t
2 L(Xn )

0,0 (x, y)e− t
2 L(Xn )

0,0 (y, x)m(y)m(x)

=
∑

x∈Xn

e−t L(Xn )
0,0 (x, x)e−tv2(x)m(x) for all n. (5)

Here we have used self-adjointness and semigroup properties, as well as

(
e− t

2 v2e− t
2 L(Xn )

0,0

)
(x, y) = e− t

2 v2(x)e− t
2 L(Xn )

0,0 (x, y) for all (x, y) ∈ Xn × Xn .

Noting that

1Xn×Xn (x, x)e−t L(Xn )
0,0 (x, x) ↗ e−t L(x, x) for all x ∈ X as n → ∞,

monotone convergence implies that the right-hand side of (5) tends to the term in
the middle of the asserted inequality as n → ∞. In view of Proposition 5.4, this
completes the proof of the first inequality. For the second inequality we note that
e−t L(x, x)m(x) = Px (Xt = x) ≤ 1. �
Remark 5.5 We refer the reader to [42, Theorem9.2] for anRm-version of theGolden–
Thompson inequality, which uses a very different proof. Note that in this particular
case, the Golden–Thompson inequality can be rewritten as a phase space bound. This
has the important physical consequence that the quantummechanical partition function
is always bounded from above by the corresponding classical partition function.

5.4 The form domain

Finally, we use the Feynman–Kac–Itô formula to derive an explicit description of the
form domain of Qv,θ under suitable assumptions on the potential.

Theorem 5.6 For any v ∈ B0, one has Qv,θ = Q0,θ + qv , in particular, D(Qv,θ ) =
D(Q0,θ ) ∩ �2(X, |v|m).
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Proof By Proposition 2.8 it suffices to show the statement for v ≥ 0. We prove a
Feynman–Kac–Itô formula for Q0,θ + qv in order to conclude the assertion using
Theorem 4.1. To this end, denote the operator arising from the form sum Q0,θ + qv

by L0,θ + v.
With vn := v ∧ n ∈ �∞(X) we have 0 ≤ vn ↗ v as n → ∞ and it follows from

monotone convergence for integrals that Qvn ,θ = Q0,θ +qvn ↗ Q0,θ +qv as n → ∞
in the sense of monotone convergence of quadratic forms. By [39, Theorem S.14,
p. 373] we have that Q0,θ + qv is closed and

lim
n→∞ e−t (L0,θ+vn) f (x) = e−t (L0,θ+v) f (x)

for all f ∈ �2(X, m) and x ∈ X . Thus, in view of Qvn ,θ = Q0,θ + qvn and Lvn ,θ =
L0,θ + vn (as vn is bounded) it only remains to prove

lim
n→∞Ex

[
1{t<τ }eSt (vn ,θ |X) f (Xt )

]
= Ex

[
1{t<τ }eSt (v,θ |X) f (Xt )

]
.

which, however, follows by Lebesgue’s dominated convergence. �
We finish with a corollary of the theorem above. For v bounded below, recall the

form Qmax
v,θ : �2(X, m) → (−∞,∞] in the proof of Proposition 2.8, which is given

by

Qmax
v,θ ( f ) = 1

2

∑

x,y∈X

b(x, y)

∣∣∣ f (x) − eiθ(x,y) f (y)

∣∣∣
2 +

∑

x∈X

v(x)| f (x)|2m(x).

It is bounded below and closed.

Corollary 5.7 If Q0,θ = Qmax
0,θ , then one has Qv,θ = Qmax

v,θ for all v bounded below.

Proof As, obviously, Qmax
v,θ = Qmax

0,θ +qv , the statement follows by the theorem above.
�
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Appendix A: Pitt’s theorem

Theorem 5.8 Let p1 ∈ (1,∞), p2 ∈ [1,∞] and let A, B : L p1(M, μ) →
L p2(M, μ) be bounded operators such that A is positivity preserving and such that
one has |B f | ≤ A| f | for any f ∈ L p1(M, μ). Then B is a compact operator, if A is
a compact operator.

This highly nontrivial fact on operator domination goes back to Pitt [38].
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Appendix B: An abstract Golden–Thompson inequality

Theorem 5.9 Let q ′, q ′′ be densely defined, closed, symmetric and semi-bounded
sesquilinear forms on a common Hilbert space. Assume that q := q ′ + q ′′ is densely
defined and denote the semigroups corresponding to q ′, q ′′ and q by (T ′

t )t≥0, (T ′
t
′)t≥0

and (Tt )t≥0, respectively. Then one has

tr[Tt ] ≤ tr
[
T ′

t/2 T ′
t
′ T ′

t/2

]
for all t ≥ 0.

This result follows from Corollary 3.9 in [19]. Note that the above fact is even
nontrivial for finite dimensional operators.

Appendix C: Mosco-convergence

Let (Hk, 〈·, ·〉k), k ∈ N, and (H, 〈·, ·〉) be Hilbert spaces with corresponding norms
‖ · ‖k and ‖ · ‖ respectively. Suppose (qk, D(qk)) and (q, D(q)) are densely defined
closed symmetric sesquilinear forms on Hk and H , respectively, which are bounded
below by a constant C > −∞ which is uniform in k. Each qk is understood to be
definedon thewhole space Hk by the conventionqk(u) = ∞wheneveru ∈ Hk\D(qk).
Furthermore, we suppose that there exist bounded operators ιk : Hk → H such that
πk := ι∗k is a left inverse of ιk , that is

〈πk f, fk〉k = 〈 f, ιk fk〉 and πk ιk fk = fk, for all f ∈ H, fk ∈ Hk .

Moreover, we assume that πk satisfies

sup
k∈N

‖πk‖ < ∞ and lim
k→∞ ‖πk f ‖k = ‖ f ‖.

Definition 5.10 In the above situation, we say that qk is Mosco convergent to q as
k → ∞ in the generalized sense, if the following conditions hold:

(a) If uk ∈ Hk , u ∈ H and ιkuk → u weakly in H , then

lim inf
k→∞

(
qk(uk) + C‖uk‖2k

)
≥ q(u) + C‖u‖2.

(b) For every u ∈ H there exist uk ∈ Hk , such that ιkuk → u in H and

lim sup
k→∞

(
qk(uk) + C‖uk‖2k

)
≤ q(u) + C‖u‖2.

Let (T (k)
t )t≥0 denote the semigroup associated with qk and let (Tt )t≥0 be the semi-

group of q. For positive forms the following theorem which characterizes Mosco
convergence can be found in the appendix of [5]. However, this result immediately
extends to the situation of forms with uniform lower bound.
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Theorem 5.11 In the above situation, the following assertions are equivalent:

(a) qk is Mosco convergent to q as k → ∞ in the generalized sense.
(b) One has ιk T (k)

t πk → Tt as t → ∞ strongly and uniformly on any finite time
interval.

Proof Consider the positive quadratic forms q̃k = qk + C‖ · ‖2 and q̃ = q + C‖ · ‖2.
Obviously their semigroups T̃ (k)

t and T̃t satisfy

T̃ (k)
t = e−tC T (k)

t and T̃t = e−tC Tt .

Combining this and the characterization of Mosco convergence for positive forms
(Theorem 8.3 of [5]) we can deduce the result. �
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