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Abstract. Let (X ,(5), t > 0) be the BESQ® process starting at §x. We are interested in large
deviations as § — oo for the family {71 X ,(’S), t < T}s, — or, more generally, for the family
of squared radial OU? process. The main properties of this family allow us to develop three
different approaches: an exponential martingale method, a Cramér—type theorem, thanks to
aremarkable additivity property, and a Wentzell-Freidlin method, with the help of McKean
results on the controlled equation. We also derive large deviations for Bessel bridges.

1. Introduction

Let BD, B@ ... B ... pea sequence of independent standard linear Brown-
ian Motions, and consider

(”) Z(B(k))z

a representation of the square of the “n—dimensional” Bessel process. Obviously,
the sequence X — considered as taking values in C(R, R,) — lends itself to the
application of the law of large numbers and of the central limit theorem, which, in
this case, yields

<\/E<%Xt(") - t), r> 0) (tawy (\/_/3,2, r> 0) (1.1)
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where (B, ,u > 0) is a one dimensional Brownian Motion (see e.g. [23] Exer-
cise 2.5.2), and the convergence in law corresponds to the weak convergence of
probabilities on C (R4, R;), endowed with the topology of uniform convergence
on compact sets of R;. In fact, a (square of) Bessel process may be defined for
every positive “dimension” § (see e.g. [18], Chap XI), as solution of the stochastic
equation

dx® =sdi +2,/xP dB, X =x>0, x>0, forallz > 0. (12)

It is denoted by BES 0% The corresponding laws on C(Ry, R, ), denoted by
( ) , satisfy the additivity property

09 @0 =0 x.y=0,84820 (13)

(see e.g. [19], [17]). Now, the convergence (1.1) can be extended to
1 (law)
(&)
(JS((SX t), t > 0) . («/—,Btz r> 0) (1.4)

Convergence results such as (1.1) and (1.4) have been motivated by, and are related
to, the so-called Poincaré’s lemma approximating the Gaussian distribution on R?
from uniform distributions on the spheres of radius +/z in R” - see [23], [22] and
references therein-.

The main purpose of this paper is to establish the corresponding large devia-
tions result. For a precise definition of a Large Deviation Principle (LDP) and usual
notions related to it, such as exponentiel tightness and weak LDP, we refer to [6].

Before stating our main results we indicate that this large deviations study may
be understood in the framework of LDP for diffusions with a small parameter.
Indeed we shall look for an LDP for

dX¢ = b(X)dt +2e/|XE| dB,, X§=a>0, (1.5)

where B is a one dimensional Brownian motion and b a Lipschitz function on R
satisfying b(0) > 0. It is well known that this equation admits a unique pathwise
solution (see [18] Chap. IX Th. 3.5). Nevertheless, the Freidlin-Wentzell theory
on large deviations for diffusions does not apply since the diffusion coefficient
o (x) = 24/]x] is not Lipschitz (see [10]). We note that this equation (1.5) leads to

6)
the above equation (1.2) when b = 1 by denoting € = f’ X; = X— anda = 5 .

We shall freely go from one presentation to the other. We now present our results
as well as our notations.

Letus fix T > 0, p > 0 and a > 0 and consider for § > 0 the distributions Pj
and Ps on Cy ([0, T1, Ry) defined by

Py(A) = ({5—1X,,z <T)e A) , (1.6)
and
Py = 05 (Vo Xi1 = The A). (1.7)

We are interested in the large values of §.
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Proposition 1.1. Let us assume p > 0.

1) The family of distributions { Ps};s satisfies the LDP in C,([0, T, Ry) with speed
81 and good rate function defined by

T (. 2

(9 — p)
J’ =/ = ar, 1.8
0.7(®P) A Sor t (1.8)

for ¢ non-negative, absolutely continuous on [0, T], such that t > (/i[f_:ﬂzp €
L%([0, TY), and by J;T(go) = 00 otherwise.

2) The family of distributions {i)\(s }s satisfies the LDP in Cﬁ([O, T1, Ry) with speed
8~ and good rate function defined by

1T 2
K =5 [ (0= o) ar, (19

for ¢ non-negative, absolutely continuous on [0, T] such that t — ¢; — 2% €
L%([0, TY)), and by K";)’T(w) = 00 otherwise.

Before we present our result with a general drift, we discuss the particular case
of affine drifts i.e. we consider the family of squared radial Ornstein-Uhlenbeck
(OU) processes, which are solution of

ay® — (5 + ch(3)> dr+2v" dB,, v" =x. (1.10)

Their distributions denoted by CQ)(C‘S) ([17]) satisfy the same additive property as

(1.3):
0O @ Q¥ = QP x y>0, 5820 (1.11)
We consider the law € Ps defined on C, ([0, T'], Ry ) by
“PyA) = <O (571 = T) e 4) .

Proposition 1.2. Let us assume p > 0. The family of distributions {€ Ps}s satisfies
the LDP with speed §~' and good rate function € J ; T

T . _ 2
chf),T(‘p) ;=/0 Wd,, (1.12)
t

if {¢r — (cor + p)}/ J/or € L*([0, T1) and © J” ;. (9) = +oc otherwise.
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The preceding results may be generalized in the framework of (1.5).

Theorem 1.3. Let us assume p := b(0) > 0 and a > 0, with a > 0 in the case
p = 0. Then, the family of distributions of{(Xf) ,t €[0,T1}in Cy([0, T], Ry)
satisfies a LDP with speed €* and good rate function

T . 2
1(9) :/ o = bel” ), (1.13)
0 8¢y

if{(p, — b((p,)}/\/ﬁ € L2([O, T1]) and I (¢) = 400 otherwise.
Ifa=p=0,then X* =0and I(0) =0, I(p) = oo for ¢ # 0.

Remark. (1.13) has the following meaning:

— If p > 0, I(¢) < oo implies that Leb{t € [0, T], ¢(¢) = 0} = 0.

T [¢r—b(g)]*
- Ifp=0,1(p) = [, %hwmdﬁ

Although Theorem 1.3 extends Proposition 1.1 and Proposition 1.2, we also
give alternative proofs of these propositions, using specific properties of squares of
Bessel and OU processes.

The first one is additivity, as said above. We mention that there are other additive
families of Markov processes, e.g. the continuous state branching processes ([11])
for which similar arguments might lead to LDP results.

The second one comes from the particular form of the SDE satisfied by the
Bessel process and is based on a study of the associated Ito map.

We now describe the organisation of the paper. In Section 2, we prove some
exponential tightness results which will be helpful in some of our proofs. In Section
3, we prove Theorem 1.3 by using the approach of exponential martingales. Our
change of probability is slightly different from the classical one used for non-degen-
erate diffusions ([10] and [13]). In Section 4, we shall apply a slightly modified
version of Cramer’s theorem in Banach spaces to prove partially Proposition 1.1,
in that we show the existence of a LDP but the computation of a rate function is
presented only in a variational form!. In Section 5, we give another proof of Prop-
osition 1.1, in which our discussion is given in terms of Bessel processes instead
of their squares. Indeed, we would like to use the pathwise resolution of a one-
dimensional SDE, due to Doss and Sussmann (see [18], Exercise IX.2.8), in order
to apply a contraction principle. However, this method does not apply to the equa-
tion of square Bessel processes since the diffusion coefficient o (x) = 2/]x] is
1/2 Holder and the associated ODE dy; = o (y;)dt admits an infinite number of
solutions. We are then tempted to prove directly the continuity of the It6 map for
the equation of the Bessel processes, which has already been obtained by Mc Kean
(see [14]). The case p = 0 is treated separately at the end of Section 5. In Section
6, we show how Proposition 1.1 leads to Theorem 1.3 with the help of the Girsanov
transformation and Varadhan’s lemma, and we prove Proposition 1.2. In Section

! The approach in Section 3 and 4 is somewhat similar to the usual one for large devia-
tions of Brownian motion: Schilder’s theorem (as seen in Chap. I of [7]) and additivity ([6]
Exercise 6.1.19 or [7] Chap III).



Large deviations for squares of Bessel and Ornstein-Uhlenbeck processes 265

7 we consider the distributions {Q(S) o) of squared Bessel bridges r2 which also

x—
enjoy the additivity property

) § 5+8
0V @00 =00 xy=0 85 >0 (1.14)

and we obtain the LDP for them, using the representation of r in terms of the
corresponding Bessel process R:

re=(1—-0OR_.

which requires to complete our previous discussion relative to the time interval
[0, T'] to the positive half line.

In Section 8, we discuss the relation between the two expressions of the rate
functions. Closely connected with this discussion is the well known fact that the

Laplace transform of the {Q)(f)} probabilities may be expressed explicitly in terms
of solutions of the Sturm—Liouville equations (see [17] (Theorem 2.1), and [23]),

T
oY (exp / X, dM(S)> = ¢u(T)"/? exp<§¢,;(0)) (1.15)
0

where ¢, is the unique solution of

1 1
50 =—ub. O =1, Z¢/(T)=p(THH(T). (1.16)

In many instances, ¢,, is known explicitly, and the above mentioned variational
formulae may be verified directly, as we have done in particular for x a multiple of
the Lebesgue measure (see Section 8.3). Another formula for the infinitely divis-
ible laws Q' is provided in [17] (Theorem 4.1) by the following Lévy—Hin&in
representation:

T T
oY (exp / Xsdms))=exp{(xM+8N)(exp(/ Xde(S))—l)},
0 0
(1.17)

where M, N are o—finite measures on C([0, T'], R ), which are described explicitly
in [17], [16] and [18].
We will use in some places the Cameron-Martin space

H[0,T1={h:[0,T] - R; hszx—i—/sfzudu; heL*(0,TD}. (1.18)
0
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2. Exponential tightness

We shall prove the exponential tightness of the law P€ of the solution X€ of (1.5).
The exponential tightness of Ps (resp. € Ps) follows.

Letus fix x > 0, and let C¥ ([0, T']) be the space of a—Holder continuous functions
in Cx ([0, T']). Set, for any f € CZ([0, T'])

1oy = sup LO=TOL
O<t#£s<T | — 5|

Since the paths of X€ are o-Holderian for every o < 1/2, we prove the exponen-
tial tightness in C¥ ([0, T']) by considering as compact sets, «’-Holderian balls for
1/2 > &’ > a. (This is the method of Exercise 5.2.14 of ([6])).
For the sake of simplicity, we will assume in this subsection and in the following
section that 7 = 1 and write || f|lo for || f|le,1. (See Remark after the proof of
Proposition 2.2).

Let us first see why the condition p := b(0) > 0 ensures that the solution of
(1.5) is a positive diffusion. Since b is Lipschitz there exists 8 > 0 such that:

—Bx <b(x)<pBx+p, x=>0.

Denote by Y€ (resp. Z€), the solution of (1.5) for b(x) = —pBx (resp. b(x) =
-2

Bx + p). Then € 2Y¢, (resp. € 2Z€), is _ﬂQge,z distributed, (resp. ‘3Qf£i2 ) dis-

tributed). These two processes are positive a.s.. By a comparison theorem (see [18]

Theorem IX.3.7), it holds that:

a.s., Vi, Y§ < X{ <Zf. 2.1)
We now assume in the rest of the paper that b is Lipschitz with p > 0.

Proposition 2.1. Let X€¢ be the positive solution of (1.5). There exists . =
MB, p,a) > 0 such that:

Ve >0, E |:exp (Xe_z sup X§>:| <exp(le 21+ 1). (2.2)

t€[0,1]

Proof. Let X€ := Sup; 0.1 X1 » VAR sup, 0.1 Z; and X = sup;po.1) X From
the remark above we have

E [exp ()»6725(\6)] <E [exp ()@226)] = B D expaX] . (23)
Taking N := [¢ 2] + 1, the comparison theorem gives
-2 ~ ~
ﬁQZ’;E,Z ) [exprX] < ﬂngl\;p) [exprX] .

Using the infinite divisibility property (1.11) and the subadditivity of the mapping
X — sup;¢po,1) X1, we have:

’SQL'(I)VN) [exp )\5(\] < (ﬁQ‘(lp) [exp Af(\])N
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for every positive integer N. Now, it is well known that, under ﬂQép ), X admits
some exponential moments (for p integer, X is the square of a gaussian process,
and it is a particular case of Fernique’s Theorem ([9], see also [7] p.16)). Thus,
there exists A := A(B, a, p) > 0 such that:

For [exp)j(\] <e.
Gathering all these inequalities we obtain (2.2). O

Proposition 2.2. The family of distributions P. of X€ is exponentially tight in
Ce([0, 11), in scale €.

Proof. Letus fixa’ € (a, 1/2) and R > 0. The Holder ball B,/ (0, R) is a compact
set of C¥([0, 1]).

From (1.5) we have X; = 2M; 4+ Aj where M€ is the martingale M; =
€ o V/XedB, and AS = [ b(X$)du, so that

1XNa < 1A%l + 21 M€ o

We shall bound the tails of ||A€||y and | M€]|4.
a) Bounds for A€.
From

t
|Af — ASl < f Ib(X;)du < |t — s|(BX + p),
S
we get || A€|lq < (BX€ + p), and then

P(|A%le = R) < P(X = R')
< exp(—AR'€ 2)E[exp(re 2X)]

with R’ = ﬁ £ Choosing A > 0 as in Proposition 2.1 we get

limsupe?In P(J|A[le = R) < —AR' + 1
e—>0
and
lim limsupe?In P(|A¢|lq > R) = —oo.

R—+00 (0

b) Bounds for M€. Fixing 0 < ¢ < 1/2 we use Garsia’s lemma (see [20] p.47 or
[2]p.203.) with W (x) = e ¥ — 1 and p(x) = x/2. So W=l (y) = é log(1+y).
Garsia’s lemma asserts that if

/ / |ME_ €|)dsdt§K
p(lt —s|)

[t=s]
IMf — M;| <8 f W 4K fu*)dp(u).
0

then
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This yields easily that if

2 M = My | dsdt <K +1,
ep = |1/2> t +

then

€ € 862 1/2 1
My — M| < — (@ —s) "7[K1 +2log |
‘ c t—s
with K1 = log(4K + 1) + 4, hence for any o < 1/2
|M; — M| < (1 —5)*R

2 . — 1
where R = 8%(1(1 + K»5) with Kp = 25upu€[0’1] ul/2—a log u
From the above assertion we have

c _2|Me M|
M|l = R <P eXp —L S )dsdt > K+1) (24)
( |t —s|1/2

with
K = 1<e($"{2)‘4 — 1) (2.5)

whenever cRe ™% > 8K, + 32. Now by Markov’s inequality,

1 L |M€ M€|
E CXP(CE W) dsdt. (26)

P(IMlle = R) =

K +1

From the usual exponential inequality for continuous martingales Ee*% <

(Eez’\2<z>f)l/2, we deduce

_ 1/2
| ME — M€ 2c%e2 [t
E 2t s )| <2{E X¢d
|:exp (CG |t—s|1/2 < exp (t—S) ’ u u
1 ! 2 _—2vye 1/2
gz{t_S/s E[exp(Zce Xu)]du} 2.7

(by Jensen’s inequality). Thus, we obtain:

P(IMlla = R) <

12
{ sup E[exp(2c26_2X;)]} , (2.8)

K+1 |ueo,1

where K +1=C exp(cRe’z/S) and C a constant. (See (2.5)).
Now, from (2.1),

-2
Elexpce 2X9)] < #0%, exp2c?X,)].
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From the representation of squared OU processes as deterministic time changes of
squared Bessel processes (see [18]),

pe2

P exp(2e X1 = (1 - 4c2€2ﬂ;—ﬁ‘1) 2 5 _2:;’62%_1)
(2.9)
Choosing ¢ > 0 such that 1 — 4c? ezgﬂ_l > (0, we obtain:
P(IMlla > R) < CAPE " B¢ "¢ eR/S
for positive constants A, B depending on . Thus,
lim limsupe?ln P(||M€|lq = R) = —oo. O

R—>+00 ¢

Remark. For later purpose, we deduce from this proof a non asymptotic bound
for the BESQ® process on [0, T]. Let us first note that by scaling

(BESQ)(C‘S)(t), 0<1< T) 4 (T BESQY),(t/T),0 <1 < T)
and then
OV (X llo = B) = 03 (IXllas = RT*™) (2.10)

Taking into account (2.8) and (2.9) we conclude that for any o € (0, 1/2), there
exist constants y, A, B, C, Rg > 0 such that

OV (IXlla,r = R) < CA®BY T 7RI 2.11)
forany y,8,7 > 0and R > T'=%(8 + Ry).
3. First method: Exponential martingale approach

We shall prove Theorem 1.3, i.e. the LDP in the space CJ ([0, 1], Ry) of a-Holder
positive continuous functions, for 0 < a < % Since we already have the exponen-
tial tightness, we need only the upper bound for compact sets. According to [6], we
shall show:

i) Weak upper bound:

lim lim sup 21n P(X¢ € B, (¢)) < —1(p) @3.1)

r=0 <0

where B, (¢) denotes the open ball with center ¢ € CS[0, 1] and radius r.
ii) Lower bound : for any open set O C CJ[0, 1],

liminf €2 In P(X€ € O) > — inf I(p). (3.2)
e—0 @e0



270 C. Donati-Martin et al.

3.1. The upper bound

Set
H:ﬂhedWJD:heﬁ}:LJHhMln
xeR

Forh € H let
h L[ Lo 2
M;" = exp <6—2{/0 h(s)(dX; — b(X{)ds) — 5/0 h*(s)o (Xﬁ)ds}).
(Mf ’h), is a positive local martingale and thus a supermartingale, ensuring that

E(M; oh ) < 1. For the lower bound, we shall need a stronger result:

Lemma 3.1. Fore > 0, the process (Mf’h> is a martingale. Thus, E(Mf’h) =1.
'

Proof. M; = (% fé fz}d By) where £(N) denotes the exponential martingale
associated to the martingale A/ and

Ry = 2h(s)\/XE. (3.3)

By Proposition 2.1, there exist positive constants 8 and y such that E (exp(ﬁﬁ%)) <

y for s < 1. It follows by a Novikov’s type criterion that E (£ ( fot ﬁsd B;)) = 1 (see
[18, Exercice VIII.1.40]). |

By an integration by parts, we can write Mle‘h = exp(el2 F(X€; h)) where

1
Flg;h) = Gl h) -2 / 12 ()gsds (3.4)
0
with
1
Glg: h) = h(1) (wl - /0 b(wu)du> — h(0)a
1 s
- / (sas— f b(wu)du>h(s>ds, (35)
0 0
or

1 1
Glg: h) = h(Dgr — h(O)a - /0 osli(s)ds — /0 beoh(s)ds.  (3.6)

Of course, if ¢ is absolutely continuous (with ¢(0) = a) then

1
G(p:h) = /(; h(s)[@(s) — b(e(s))]ds . (3.7
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For ¢ € C[0, 1] and i € H, we have :

Me,h
P (X € B:(9)) = P (X € B (9); ﬁ
1

1
< —— inf F@y:h) ) E(MS"
_exp< = welgm) (W )) (M)

§exp<—i inf F(l//;h)),

€2 yeB ()

which yields :
limsupe?ln P (X€ € B,(¢)) < — inf F@:h).
P ( /@) VeB, (p) v

e—>0

For h € H, the map ¢ — F(g; h) is continuous on CJ ([0, 1]), so that

lim Tim supe?In P (X€ € B.(p)) < —F(¢; h).
r—

e—0

Minimizing in & € H, we obtain:

lim limsup e? In P (X€ € B, (p)) < — sup F(g; h).
heH

r—=0 0
We shall now identify this supremum as /, defined in Theorem 1.3.

Proposition 3.2. For ¢ € C2([0, 1], R™),

sup F(p; h) = I(p) . (3.8)
heH

Proof. Coming back to (3.4) and (3.6), we first notice that if h € H and
[ h2(s)gsds = 0, then

1
F(p;h) =G(p: h) = —p/O h(s)ds , (3.9)

(since & and ¢ are continuous, we have & = 0 and 4 = 0 on the open set {¢ > 0}).

i) Let us first examine two degenerate cases.
If p = 0 and ¢ = 0 (which occurs only when a = 0), F(p, h) = 0 for all i
and (3.8) holds, in view of the definition of I (see Remark after Theorem 1.3).
If p > Oand Leb{s; ¢; = 0} > 0, we can find kg € H such that fol h(z)(s)gosds
= 0and f; ho(s)ds > 0. Then (3.9) yields F(g, ho) = —p [, ho(s)ds which
gives supy F (@, h) > sup, .o F (¢, Ahg) = 400 and (3.8) holds again.

ii) In other cases, we define the finite positive measure

u(ds) = @sds .
First, we will prove that

sup F(p: h) = sup {F(p: h); h € H, |lhl;2 > 0} =:S(e),  (3.10)
heH
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and then that

S(p) =1(p). (G.1D
Replacing i by Ah in (3.4), it is easy to see that

1
S@) = gswp [Glih™ he H, Ihl 2 =1}20. (12

e If p =0, the condition 4] 2(,) = 0 implies F (g, h) = 0 (by (3.9)) and (3.10)
holds.

e if p % 0 and Leb{s; ¢; = 0} = 0, the condition ||h||Lz(m = 0 implies h = 0
and again (3.10) holds.

Let ¢ € CJ ([0, 1]) such that S(¢) < oo. The linear form G, : h — G(@; h)
(defined in (3.5) for h € H) can be extended to Lz(/,L) and by Riesz theorem, there
exists k € L%(p) such that, (keeping the notation G, for the extended linear form)

Gy(h) = (k. h) 12y = (ke h) 2 (3.13)

Comparing with (3.5) we see that the function ¢ — fo b(¢(s))ds is absolutely con-
tinuous and from(3.7) we deduce

@s = b(gs) + k(s)es . (3.14)
Applying the Cauchy-Schwarz inequality to (3.13) we get
Glps 1)* < Ikl17,p 11172,y = 8T @R, (3.15)

with equality for & proportional to k. We conclude that S(p) < I(¢) and then the
equality (3.11) holds since H is dense in L2(,u) .

If I (¢) < oo, ¢ is absolutely continuous and we use (3.14) to define k € LZ(M)
and (3.13) holds. Hence, by (3.15) S(¢) < I(¢) < 0o, which yields S(¢) = I (p)
in all cases. This ends the proof of the above proposition, hence the proof of the
weak upper bound. O

3.2. The lower bound

In order to establish the lower bound, following the classical way, it is enough to
find a subclass H C CJ ([0, 1]) such that for all ¢ € H and all » > 0,

limi(r)lfe2 log P(X€ € B (¢)) > —1(p), (3.16)
€—>

and to prove that this class is rich enough, that is for any ¢ satisfying I (¢) < oo,
there exists a sequence ¢, of elements of H such that ¢, — ¢ in CJ ([0, 1]) and
I(gn) = 1(9).

Let H be the set of elements ¢ € CJ ([0, 1]) satisfying I (¢) < oo and such that
h given by

_ 9Gs) — blp(s)

h(s) : 100)

(3.17)
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belongs to H. As before, for i chosen as above, we introduce the martingale
€,h
(Mt ) and
t

P =M P (3.18)

where P denotes the Wiener measure on C ([0, 1]). By Girsanov’s theorem, X€ is
solution to the following SDE:

t t
Xe =a+26/ X d,Bs+/ (4h(s)XE + b(XE))ds (3.19)
0 0

where § is a P¢"_Brownian motion. Since % is continuous and b is Lipschitz, the
ODE:

{ v = 4h()y: + b(yr) (3.20)
Yo=a

admits @ as unique solution. From (3.19) we see that lim._, o peh (X¢ e B (p) =1
for every r. Now,

1
P (X € B;(9)) = P (Xe € B/ (9); —h)
My

1
>exp|—= sup F(y;h) ) P"(XC € B(g))
€7 yeB(p)

Thus,
e log P (XE € B,((p)) >— sup F(y;h)+ e log PE" (XE € B,((p))
YEB: (¢)

and

liminf e log P (X € B,(¢)) > — sup F(y;h),
€0 VeB(¢)

and by continuity of F(.; h)

lim lim inf e*In P (X € Bs(p)) = —F(¢: h).

r—0 e—
Since F(¢; h) = I(¢), we have proved (3.16). It remains to prove:

Proposition 3.3. For any ¢ satisfying I(p) < oo, there exists a sequence ¢, of
elements of H such that ¢, — ¢ in C5 ([0, 1]) and I (¢,) — ().

Proof. Step 1. Since the problem lies when ¢ hits 0 we will reduce it to the case
¢ > 0fort > 0, setting fory > 0 :

o =@ +yi*.
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Indeed we get immediately lim, _,¢ (p(V) = ¢ in CS ([0, 1]). Moreover,

o —b”) _ g2t —blo +vD g —blg)
— a.c

(p(}’) vV @t + J/tz y—0 A/ Dt
t

and

67 = bl _ 190 — bley)]

) - N
@y

+27 + Byt € L*(0. 1)),

so that, by dominated convergence, lim0 1 ((p(y)) = I1(p).
)/%
Step 2. We take ¢ as in the first step.

The case a > 0: We have inf;¢[0,11¢; = m > 0. Then, ¢ € L2, so it can be
approximated by a smooth function ¢ and set go,(n) =a+ fot gbs(")ds. Since

lp —0Plle < ¢ — 912,

then lim,_, o0 @™ = @in C4([0, 1]) and for n large enough inf o, 1 (p,(") >m/2 >
0. Now, it is easy to see that ¢ € H (for n large enough) and lim,, o I (¢) =
I (¢). This ends the proof in that case.

The case a = 0. We assume p = b(0) > 0 since the case p = 0 is trivial. In i)
we will reduce the problem to the case where & := (¢ — p)/4¢ € L%([0, 1]) and
in ii) we will find an approximating sequence in H.

i) Let us first remark that the condition 7 (¢) < oo implies liH(l) @i/t = p (see
t—

Feng [8]). For r € (0, 1], let us define an absolutely continuous function w(’)
such that ) = p on [0, r/2), ¥ > 0 on [r/2,1] and ¥ = @ on [r, 1].

More precisely let a, := 2‘”* — p and
o v =pt, (0,51
-w“—p2+ma 5. tels.rl,
01//t = ¢, telrl].

We are now sure that (/) — p) /¢ € L% and lim,_,o ) = ¢ in L2([0, 1]).
To prove that lim, .o I (")) = I(¢), it remains only to check that the con-
tribution of [0, r] to I (¥ ™)) tends to 0, since ¥ ) = ¢ on [r, 1]. We have

/‘(¢“) émwﬁbﬁ /‘<w“) R " (b - p)?
ne 2 0 24 ®

dt

We can choose ry such that ¢, /r € [p/2,2p] for r < rg, so the first term of
the right hand side is bounded by 2(a, — p)?/p and the second one by 8%r¢,.
Since lin}) a, = p, we conclude that lim, _, ¢ I(w(r)) = 1(p).

r—
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ii) Take 2 a sequence of smooth functions converging to 4 in L>([0, 1]) and
define 9™ € H as the solution of the differential equation

("l) =0

Using an explicit expression or a Gronwall type argument we see that ¢
converges uniformly to ¢ as n — 0o . Moreover ¢ = lim @™ in L? so that
@ = lim,_, oo ™ in C%([0, 1]). Now,

(n) (n) (n)
—-b —-b
((/J ) _ 2h§n) (0;('1) n p—Dble )
2 (’7 (pt(n)
12 —b pr — b
L th\/@-l- P (@r) _ Pr (1)
n— 00 \/@ 2\/@
Thus, lim (¢"™) = I(¢) and the proof is finished. 0
n—oo

Remark. Our diffusion satisfies the SDE
dX; = b(X;)dt + €0 (X;)dB;

with o (x) = 2./]x] and we used in the above subsections (see (3. 18) (3.17) and
(3.3)) the change of probability whose Radon-Nikodym derivative is £ ( fo h dBy)
with
~ @5 — b(@s)
T a2 (g)

For a non-degenerate diffusion, Lipster-Pukhalskii [13] used an exponential mar-
tingale with

o (XE)

=)

_ ¢s _b(Xﬁ)
o o(X9

)

(this change of probability was introduced by Wentzell-Freidlin in [10]).

4. Second method: additivity

For p > 0,a > 0 or p = 0, a > 0 the additivity property (1.3) gives

6p) (&'p) ((8+8")p)
o @0l = o) @.1)

for §,8" > 0. We are in the situation of a Cramer’s theorem for the family (Ps)
(defined by (1.6)) in the Banach space C, ([0, T']) whose dual is M[O0, T], the space
of bounded signed measures on [0, T'].
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4.1. LDP (Cramer’s theorem)

On M|[0, T, let us define the logarithmic moment generating function

T
A} 7 () =1og 0P [expfo X5 du(s)]. 4.2)

Theorem 4.1. For p > 0,a > 0or p = 0and a > 0, the family { Ps}s of distribu-
tions on C4([0, T]) (equipped with the topology of uniform convergence) satisfies
the LDP with speed 8~ and good rate function A*, (the Fenchel-Legendre dual of
A) given by

A*(p) = sup {/ Q1) dp(t) — Al 7 ()} 4.3)
neMI0,T]

for ¢ € C4([0, T]). More generally the LDP holds in CS([0, T]) for any a €
0, 1/2).

Proof. We will use additivity in § as in the standard proofs of Cramer’s theorem
(see for instance [7] chap. III, [6] chap. 6, [1]). This yields a weak LDP

First step. For A a convex measurable subset of C([0, T']) the function f4(§) :=
—log Ps(A) is subadditive. Let us prove that if Ps(A) > 0 for some positive 8, then
there exists ng such that

inf P,(A) > 0.

n=no

We follow the path of [7] p.60. One can find a convex compact K C A such that
Ps(K) > 0. Lete < d(K, A°)/2 where d(., .) is the uniform norm distance, and
define G :={f : ||f — K| < €}. Forn > §, define g € [0, 0co) and r € [0, §) so
that n = g8 + r. From the additivity (4.1) we have

Py(4) = Q0P (nA) = Q%) (1G) QL (IX]| < ne) . (4.4)

From the tightness study in the above paragraph, we deduce

lim sup Q) (|X| < R) =1 4.5)
R—00 p <5

so that there exists n; with sup, < Qm (IX|I < ne) > 1/2 for n > n;. Besides,

43p) @) ;
Q5. G) = 0% (k121f< X —nkll < ne). (4.6)

Now, if X € géK then infreg || X — nk|| < M where M := sup{|lqll, ¢ € K}
and then, if n > 1 := M /e we get

&d od
0 6 = 05" (q8K)

From the subadditivity and (4.4) we conclude

inf  Py(A) >~ [Q(‘s")(K)]q - %[Pg(K)]q ~0.

n>max{n,n2}
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Second step. Fix an open convex subset A C C. Either Ps(A) = 0 for all §, in
which case L4 := — limg_ 1 % log Ps(A) = 400, or else the limit £ 4 exists by
Lemma 4.2.5 of [7]. Then we apply Theorem 4.1.11 and Lemma 4.1.21 of [6]. This
yields a weak LDP with a convex rate function /. Then, following Lemma 6.1.8 of
[6] we have, for every open, convex subset A C C

1
lim — log Py(A) = —inf I |
s, 5 g Fo(d) = —in

Last step. Identification of the rate function. We follow the proof of Theorem
6.1.3. of [6], the only new point is that we need a Cramer’s theorem for the additive

family of real r.v. fOT X ,(B)u(dt) and an equivalent of Corollary 2.2.19. of [6]. We
don’t know of any explicit reference for this fact, but the proof is straightforward.
O

5. Third method: Wentzell-Freidlin approach

Here we consider the normalized process S,(‘S) =5"1x t(ap ) with X (()‘S) = da, which
satisfies

2
ds(‘”—pdwﬁ\/ dB,, £ = (5.1)

When § — oo, we are in the domain of the Wentzell-Freidlin asymptotics of LDP
for diffusions. There is a broad literature on these problems, [1] [3] [13] [21]... The
difficulty here lies in the singularity of the diffusion coefficient.

Let us assume p > 0. Since we are interested in the large values of §, we may
assume § > 2/p, in which case, 5[(8) > 0 for ¢t > 0. In the Bessel (not squared

Bessel ) notations, the process n,(‘s) =,/ s}’” satisfies

1\ dt 1
® 1 ®)
dn, (p 8)277,(5) + 7 dB;, 1y =+a. (5.2)

When the diffusion coefficient is constant (as here) and the drift coefficient is
smooth, Azencott’s method ([1]) uses the relation linking the process and its driv-
ing (rescaled) Brownian motion, to apply the contraction principle. Here we adapt
this scheme to the process 7®) (with a non smooth drift) and begin with a study of
the controlled equation.

5.1. The controlled equation

The controlled equation corresponding to (5.2) is the integral equation

o [T ds
u(t) = £(t) + = / u>0 (5.3)
u(s)

with £ continuous and £(0) > 0.
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We may use the results of H.P McKean ([14] and [15] p.80) obtained for p = 2.

Proposition 5.1 (Mc Kean). For £ € C([0, T]), £(0) > O, there exists a unique
non negative solution of (5.3) when p = 2. Let us denote it by S>(£). Given £1, {»
we have

152(€1) — S2(€2)lloo < 2[1€1 — £2]lc0

where |||l oo is the uniform norm.

Now, let us remark that if ¥ > 0, the function v = y $>(£) is solution of

t
v(?) =ye(t)+y2/ Lol
o v(s)

and the converse holds. So, (5.3) has a unique solution

2
S,(8) = \/gsz (ﬁe) , (5.4)

150 (€1) = Sp(€2)llce = 2[1€1 — £2]lco- (5.5

Proposition 5.2. If{¢ € H; ([0, T]), and x > O then, S,(£)(t) > 0 fort € (0, T].

and we have

Proof. Letus firstassume x > 0. For £ € C, ([0, T']), McKean [14, 15] constructed
a positive solution on [0, #1) where #; = inf{s : £(s) = 0} and extended it to a non-
negative solution on [0, T']. We claim that if £ € HX1 ([0, T']) this (unique) solution
is actually strictly positive.

First, from (5.3), we have (as long as u is positive)

i=f04+ 2 (5.6)
2u
hence
Quii =2ub+p <u’+ 6+ p (5.7)
and by Gronwall’s inequality:
u?(t) < 2 4 pT + |€1H)e! =: M. (5.8)
Now, (5.3) and (5.6) entail
. w4 0
1 =-=-+4+- 5.9
(logu) = — =~ + > (5.9)
' pd L i(s)d
(log u(t))~ +/ L — (logu())* —logx — / $)ds 5 1)
o 2u*(s) o u(s)
1 " pds
< —(logM)™ —1
= j g M) °gx+/0 442 (s)

+p7 11113 (5.11)
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fort < T hence

pds 1 R
< —(logM)t —logx +p {13 = y. (5.12)

t
(ogu®)) +/0 42(s) ~ 2

This yields u(t) > e77.
Given this uniform lower bound, it is classical that the solution may be extended.
Let us now study the case x = 0. Since, by definition of « in (5.3) u~!isin L',
for every fo > 0 there exists 0 < ¢’ < fg such that u(t’) > 0. Then we have

u(.+1)=SE+1)— i) +u)

(which is positive from the above results) and u is positive on the full interval
[0, T']. |

A useful property of the family S, (¢), u > 0 is given by the following lemma.
Lemma 5.3. Ifu,v > 0 and £ € Cy([0, T]) then

411€]| 0o
15.(6) = Sy (O = IVt = ol [VT + 'L/'; | (5.13)

Proof of Lemma 5.3. Since S,,(0)(t) = «/ut, a first application of (5.5) entails
1Sk (@) lloo < VuT + 2||€]l0o (5.14)

Moreover from (5.4)
S, (0) — Sy(0) = S, (&) — v ou-18, ( uv—le)
= (1= Vou ) Sy +Vou T [5,0) = 5, (ViwTe) |
It is enough to apply (5.14) and (5.5) again. O
5.2. Another proof of Proposition 1.1

Proof. We prove only part 2 of that theorem , since the mapping 1 — 12 allows to
carry it to part 1 by the contraction principle. Moreover we will assume a = 0 to
simplify.

It is not possible to apply the classical Wentzell-Freidlin results since the drift
is neither bounded nor Lipschitz. Since the diffusion coefficient in (5.2) is constant,
we may use a version of the contraction principle.

We have n® = Sp_s—l(B(S) where BS := \/LSB' From Proposition 5.1 the
mapping S, is continuous. Schilder’s theorem ([6] Th. 5.2.3) yields a LDP for
B? with good rate function £ +— %||é|| |%. Corollary 4.2.21 of [6] on approximate
contractions will allow to use S,_;-1 instead of S,. It says that if

1
lim sup 5 log P(||sp(35) — 8, 5-1(B)loo > R) = — (5.15)

§—00
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forevery R > 0,thenn® = § p—5-1 (B?) satisfies the LDP with good rate function

"
I'() := inf {Enzng; Ce HN0.T]; ¢ = Sp(e)}. (5.16)

From Proposition 5.1 the mapping S,, is clearly injective. From Prop. 5.2, if I’ (¢) <
ootheng(t) > Ofort > Oand from (5.6) I’ (¢) = K&T(go). Conversely,ifp(0) =0

and K&T(go) < 00, then ¢ — % € L>and g — [; % € H_. Hence Proposition 1.1
is proved modulo (5.15). Now we apply lemma 5.3 withu = p andv = p — 871,

1Sp(0) = S, 51Dl <87 7 2T +4p7 2| €|0) (5.17)

a2
It remains to apply the classical exponential inequality P(||B|| > a) < 4e™ 2T to
obtain (5.15). O

5.3. The case p =0

When p = 0anda > 0 (BESQ of O-dimension starting at §a and rescaled by §), our
Theorem 4.1 says that the family { Ps} satisfies the LDP with good rate function the
dual of Ap . Nevertheless, the case p = 0 is excluded from the previous analysis
of this sect10n Feng ([8]) gives a partial answer to the problem. He showed that if
@ is a path starting from a and reaching 0 at t(¢) then

1
lim sup <lim sup glogP ( sup | 5,(5) —p@) = J/))

y—0 §—00 0<t<t(p)
1 [T@® ¢
= a,7(p) (@) 3 /0 s ( )
He claims that “In this case a LDP can also be established by an approximation

argument”.

Actually we can explain how to get the LDP on [0, 7] by means of a Girsanov
transformation on BESQ processes. In the sequel of this subsection, we will denote
Pg the distribution Pj given by formula (1.6) not to forget that we are handling the
case p = 0. According to [22] formula (2¢), if T = t(X) = inf{u > 0; X,, = 0}
and F; = 0 (X, s <t), then

(©) _ (4 )
Qal]:,ﬁ(t<r) - (Z) : Qa\]:, (.19)

Let ¢ belongs to C,([0, T]; [0, 00)) and JOT(<p) < oo. Let B = {f €
Ca([0, T1; [0, 00)) : sup,epo.ry 1f(®) — @0 < ¥). I ¢ > 0on [0,7] and y
small enough, then t(f) > T for every f € B. Moreover there exist two positive
constants A; and A, such that Ay < |f(¢)] < Ay forallr € [0, T] and f € B.
Scaling by § we get

PY(B) = PYB (T <) = 0 (f(—‘;lg (XT)) ( ) 0YsB).
(5.20)
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and

PY(B) = &wmavn»—QW(Z}gz( )Q@wm (5.21)

so that

lim inf P{(B) = lim inf Q" (5B) < hm n sup 0% (5B) = limsup PY(B).
§—o00 §—o00 §—00
(5.22)

We have now to study large deviations for the rescaled BESQ4 process Q(4) (5.
Since, under Q(4)

2 2 2 2
X =(Va+B") +(87) +(BY) +(8Y) . 623
we have by rescaling, under Q(4)
2 2 2
B(l) N Bz(Z) N BzG) N Bz(4) (5.2
NG NG} NG NI '

We can now use the Schilder theorem and the contraction principle ([6]) to get the
following action functional for (X,/68, t € [0, T])

I(p) = mf{ / [sz)}dr (Va + v (@) +Zw,<t> =), Vi €10, T]}

It is easy to see that the above infimum is reached at ¥/; = /¢ — /a, Yy =0,
Y3 =0, ¥4 = 0 and is then equal to

0 1 T(/')Z )
hﬂw=§A as it =a.
S

Afterwards, a detailed study of paths touching 0 as in [8] would allow to get the
LDP.

Remark. A heuristic explanation involving another relation between BESQ® and
BESQ* can also be given. According to classical results ([18] Ex. 1.23 p. 451), the

law of {X;,t < 7} under Q(O) is the same as the law of {X,,_;,t < L} under
Q(4) where L, = sup{r : X; = b}.
Scaling again by § we are lead to the large deviations for Q(4) (8-) in reversed

time until its last visit to . We may imagine that it corresponds to reverse the time
in the integral of (5.18).
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6. Non-constant drift

6.1. The family of squared radial OU?® processes

For Y defined by (1.10), let us notice that the family y© := %Y (r/2€") gatisfies the
SDE

and we are in the situation of Feng ([8]). We recover his result (see p.117 and remark
on top of p. 122), but our method is different.
We use a time change. Let ec(t) = ¢! (1 — e™') and

G : C([0,T]; (0,00)) = C([0, ec(T)]; (0, 00))

x> (1 e“x(ec(1)) .

The mapping G is continuous for the uniform topologies. Since Y D G(X), we
may apply Proposition 1.1 and the contraction principle to see that the action func-
tional for the LDP of Ps is J ap ()~ 1(T) (G -1 ((p)) which after an obvious change

of variable is equal to “J/ ;.
6.2. Case of the general drift

We show how Proposition 1.1 leads to Theorem 1.3 using Varadhan’s lemma, under
some smoothness assumptions on the drift coefficient b. We assume that 5(x) =
% is well defined on R and differentiable, with 4 Lipschitz.

From Girsanov’s theorem, denoting by Q, resp. Pe, the law of Y€ solution of (1.5)
associated to b(x) = p, resp. the law of X€ solution of (1.5) associated to b, we
have the following absolute continuity relation:

dPe_ 1 TI;X dx d 2 T132X X, d
dQe_eXp<e_2{/0 (X,)( x—ps>—/0 (X,) X, s})

Now, from It6’s formula, for f(t) := fot b(s)ds,

T T
FOp) = fl@= / b(Y$)dys +2¢* / b (YEYEds
0 0

Thus, 47 = exp (% Fe(X) ) with

T A A
Fe(X) = f(XT)—f(a)—/0 (ph(X) + 2Xb*(Xy)) ds
T
—€? / 2X,b' (Xy) ds
0

= F(X)+€>G(X)

and F, G continuous.
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We are almost 2 in the situation of Varadhan’s Lemma ([6] Theorem 4.3.1 and
Exercise 4.3.11). The validity of Eq. (4.3.2) of [6] Theorem 4.3.1 follows from the
exponential tighness result. We conclude that (X€) satisfies the LDP with good rate

function J f (79) (p) — F(¢). Itis easy to see that we recover the expression given in
(1.13).

7. The family of squared Bessel bridges

We use the fact ([18] ex. 3.6) that under Qi, the process
Xru) = —w)?Xuya-uy, 0<u<l,

(and X" (1) = 0) has the law Q)(:Zo' Set

Co = {q) €C([0,00):R) : ¢(0) =a and lim &;) =0} (7.1)

—00 f
equipped with the norm

1
I 1= sup 201
=0 (1+1)

which makes it a separable Banach space The mapping ¢ +— ¢ is continu-
ous (Lipschitzian) from C, to the space Ca0 = {p € C([0,1];R) : ¢(0) =
a and ¢(1) = 0} equipped with the uniform norm.

7.1. Extension of the previous results to C ([0, 00); [0, 00))

The extension of the results of Proposition 1.1 1) to C, follows from a theorem of
Dawson and Gértner [5] on LDP for projective limits. From this theorem we see
that the LDP holds for the topology of uniform convergence on [0, T] for every
T. To strenghten it, it is enough to show exponential tightness. We will follow the
scheme of [7] Lemma 1.3.25. Set

[e.]

Vip) =

n=1

lo®) —o) 1 1o
2 geyayen |1 —s V4TS 32

For any L > 0 the set {¢ : V(¢) < L} is compact ([7] p.17) so we have to prove

hm limsup§™ ]log Qép (V(X) >46L) = . (7.2)

L—oo 5500

2 Here, the continuous functional F, depends on € with F, — F. We can show that the
proof of Varadhan’s Lemma remains true in this case.
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First, forany 6 € (1/2, 1)

=1 X, — X, |
25(2 sup | I 6L><ZQ (nxnm_n m(29>>

i 2" 0<s<t<n |t
SL(20)"
< CAS,U Z BBa/n exp |:_y ( )
n

0(1 — 9)n3/4] (73

(from (2.11). There exists A > 0 such that (20)" > n’/*x for every n > 1 so,

o
1 Xs—X
lim sup 57! log Qg'z ( — sup % > 8L>

§—00 2n 0<s<t<n | r—
L
<plogA+xlo B—y— (7.4)
& S TS

n=1

and letting L — oo gives half the result. It remains to prove that

lim limsup3~'log Q% (X* > 5L) = (7.5)

L—00 5500

where X* := sup,., g—[z Without loss of generality we will assume that p = 1.
Let n such that n — 1 < § < n. By additivity we may assume that the processes
X®=D x® x® are defined on the same probability space and satisfy for every
t X ,(”_1) <X ,(6) <X ,("); then (by the comparison theorem and the exponential
inequality)

I:= 05, (X* >8L) < Q1,(X* > 8L) <e ™LQ! (expAX*).  (7.6)

Now,
0" (expaX*) < [Q{(ll) (exp AX*)]n

and by Fernique’s Theorem ([9] and [7] p. 17-18) there exists A > 0 such that
U := ,(11) (exp A X™*) < oo, which gives,

[ < Ustle2L (7.7)
Letting § and L go to infinity gives the expected conclusion. O
7.2. Main result

Theorem 7.1. The family of distributions an‘io ( lX,, 0<tr<le. ) on Cg:(l)
satisfies a LDP with good rate function

2

. (o0 + 3 — p)

I () == du. (7.8)
/0 8p(u)

Proof of Theorem 7.1. Apply the contraction principle and the above result. O




Large deviations for squares of Bessel and Ornstein-Uhlenbeck processes 285

Remark. It is worthwile to notice that the rate function J?” can be obtained infor-
mally by applying the Wentzell-Freidlin formula for small parameter diffusions to
the squared Bessel bridge which is actually solution of

t t 2)(Y
X; =2 /Xy dBs+ s — ] ds, (7.9)
0 0 S

(see [18] Exercise 3.11).
8. Rate functions and variational formulae
8.1. Laplace transform

We now present two known expressions of the log-Laplace transform A )‘C)  defined
in (4.2). The first one comes from (1.15):

AL (o) = S log ¢, (1) + 56,,(0). (8.1)
where ¢, is solution of the Sturm-Liouville equation,
1 1
5¢” =—up, ¢0)=1, §¢’(T) = u({THe(T). (8.2)

This result is usually found in the literature when p is a negative measure. It may
be extended to measures p such that ¢, is strictly positive on [0, T'].

Noting as above, that under Q)(cl), X is B2, the square of Brownian motion, a
classical Gaussian calculus is possible. In the most simple case x = 0 it gives

T
Qél)[exp/ Xy du(s)] =det [I — 24,172 (8.3)
0

where A, is the symmetric trace-class operator on the Cameron-Martin space
Hy ([0, T1) (see (1.18)), given by

T
< Auh,h >=/ h2 dus) . (8.4)
0

This holds as soon as the greatest eigenvalue A1 () of A, satisfies 241 () < 1.
In the general case x # 0 it can be proved that

T
0M[exp /0 Xy du(s)] = det[I — 24,17 /2w (8.5)

with ’
= (f() fndﬂ)z :|

T
k(u)=[/0 du(s) +2 o

0
where ( f;,) is an orthonormal basis of eigenvectors of A,,. It is of the same form as
in (1.15). Comparing with (1.15) , we get

1
Gu(T) = detll = 24,171, 2¢/,(0) = k(w) .
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8.2. Variational formulae

We will restrict ourselves to the BESQ case to simplify the discussion. Using three
methods, we obtained three variational formulae.

e The “exponential martingale method” yields

1
T7(p) = sup ( G(p.h) -2 /0 h2<s)<psds) (8.6)
e The “Cramer method” yields
T
J{ () = sup ( /0 gsdu(s) — A,’i,T(m) (8.7)
n

e The “Wentzell-Freidlin method” yields

1 .
I r(@)=inf (I € € H g, Sp(0) = /o). (8:8)

Our aim is to explain the relations between the different quantities involved in these
formulae.

1) For ¢ € H we saw in section 3.2 (see (3.20)) that the optimal % in (8.6) is given
by

h=-"——. 8.9

19 (8.9
2) Letus make the correspondence precise between ¢ and the optimal p in (8.7) (if
any). If y is a negative measure, then ¢,, is positive on [0, 7] and A(u) < co.

From [18] p.550, it is known that F,, := zi is solution of the Ricatti equation
w

(in the Schwartz distribution sense)

F+F>=-24 on(0,T), F(T)=2ur. (8.10)
which entails that
p [T a
AL (W) = 5/ Fu(s)ds + 5 Fu(0). (8.11)
' 0

Now, if ¢ is absolutely continuous, an integration par parts using (8.10) gives

T

r 1
| wanwr = a2 00 =5 [ 6= pFa0 - orwd] ar. 612
0 2Jo

Since ¢; is nonnegative the integrand is bounded above by (‘5’4:; )? and then the
right hand side is bounded above by Jﬁ 7 (). It takes exactly this value if
p—p
F,=— 8.13
1 20 (8.13)
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(which is close to (8.9)). That means

/ .
fu_9-p (8.14)
¢u 2¢
Giving ¢ we can find u by (8.10) where F is taken as in (8.13).
Conversely, it is interesting to look for ¢ when u is given, solving the dual

problem. Indeed, by the duality lemma (Lemma 4.5.8 in Dembo-Zeitouni ([6]))

T
sup < / @5 duu(s) — J;T(@) = A2 (1), (8.15)
0:9(0)=x 0
If we denote
_(@—p)?
gy, 2) = 8—
y

then the optimal path ¢ solves the Euler-Lagrange equation (in the Schwartz dis-
tribution sense)

d sdg . ag .
i+ 5 (5:09) = (5, )@ on0D (8.16)
with the initial condition ¢(0) = x and the final condition (free end point)
ag
— (¢, ¢ =ur. 8.17
G @.9)),_, = nr (8.17)

It is then easy to see that the auxiliary function gbz;p is solution of the Riccati equa-
tion (8.10), so by unicity, equation (8.14) is satisfied. Solving it (this is a linear
equation in ) we get

tod
(1) = pdy (1) /0 Wiﬂ + Xy (1) (8.18)

We may obtain another expression of the path ¢, introducing as in ([18]) Ex. 1.34,
the function

V) =¢ (t)/t ds (8.19)

" S R ION '

which solves also the Sturm-Liouville equation with the boundary conditions
¥u(0) =0, ¥,(0) =1 (8.20)

(and it satisfies the Wronskian relation ¢M”;/¢ — ¢;L Y, = 1). The optimal path ¢
becomes

0(1) = pu (DY (1) + x¢u (1), (8.21)
3) Going back to Mc Kean’s construction, we see that S, (£) = /¢ gives
g—p
L= ——=2h/¢p
2/ Ve

which we saw already in the exponential martingale (3.3).
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8.3. Examples

In the above subsection we considered only negative measures, in order to make sure
that the Sturm-Liouville machinery works. If we take the particular case p(ds) :=

—p €1(ds) for s € [0, 1] (Dirac mass in 1), then we get easily ¢, (1) = Hﬁ%;t),

W, (1) = t, Fu(t) = 15— and
t(1+p2—1) . (14 B2 —1)?
1+28 (1+28)2

(the equation of a parabola). Actually, everything holds true for 8 > —1/2.
Let us give a detailed analysis of a more interesting case (well studied, as far

p()=p

as computation of distributions is concerned). Assume that du(s) = —%zds for
s € [0, 1]. From [17] and [18], Corollary 1 p.445, it is known that
. coshB(1 —1)
¢u(t) = cosh Bt — tanh 8 sinh ff = ————— (8.22)
cosh
which gives
o P X
Ax’l(u) =-3 logcosh g — E,Btanh,B. (8.23)
The operator approach (8.4) gives here :
’32 1
Ah(t) = —7/ (s At)h(s)ds, te]0,]1]. (8.24)
0
Its eigenvalues and associated eigenvectors are (n > 0)
—282% 23/2 2n + Dt
=" t) = i . 8.25
= monr2 PO R T 2 (8.25)
This entails
det(l —24) = [1 —]z h B, 8.26
et( ) E) +n2(2n+1)2 cosh B (8.26)
and
B2 168* & 1
k() = ——= +

2 T a2 XO: n + D2[(2n + 1)272 + 482]
_ _g tanh 8 . (8.27)

For a study of the second parts of equalities (8.26) and (8.27), see [12] and [4].
To identify the optimal path, let us remark that F, (f) = — g tanh (1 —¢). From
(8.20) we deduce that ¥, () = B! sinh Bt, and then

sinh Bz cosh B(1 — 1) N cosh? B(1 —1)
B sinh 8 cosh? B

o) =p (8.28)
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