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Abstract Current HIV therapy, although highly effective, may cause very
serious side effects, making adherence to the prescribed regimen difficult. Math-
ematical modeling may be used to evaluate alternative treatment regimens
by weighing the positive results of treatment, such as higher levels of helper
T cells, against the negative consequences, such as side effects and the possibil-
ity of resistance mutations. Although estimating the weights assigned to these
factors is difficult, current clinical practice offers insight by defining situations
in which therapy is considered “worthwhile”. We therefore use clinical prac-
tice, along with the probability that a drug-resistant mutation is present at the
start of therapy, to suggest methods of rationally estimating these weights. In
our underlying model, we use ordinary differential equations to describe the
time course of in-host HIV infection, and include populations of both activated
CD4+ T cells and CD8+ T cells. We then determine the best possible treat-
ment regimen, assuming that the effectiveness of the drug can be continually
adjusted, and the best practical treatment regimen, evaluating all patterns of a
block of days “on” therapy followed by a block of days “off” therapy. We find
that when the tolerance for drug-resistant mutations is low, high drug concen-
trations which maintain low infected cell populations are optimal. In contrast,
if the tolerance for drug-resistant mutations is fairly high, the optimal treat-
ment involves periods of reduced drug exposure which consequently boost the
immune response through increased antigen exposure. We elucidate the depen-
dence of the optimal treatment regimen on the pharmacokinetic parameters of
specific antiviral agents.
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1 Introduction

The human immunodeficiency virus (HIV) infects and ultimately leads to the
depletion of a critical component of the cellular immune response, the CD4+ T
cell population. As HIV infection progresses, the concentration of these helper
T cells gradually wanes, eventually crippling the immune response. When the
level of helper T cells is sufficiently low, the patient has little resistance to
other “opportunistic” infections and a diagnosis of AIDS (acquired immuno-
deficiency syndrome) is obtained.

Although many currently available antiviral drugs are highly effective, they
may also cause severe and even life-threatening side effects. This suggests
the possibility of using mathematical models to design and evaluate “drug-
sparing” treatment regimens which reduce overall drug exposure, while maxi-
mizing helper T cell counts and thus delaying the progression to AIDS.

If patient T cell counts can be regularly observed, drug regimens might be
dynamically adjusted to optimize treatment outcome; for recent examples of
such feedback control, see [20,40]. Unfortunately, T cell counts are not always
readily or regularly available. In the absence of this regular feedback, treatment
regimens are usually evaluated mathematically by constructing a target func-
tion which balances the costs of side effects against the benefits of increased
T cell counts. Prior research has examined target functions that maximize the
helper T cell count at each time point [8,15,21,24] or at the final time point
[27]; minimize the viral population at each time point [1]; or incorporate the
immune response by either maximizing the sum of helper T cells and effector
cells (CD8+ T cells) [11]; or minimizing the weighted difference between viral
titre and effector cell counts [2]. In each of these target functions, the weights
associated with costs or benefits have been estimated by considering the orders
of magnitude of the quantities involved.

A third factor which may be weighed by the target function is the emer-
gence of drug-resistant mutations. The effects of drug therapy on viral strains
with differing levels of resistance are explored in [27] and [45]. These models,
however, assume that any drug-resistant viral strains are present in the initial
population, and thus the question of preventing the emergence of resistance
de novo is not addressed.

A related approach for evaluating treatment regimens has been used in the
analysis of structured treatment interruptions (STI). Here a precise schedule
of periods “on” and “off” therapy is constructed. The underlying idea is that
periods off therapy may boost the immune system while decreasing the drug
burden; unfortunately such strategies may also facilitate drug resistance. For a
recent review of clinical STI results, see [22].

Mathematical modelling was first used to compare three different STI strat-
egies in the absence of drug resistance [25]. Later models such as [3,7] and [13]
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were used to predict the effects of STI strategies with, for example, weekly or
monthly interruptions in treatment, including the possibility of drug resistance.
The question of whether immunological control of HIV could be established
through STI is addressed in [26] and [46]; the clinical conditions under which
STI might be optimal are explored in [44].

In Sect. 2 we propose a model of in-host HIV infection which includes drug
therapy and the possibility of immune boosting. In Sect. 3 we develop a target
function which balances the costs of side effects against the benefits of improved
CD4+ T cell counts, and imposes a severe cost on treatment regimens that facil-
itate the emergence of drug-resistance. An important contribution of this work
is that we propose a quantitative means of weighing these effects against each
other, rather than using order-of-magnitude estimates alone. Finally, in Sect. 4
we use this target function to predict the best possible treatment regimen, which
would be possible if drug concentrations could be continuously adjusted, and
to predict the best practical drug regimen, achievable with the known pharma-
cokinetics of currently available antiviral drugs.

2 Our model

In order to effectively model potential boosts to the immune system through
periodic antigen exposure, we propose a system of differential equations which
consists of five populations: CD4+ T cells which are naïve x, activated r or
productively infected y; and CD8+ T cells which are naïve u or activated z. For
each population we model the concentration of cells in a small volume of well
mixed plasma as follows:

ẋ = λx − β(1 − η)xy − dxx − αxy (1)

ṙ = αbxy − β(1 − η)ry − drr (2)

ẏ = λy + β(1 − η)(r + x)y − dyy − ρzy (3)

u̇ = λu − duu − ξury (4)

ż = ξgury − dzz (5)

Here we make a standard assumption that cell densities in plasma reflect the
dynamics in the lymph.

Naïve CD4+ : Naïve CD4+ T cells are produced by the thymus at constant
rate λx and die at constant per capita rate dx. They become infected at a rate
proportional to the infected cell concentration, βy. The underlying assumption
here is that free virus is roughly in equilibrium with the infected cell popu-
lation [34]. This infection rate is reduced by the overall effectiveness of drug
treatment to β(1 − η), with 0 ≤ η ≤ 1. We discuss η further in the sections to
follow, but note that we allow η to vary with time. Naïve CD4+ T cells may also
become activated at a rate proportional to the infected cell concentration, αy.
Again, the underlying assumption is that the degree of antigen presentation is
proportional to the number of infected cells.
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Activated CD4+ : When activated, a CD4+ T cell may clone itself; newly
activated and newly cloned CD4+ T cells are jointly captured through the
term αbxy, where (b − 1) gives the number of clones produced by a newly
activated cell. Activated CD4+ T cells can become infected at rate β(1 − η)y
and die with natural death rate dr.

Infected CD4+: Infected CD4+ T cells are produced from either naïve or acti-
vated CD4+ at rate β(1 − η)(r + x). An important simplifying assumption here
is that naïve CD4+ T cells, once infected, are productively infected. Infected
CD4+ T cells die at rate dy with dy > dr, or are killed via mass action kinetics
by activated CD8+ T cells; ρ describes the effectiveness of this process. Our
model does not explicitly include the latently infected T cell population. This
limits the scope of our investigation as we cannot address the repopulation of
the latent reservoir during STI; we discuss this further in Sect. 5. Our model
does, however, implicitly include latently infected cells through the parame-
ter λy. This term describes a continuous input of productively infected CD4+
T cells from the latent reservoir [10,36].

Naïve CD8+ : Naïve CD8+ T cells are produced by the thymus at constant rate
λu and die at constant per capita rate du. We assume that CD8+ T cells are
activated at a rate proportional to the degree of antigen presentation, and thus
proportional to the infected cell concentration y1. This process of activation,
however, also requires an activated CD4+ T cell. Thus, we model the overall
rate of CD8+ activation as ξury.

Activated CD8+ : Since newly activated CD8+ T cells may also clone them-
selves, we let the term ξgury describe both newly activated and newly cloned
CD8+ T cells, with g > 1. Activated CD8+ T cells die with natural death rate dz.

Although we omit the details here, in the absence of drug therapy and for
reasonable parameter values (see the following section), this system has two
physically meaningful equilibria an unstable, uninfected equilibrium and a sta-
ble, infected equilibrium. The separation of naïve and activated cell populations
in this model requires an extension to the class of well-studied and validated
in-host HIV models [34]. These models predict the system behaviour near the
uninfected or infected equilibria quite well, but are not typically valid for study-
ing the decline of CD4+ T cells over many years during chronic infection, nor for
the course of primary infection. Since our study focusses on treatment intervals
of less than 2.5 years, well after primary infection, neither of these limitations
are relevant.

1 Both activation and infection rates in this model are proportional to the degree of antigen presen-
tation, whereas in reality these rates would saturate. However, for the effective treatment strategies
we predict here, the degree of antigen presentation remains relatively low. Thus assuming a linear
response allows for substantial simplification of the model, without loss of accuracy.
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Table 1 Parameter estimates
from the literature

Parameter Value Reference

dx 0.057 day−1 [37]
dy 1 day−1 [30]
du 0.037 day−1 [37]
λy 0.0033 cells/(day μl) [10]
b 9 [31]
R0 3.03 [17,18]

Table 2 Equilibrium cell
populations from the
literature

Uninfected equilibrium
x0 Naïve CD4+ T cells 1, 066 cells/μl [31]
u0 Naïve CD8+ T cells 603 cells/μl [31]

Infected equilibrium
x + r Total CD4+ T cells 388 cells/μl [31]
u + z Total CD8+ T cells 816 cells/μl [31]
y Infected CD4+ T cells 50 cells/μl [28]
fr Fraction activated CD4+ 0.243 [37]
fz Fraction activated CD8+ 0.427 [37]

2.1 Model parameters

The model described above, of necessity, simplifies or neglects some potentially
relevant aspects of the underlying immunology. Even so, this system includes a
total of five populations and 14 free parameters. Fortunately, a number of impor-
tant recent studies have provided experimental estimates of critical parameters
for in-host HIV-1 infection [9,10,12,14,16–18,23,28–31,36,37,47].

Table 1 gives experimentally estimated values for five parameters of the
model, along with an estimate for the basic reproductive ratio R0. The estimate
for λy is based on the rate of decline of the latent cell reservoir during aggressive
drug therapy [10,36]; we assume that cells are primarily lost from this pool due
to activation. Our estimate for the number of CD4+ clones, b, agrees well with
some experimental estimates [12,23], but a range of values have been reported
in other studies [37,47].

In addition, experimental estimates are available for the cell concentrations
at both the uninfected equilibrium (two populations) and the infected equilib-
rium (five populations). These estimates are provided in Table 2. At the infected
equilibrium, the total CD4+ and CD8+ T cell concentrations have been esti-
mated experimentally (x+r and u+z, respectively), as have the fraction of these
totals that are activated, fr and fz, respectively. Thus, the concentration of naïve
CD4+ T cells, for example, at the infected equilibrium is given by (1− fr)(x+ r),
while the concentration of activated CD4+ T cells is fr(x + r).

These equilibrium values can then be used, along with the other “known”
parameters, to algebraically determine unknown parameters. The seven param-
eters estimated in this way are provided in Table 3. Table 3 also gives the values
chosen for the two remaining free parameters, dr and dz. We are not aware of
experimental estimates for these parameters, therefore we assume that these
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Table 3 Estimated
parameter values

From the uninfected equilibrium
λx 60.76 cells/(dayμl)
λu 22.31 cells/(dayμl)

From the infected equilibrium
α 0.14 × 10−3 cells−1day−1

β 0.28 × 10−2 cells−1day−1

ρ 0.30 × 10−3 cells−1day−1

ξ 0.23 × 10−5 cells−2day−1

g 3.22

Free parameters
dr 0.065 day−1

dz 0.047 day−1

death rates for activated cells are greater than or equal to the corresponding
death rates for naïve cells, dx and du, respectively.

Because of the uncertainty surrounding our estimates of b, dr and dz in par-
ticular, we performed sensitivity analysis by computing the partial derivative
for each algebraically determined parameter (Table 3) with respect to changes
in b, dr and dz. For example, the value of the CD4+ T cell cloning rate, α, is
determined from the infected equilibrium as:

α = (λx − dxx + drx)r
xy(bx + r)

.

Therefore, the relative change of this value with a change in the death rate dr is

(
∂α

∂dr

) / (
α

dr

)
= drx

λx − dxx + drx
.

We then simply substitute the experimental estimate of the uninfected CD4+ T
cell density for x, and numerical estimates for the other parameters, to gauge the
sensitivity of our estimate of α to estimates of dr. Repeating for each parameter
in Table 3, we verified that all parameter estimates were fairly insensitive to
changes in these three values; no parameter would change by more than 10%
for a 10% change in any of these values.

We likewise used partial derivatives to quantify the sensitivity of the esti-
mated parameters to the values assumed for equilibrium populations (Table 2)
and other measured parameters (Table 1). This analysis revealed that the param-
eters (α, β, ρ, ξ and g) were somewhat sensitive to changes in the concentration
of infected cells at equilibrium. Since the infected cell concentration is only
estimated to within an order of magnitude [9,28], we used the measured value
of R0 [16,18] to constrain our estimate of the equilibrium value of y.

Finally, we observed through this sensitivity analysis that ρ, the rate at which
CD8+ T cells kill infected cells, was very sensitive to many of the parameters
estimated from the literature. For example, a 1% change in dy, the death rate
of infected cells, would result in a 9.5% change in our estimate of ρ. At the
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conclusion of our study we therefore tested the sensitivity of our main results
to variations in ρ; this is described in greater detail in Sect. 4.3.

3 The optimal treatment problem

3.1 Formulation of the target function

As described in Sect. 1 our goal is to formulate a target function that balances
the costs and benefits of three main effects:

1. Maximize helper T cells Our main goal is to maintain the helper T cell
population throughout therapy. Specifically, we wish to maximize the naïve
CD4+ T cell population, since these cells are critical for combating oppor-
tunistic infections. We consider a therapeutic interval from time t0 to tf and

maximize the integral
∫ tf

t0 x(t, η(t))dt.
2. Minimize side effects Side effects depend nonlinearly on the size of the

drug intake, and we follow [15] and [24] in assuming that the cost of treat-
ment is proportional to η2, that is, we minimize a term q1

∫ tf
t0 (η(t))2dt. The

constant q1 gives the weight with which we can balance the cost of side
effects against the benefits of maintaining the CD4+ T cell population. We
address this further in Sect. 3.2.

3. Minimize drug resistance When drug therapy is intermittent, drug-resis-
tant mutations may occur and virions carrying these mutations may rep-
licate under positive selective pressure [38]. To minimize the probability
that new drug-resistant mutations emerge during therapy, an appropriate
term must be included in the target function; we justify our choice below.

We assume, conservatively, that the drug-resistant viral strain has complete
resistance to the drug, but has a natural selective disadvantage σ . This allows us
to compute Rm, the basic reproductive ratio of the drug-resistant viral strain, as
the product of the rate at which a single infected cell produces “descendents”,
and its mean lifetime, 1/(ρz + dy):

Rm = β(1 − σ)(x + r)
ρz + dy

≤ β(x + r)
dy

. (6)

We use this basic reproductive ratio to estimate the probability that each mutant
lineage ultimately goes extinct due to stochastic fluctuations in an initially small
population. If we assume that each cell infected by the drug-resistant viral strain
has descendents regulated by linear birth–death process with mean Rm, then
the probability that a single mutant lineage ultimately goes extinct is given by
X, X = 1

Rm
. We use π = 1 − X to denote the probability that a single mutant

lineage ultimately survives.
We therefore include a term in the target function which minimizes the

following probability: that a cell infected by the drug-resistant viral strain is
produced through mutation, and that this cell produces a lineage of secondarily
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infected cells which ultimately does not go extinct. Since the rate at which such
cells are produced by de novo mutation is given by μβ(1 − η)(x + r)y, we arrive
at q2

∫ tf
t0 (1−η)(x(t, η)+ r(t, η))y(t, η)π(η, t)dt, where any constants which do not

vary with t or η have been folded into q2.
Thus the final form of our target function is:

T =
tf∫

t0

xdt − q1

tf∫
t0

η2dt − q2

tf∫
t0

(1 − η)(x + r) y π dt → max
η

(7)

To use this target function in selecting optimal treatment regimens, we must
balance the benefits of increased CD4+ T cell counts against the costs of side
effects and the risks of drug resistance. This is done by determining reasonable
values for the weights, q1 and q2, as described in the following section.

3.2 Estimation of the weight of side effects

We first evaluate the balance between CD4+ T cell counts and side effects,
neglecting the risks of drug resistance. Since patients naturally differ in their
tolerance to drugs, we assume that q1 may take a range of possible values.
Note that high drug tolerance implies a low weight q1, and vice versa. Our
estimates for high and low values of q1 within the clinically relevant range are
based on clinical practice: patients are typically introduced to antiviral therapy
only after CD4+ T cell counts have fallen to 350 cells/μl or less. We also use
conservative estimates of treatment effectiveness, that is, we assume that the
therapy prescribed is just sufficient to reduce the basic reproductive ratio of
the drug-sensitive virus to a value less than one. We denote this level of drug
effectiveness ηmin; for the parameters given, ηmin ≈ 0.67.

Upper estimate: The clinical practice outlined above implies that when x > 350
cells/μl, the target function is maximized if the patient does not take therapy.
Likewise, if x < 350 cells/μl, the target function is maximized by therapy. Thus
when x is exactly 350 cells/μl, the target function should be equivalent in the
two cases. If the patient takes drug therapy, the target function is equal to∫ (

xmax − q1η
2
min

)
dt, where xmax is the maximum T cell count attainable dur-

ing aggressive therapy. We take xmax to be the uninfected equilibrium level
of CD4+ T cells. If the patient is not on therapy, the target function value is∫

350 dt. Equating the two, we find q1 = (xmax − 350)/(η2
min).

Lower estimate: Alternatively, we can consider the benefit of delaying therapy
until t350, the time at which T cell counts reach 350 cells/μl. We argue that the
side effects avoided by this delay exactly balance the loss of CD4+ T cells experi-
enced between t0, the start of the infection, and t350. Thus,

∫ (
xmax − q1η

2
min

)
dt =∫

x(t)dt, where x(t) gives the time course of CD4+ T cell counts in the absence
of therapy, and the integrals are taken from t0 to t350. The pattern of loss in
x over time varies markedly between patients, however, for the purposes of
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estimating an approximate value of q2 in the lower range of those clinically
reasonable, we assume that the decrease in x is linear over time. This yields
q1 = (xmax − 350)/(2η2

min).

3.3 Estimation of the weight of resistance mutations

We follow [6] in comparing two probabilities: the probability that a drug-resis-
tant mutation is present in the infected cell population at the start of therapy,
and the probability that such a mutation arises during therapy. Specifically, we
find the level of drug effectiveness η̄, at which these two probabilities are equal.
If treatment is applied at this level, drug treatment does not increase the risk of
resistance mutations.

The probability of initiating therapy when the mutant is present is given,
when mutations are rare, by the ratio of average time that a mutant lineage
survives, in the absence of the drug, over the average time between such muta-
tions arising. Since new drug-resistant infected cells, denoted yμ, arise at rate
μβ(x + r)y, the average time between such events is clearly (μβ(x + r)y)−1.

In the absence of drug therapy, the dynamics of a drug-resistant viral lineage
can be approximated as ẏμ = β(1 − σ)(x + r)yμ − dyyμ − ρzyμ. Thus yμ decays
exponentially, and the average time that a single lineage is present in the popu-
lation is given by (−β(1−σ)(x+r)+dy +ρz)−1 = (βσ(x+r))−1 again assuming
that the patient is at the infected equilibrium before therapy begins. We also
assume that λy makes a negligible contribution to y compared to new infections
through the β term; this is reasonable for patients at the infected equilibrium.

Therefore the probability of starting therapy when drug resistance already
exists is given by the ratio of the average time that a single lineage exists, over
the average time between such mutations arising, which simplifies directly to
yμ/σ . This value is less than one since μ is small and y is not too large in one
μl. Estimates of the total population of infected cells in an infected individual
range from 107 to 108 [9,28]. Assuming a point mutation rate of 10−5 to 10−4

[29] and selective disadvantage σ = 10−3 to 10−2 [5], we find for example that
the probability that a 3-point mutation already exists in the pool of infected
cells at the start of the therapy is in the range 10−6 to 10−1.

In contrast, we estimate the probability that a cell infected by a drug-resistant
viral strain is produced by de novo mutation during treatment as:

tf∫
t0

μβ(1 − η)(x(t, η) + r(t, η))y(t, η)dt (8)

where we made a conservative assumption that π(η, t) = 1
Equating (8) with the expression yμ/σ , we solve for η̄, a treatment level which

ensures that the probability of developing drug resistance is not increased dur-
ing treatment. Since a large number of antiviral drugs are currently available,
we assume a treatment time course, on the same drug combination, of two years,
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such that t0 = 0 and tf = 730. This gives a numerical estimate of η̄ = 0.659. This
estimate is fairly insensitive to the length of the treatment interval; for a four
year interval for example we find η̄ = 0.7. Estimating η̄ allows us to deduce a
numerical estimate for q2, however, we do not use this value to constrain our
search for “optimal” η(t), below, in any way.

To estimate the weight of resistance mutations, q2, we evaluate the target
function predicted for a constant drug effectiveness η̄. We equate this value
with the target function predicted in the complete absence of treatment; in this
case we assume a worst-case scenario of x = 200 cells/μl, i.e., the development
of AIDS. The underlying assumption is that the net benefit of drug-treatment
at level η̄ must at least be better than this worst-case scenario. We thus find
an upper limit for the weight of resistance mutations by solving the following
equation for q2:

tf∫
t0

x̄dt − q1

tf∫
t0

η̄2dt − q2

tf∫
t0

ȳ(1 − η̄)(x̄ + r̄)π(η̄, t)dt =
tf∫

t0

200dt (9)

Here we use x̄, r̄, and ȳ to denote x(t, η̄), r(t, η̄), and y(t, η̄).
In the sections that follow we consider two cases: high tolerance for the risk of

drug resistance, q2 = 0, and low tolerance, q2 as determined by Eq. (9), such that
the risk of drug resistance is not increased by treatment. High tolerance might
correspond in practice to drug-naïve patients, who can expect to switch to a num-
ber of different drugs if resistance develops. Low tolerance might correspond to
patients who have already developed resistance to some classes of antivirals and
have more limited therapeutic options. Numerical integration is done by the
4th order Runge-Kutta method (GNU scientific library gsl_odeiv_step_rk4).

3.4 Modelling drug time courses

In modelling drug delivery, we consider two quite different approaches. First,
we assume that the drug effectiveness can take any constant value between
0 ≤ η ≤ 1 on any given day, and can be adjusted the following day to a new
level. This case is of interest because it explores the theoretical possibility of
boosting the immune system during therapy. We assume that cell populations
are at the infected equilibrium at the beginning of treatment, and use a simu-
lated annealing method (GNU scientific library gsl_siman_solver) to find
100 values of η(ti) over a 100 day treatment interval which are predicted to
maximize the target function T. We thus predict the “best possible treatment”
which could be obtained over this interval. Note that by using this numerical
optimization over a 100-dimensional search space, we can by no means guaran-
tee that a global maximum is found. To test the solutions obtained, we re-ran
each optimization using nine different starting conditions; the starting condi-
tions were constant values η(ti) = ηj, i = 1–100, where ηj varied between 0.12
and 0.92. We also tested the degree to which the solution(s) thus obtained were
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superior to constant drug therapy, and verified that the “best” regimens we
obtained effectively controlled the infection.

Realistically, however, drugs are taken in fixed oral doses at fixed times per
day (Table 4). Thus the drug effectiveness, η(t), is predetermined to a large
degree by pharmacokinetics. In a second approach, we thus constrain η(t) us-
ing realistic pharmacokinetics for specific antiviral drugs (see Eq. 11 below).
In addition, patients are unlikely to adhere to a complex regimen of continu-
ally changing doses. We thus additionally constrain the treatment regimen to
consist of patterns of a days of full antiviral therapy, followed by a complete
treatment break of b days. To predict the “best practical” treatment regimen,
we then evaluate all possible patterns of a and b up to 100 days in total length.
We exhaustively compared the performance of all such patterns repeated over
a 1,000 day treatment interval to find the best pattern. Thus in this second case,
we obtained a unique, global maximum for each set of pharmacokinetic param-
eters and weights.

Pharmacokinetics: Table 4 gives relevant pharmacokinetic parameters for three
protease inhibitors (PIs) and three non-nucleoside reverse transcriptase inhib-
itors (NNRTIs); these parameters are from the following sources: [4,19,32,33,
35,39,41,42].

Following [43], given the recommended dosing interval τ , time to peak Tmax,
and serum half-life t1/2, the concentration of drug is assumed to grow line-
arly to its maximum concentration Cmax during the time to peak, and decay
exponentially thereafter:

C(t) =
⎧⎨
⎩

C(0) + t
Tmax

(Cmax − C(0)) if 0 ≤ t ≤ Tmax

Cmaxe−w(t−Tmax) if Tmax ≤ t ≤ τ
(10)

where w = log(2)/t1/2.

Table 4 Pharmacokinetic parameters: after a single dose the drug concentration increases to Cmax
in time-to-peak Tmax, then decays exponentially with half-life t1/2

Drug Dosage Protein Cmax Tmax t1/2 In vitro (IC50
binding(%) μM ( h) ( h) μM)

PIs
Amprenavir 1,200 mg 12 h 90 20.7 1–2 7.1–10.6 0.012–0.08
Indinavir 800 mg 8 h 60 12.63 0.8 1.5 0.025–0.1
Ritonavir 600 mg 12 h 98–99 11.2 2–4 3–5 0.0038–0.154

NNRTIs
Delavirdine 400 mg 12 h 98 35 1.3 3.3–8.3 0.001–0.69
Efavirenz 600 mg 24 h 99.5–99.75 12.9 3–5 52–76 0.001–0.11
Nevirapine 200 mg 24 h 60 5.58 4 16.5 0.01–0.1

IC50 is the concentration required to inhibit viral replication by 50%
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Drug effectiveness depends on drug concentration and the IC50 value:

η(t) = C(t)
C(t) + IC50

(11)

where IC50 is the intracellular concentration of drug that is necessary to inhibit
the viral replication by 50%. We estimate this value by taking into consideration
protein binding of the drug in plasma. Specifically, we estimate the intracellular
IC50 by dividing in vitro estimates for the IC50 (Table 4) by the unbound frac-
tion [4], the fraction of the dose that is not bound to protein in plasma. Also
note that in Eq. 7 we have assumed that the cost of side effects is a function of
drug effectiveness, η, not drug concentration. The underlying assumption here
is that side effects largely scale with the dose to tissues, not with drug bound to
plasma proteins.

We note that drug IC50 values, unlike the other parameters in Table 4, may
range over several orders of magnitude. In the results to follow we therefore
consider both upper and lower estimates of the intracellular IC50, which corre-
spond to lower and higher drug effectiveness, respectively. Figure 6 illustrates
the time course of η after a single dose for each of the six drugs in Table 4. This
figure illustrates the vastly different patterns of drug effectiveness achievable
with different drugs.

4 Results

4.1 Best possible treatment

We estimated the “best” possible treatment for six cases, when the tolerance
for mutation was either high or low, and when tolerance for side effects was
high, intermediate or low. We again note that unique optima cannot be guar-
anteed, and in fact for the nine different starting conditions, several distinct
local optima were often obtained. In particular, very low starting values of η(ti)
often converged to suboptimal solutions. In four of the six parameter cases,
the five highest starting conditions converged to solutions for which each value
of η(ti) differed by less than 0.004; effectively the same solution was reached.
This solution also yielded a higher value of the target function than any other
predicted solution for these parameter sets. In the two remaining cases (q2 = 0,
q1 = 1,194, or 1,592), different starting conditions yielded solutions that were
distinguishable by eye, but qualitatively identical in every case. We are thus
confident that the predicted solutions, if not strictly optimal, are very good
solutions to this problem.

Figure 1 shows the optimal treatment strategies predicted by our model when
tolerance for the risk of mutations is high, i.e., q2 = 0. We explore three cases:
high, intermediate and low tolerance for side effects. Although the optimal drug
regimen differs between these three cases, the initial strategy is common to all
cases. We note that “boosting” of the immune system is not only possible in this
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system, it is optimal when the tolerance for side effects is relatively low. This
occurs when the drug regimen is periodically reduced (panels (c) and (e)) such
that the immune system is stimulated (note the time course of z in panels (d)
and (f)). We note that these “boosting” strategies emerged from our simulated
annealing method without any a priori assumptions; we searched for a global
optimum starting from a constant drug regimen.

The best possible treatment strategy changes if the tolerance for the risk of
drug resistance is low, as illustrated in Fig. 2. In this situation the tolerance for
side effects has little impact on the optimal strategy. In none of these cases do
we observe a reduction in the prescribed drug regimen at later times.

We also note that the optimal level of drug effectiveness is generally less than
ηmin, the level required to reduce the value of the basic reproductive ratio R0
to one. Each of these intriguing results will be discussed further in Sect. 5.

4.2 Best practical treatment

Table 5 gives the best practical treatment strategy for each of the six drugs,
depending on the tolerance for side effects or the risk of mutations, and the
IC50 value assumed. These values represent unique global optima obtained
through an exhaustive search. Note that horizontal lines indicate that the best
possible strategy is not to take the drug at all. Thus if patient tolerance for
side effects is low, treatment with only three of the six drugs would be recom-
mended. For each of these three drugs (ritonavir, delavirdine and efavirenz),
protein binding in plasma is very high (see Table 4), and the effective dose to
tissues is consequently reduced, particularly when the IC50 value is high (Fig. 6,
solid lines).

This effect is further elucidated in Fig. 3. This figure plots the overall benefit
of therapy versus the weight of side effects, q1. The benefit is computed by
finding the maximum possible value of the target function attainable with any
combination of a and b, integrated over the 1,000 day treatment period. The
value of the target function in the absence of drug therapy is then subtracted;
both values are normalized per day of treatment. Thus negative values indicate
that it is better not to treat the patient with that particular drug. Here we see
that the drugs which are most effective for patients with high tolerance for side
effects also tend to be most sensitive to the drug tolerance; when drug tolerance
is very low, these drugs are no longer recommended.

Most of the optimal strategies reported in Table 5 fall into two broad clas-
ses. In several cases, a period of drug therapy lasting 2 weeks to a month is
followed by a drug holiday of about 1 week. An example of the cell dynamics
and drug time course for such a regimen is illustrated in Fig. 4. In these cases,
populations of activated CD4+ and CD8+ T cells are maintained at high levels,
and are clearly boosted during drug holidays, when the infected cell population
increases.

For most other cases, a short period of one to three days of therapy is fol-
lowed by a similarly short holiday. Figure 5 illustrates the cell dynamics and the
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Fig. 1 The best possible drug regimen when the tolerance for drug-resistant mutations is high.
The tolerance for side effects is either high (top row), intermediate (middle row), or low (bottom
row). Note that when tolerance for side effects is intermediate or low, the best possible regimen
includes periods of reduced drug exposure and consequent immune boosting. A numerical solution
to Eq. (7) subject to the cell dynamics described by Eqs. (1–5) was determined by simulated anneal-
ing for q1 = 796, q2 = 0 (top row), q1 = 1,194, q2 = 0, (middle row), q1 = 1,594, q2 = 0 (bottom
row). The annealing method converged to solutions very similar to those illustrated independent of
starting values; for results shown here we started with a constant drug regiment η(t) = 0.52. Panels
at left give drug effectiveness η(t) versus time. Plots at right give the corresponding cell dynamics.
Parameter values as provided in Tables 1, 2 and 3
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Fig. 2 The best possible drug regimen when the tolerance for drug-resistant mutations is low.
Tolerance for side effects is either high, q1 = 796, q2 = 0.18, (solid line), intermediate, q1 = 1, 194,
q2 = 0.10, (dashed line), or low q1 = 1, 592, q2 = 0.02, (dotted line). Note that these three cases are
virtually indistinguishable. Numerical solution of the maximization problem (7) was determined as
for Fig. 1. In panel 2(b) cell dynamics are shown for the case of high drug tolerance

drug time course for one such case. In this situation the populations of activated
CD4+ and CD8+ are very small at all times, and the infected cell population is
maintained at a low level throughout therapy.

4.3 Sensitivity analysis

As stated previously, analytical sensitivity analysis suggested that the parame-
ter ρ, the rate at which CD8+ T cells kill infected cells, was uniquely sensitive
to the estimates for other parameters and equilibrium values taken from the
literature. We therefore recomputed both the best possible and best practical
treatment strategies for a 20% increase or decrease in ρ, keeping all other
parameters constant.

We found that our results were almost completely insensitive to changes of
this magnitude in ρ. The best possible strategies were almost indistinguishable
from those illustrated in Figs. 1 and 2. For the best practical treatment regimens,
of the 96 entries in Table 5 (including the horizontal lines when treatment is not
beneficial), 2 entries differed. Thus, although there is a large degree of uncer-
tainty surrounding our estimate of ρ, our main conclusions are not sensitive to
the value assumed.

5 Discussion

We have carefully weighed the main costs of antiviral treatment against its ben-
efits, predicting optimal therapeutic strategies and systematically evaluating
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Table 5 Best practical treatment strategies of a days on drug therapy, followed by b days off
therapy

Tolerance for drug-resistant mutations: High High Low Low

Tolerance for side effects High Low High Low

Drug IC50 a b a b a b a b

Amprenavir High 1 2 – – 1 2 – –
Low 2 4 – – 2 4 – –

Indinavir High 3 1 – – 3 1 – –
Low 2 1 – – 2 1 – –

Ritonavir High 25 6 22 9 – – – –
Low 3 2 – – 1 1 – –

Delavirdine High 26 6 22 9 – – – –
Low 1 3 – – 1 3 – –

Efavirenz High 16 9 13 12 – – – –
Low 1 19 – – 1 18 – –

Nevirapine High 2 4 – – 1 3 – –
Low 1 7 – – 1 7 – –

A horizontal line indicates that it is best not to treat in this case
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Fig. 3 Net Benefit of therapy versus tolerance for side effects. The maximum possible benefit of
therapy was determined (see text for details) for high (q2 = 0, panel 3(a)), and low (q2 from Eq. (9),
panel 3(b)) tolerances for drug-resistant mutations. Note that values below zero indicate that no
treatment is preferred. Panel 3(b) shows only those drugs for which treatment is recommended at
some value of q1. The treatment pattern is a fixed number of “on” days followed by a fixed number
of “off” days, as described in Table 5. Parameter values as provided in Tables 1, 2, 3, and 4
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Fig. 4 Cell dynamics during the best practical treatment regimen: ritonavir, high IC50. Note that
breaks in treatment boost the immune system. Equation (7) was maximized by comparing all pos-
sible repeating combinations of a days of therapy followed by a break of b days, as described in the
text. Shaded regions correspond to blocks of therapy. Parameter values as provided in Tables 1, 2,
3, and 4. In this example tolerances for both side effects and drug-resistant mutations are high

STI regimens. In the latter evaluation, we use parameters specific to currently
prescribed antiviral drugs. Nonetheless, the main purpose of this study is not to
make specific predictions for therapeutic use, but rather to draw more generally
applicable conclusions. We outline the main predictions of our model below.

We repeatedly find that non-constant treatment strategies are superior to
constant treatment regimens. In particular, drug regimens which boost the
immune system are often best. These strategies reduce drug exposure, subse-
quently increasing the population of infected cells, and therefore stimulate the
immune response. In such cases, the drug works in concert with the immune
response (Fig. 4). The best drugs to use in this case are those with low dose to
tissues and longer half-lives (see Fig. 6).

We also predict that the lower the patient’s tolerance for drugs, the higher the
benefit of boosting the immune system. This is not surprising and was common to
both the best possible and best practical treatment cases. Conversely, the lower
the tolerance for the risk of resistance mutations, the lower the benefit of boost-
ing the immune system. In practice, low tolerance might correspond to patients
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Fig. 5 Cell dynamics during the best practical treatment regimen: indinavir, high IC50. Note that
the pool of infected cells is maintained at low levels at all times, thus activated CD4+ and CD8+
T cell populations are also low. See legend to Fig. 4 for details

who are unable to frequently switch to new drugs, for instance, patients with
limited therapeutic options because of previous exposure to drug-resistance.
Drug regimens which boost the immune system are not recommended in such
cases.

When boosting the immune system is not recommended, the best possible
strategy is to maintain the infected cell population at the lowest possible level
(Fig. 5). This has the adverse effect of eliminating immunological pressure.
In such cases the best possible drugs are those with sufficient effectiveness to
reduce R0 below one, and the longest possible half-life (see Fig. 6). Greater
effectiveness only increases the cost of side effects; shorter half-lives make it
difficult to maintain a continually high dose.

When drug effectiveness can be continually adjusted to any desired level, our
model predicts that starting from the infected equilibrium, the best treatment
regimen always begins with a gradual increase in drug levels over the first few
weeks of therapy. Thus as antigen exposure decreases during drug therapy, the
declining immune response is gradually replaced by drugs. Interestingly, this
corresponds to current clinical practice, in that lower doses are typically pre-
scribed when therapy is initiated, in order to limit side effects. We also find that
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Fig. 6 Time course of drug effectiveness after a single dose. The dotted line corresponds to the
lowest estimated value of the IC50 and the solid line to the highest value for each drug, as provided
in Table 4. Dose effectiveness is determined by Eq. (11), with the IC50 value adjusted for protein
binding
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the optimal therapy in this case involves lower drug concentrations than would
be required to set R0 < 1, since these regimens rely on both the drug and the
immune system to contain the infection.

We find that it is not possible with every drug to devise a beneficial treat-
ment plan when limited to full days “on” and “off” therapy. This is because
the drug concentration decays during the drug holiday, exposing the patient to
intermediate drug levels which greatly increase the probability of developing
drug-resistance.

The approach reported here is limited in a number of important ways. As a
first avenue for future work, we plan to extend this model to include double and
triple drug therapy. Also, it is important to note that we have assumed perfect
adherence to therapy; in computing the target function, doses are never missed.
Extending our model for imperfect adherence is an obvious and necessary
extension.
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