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Abstract Arnold and Kochergin mixing conservative flows on surfaces stand
as the main and almost only natural class of mixing transformations for which
higher order mixing has not been established, nor disproved. Under suitable
arithmetic conditions on their unique rotation vector, of full Lebesguemeasure
in the first case and of full Hausdorff dimension in the second, we show that
these flows are mixing of any order. For this, we show that they display a
generalization of the so called Ratner property on slow divergence of nearby
orbits, that implies strong restrictions on their joinings, which in turn yields
higher order mixing. This is the first case in which the Ratner property is used
to prove multiple mixing outside its original context of horocycle flows and
we expect our approach will have further applications.
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1 Introduction

Amajor open problem in ergodic theory is Rokhlin’s question onwhethermix-
ing impliesmixing of all orders, also calledmultiplemixing [26]. Inmost of the
known examples of mixing dynamical systems, multiple mixing is now known
to hold.Moreover, a positive answer to Rokhlin’s question is actually known to
generally hold within various classes of mixing dynamical systems. The most
noteworthy are K-systems where multiple mixing always holds [4], horocy-
cle flows [23], mixing systems with singular spectrum that display multiple
mixing by a celebrated theorem of Host [13], and finite rank systems since
Kalikow showed that rank one and mixing implies multiple mixing [14], a
result that was extended to finite rank mixing systems by Ryzhikov [30].

In the second half of the last century, it was discovered that mixing is
possible for a class of smooth area preserving flows on surfaces called multi-
valuedHamiltonians since they are locally given byHamilton’s equations. The
Hamiltonian H in question is associated to a closed differential 1-form ω =
dH , the form ω being globally defined—but of course this is not necessarily
the case for H . The possibility of mixing for these flows was studied in two
different cases: first, by Kochergin who obtained mixing when ω has higher
order zeros and thus the flow has degenerate saddles [17], and then by Arnold
[1] who suggested that mixing is possible on a minimal component even in the
case where ω is Morse but the saddles on the minimal component appear in
asymmetric configurations, for example because of a saddle loop. That mixing
was indeed possible in the latter context was proved in a particular case by
Khanin and Sinai [32]. Absence of mixing in the case of Morse forms was
obtained by Kochergin in some particular cases [18] (see also [22]), and later
generalized to a typical one form by Ulcigrai [35].

Considering a 1-dimensional section of a multi-valued Hamiltonian flow
allows to view the dynamics on its minimal components as special flows above
interval exchange transformations (IET), which in particular situations can be
circular rotations. The case of non-degenerate saddles corresponds to ceiling
functions with logarithmic singularities, while the case of degenerate saddle
points corresponds to ceiling functions with stronger singularities such as
integrable power like singularities. In the case of power singularities [17]
proved mixing above any ergodic IET, while [32] established mixing in the
case of a single asymmetric logarithmic singularity above a circular rotation
with a typical frequency.
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The study of the mixing properties of surface flows has known a revival of
interest since the beginning of the 2000s, with results such as the computation
of the speed of mixing [6] or extensions of the Khanin-Sinai mixing result to
include all irrational translation vectors [19,20] (see also [21]), or advances in
the study of multi-valued Hamiltonian flows on surfaces in the general case
where the Poincaré section return map is an IET and not just a circular rotation
[3,35–37].

Mixing surface flows stand today as the main and almost only natural class
of mixing transformations for which higher order mixing has not been estab-
lished, nor disproved. Our aim here is to prove mixing of all orders for a
subclass of these systems given by special flows above circular rotations, with
ceiling functions having asymmetric logarithmic singularities or integrable
power like singularities. For convenience, we will speak of Arnold flows in
the first case, and Kochergin flows in the second. Our results will depend on
the arithmetics of the frequency α of the rotation on the base, that determines
the slope of the unique rotation vector of the corresponding surface flow.

Loosely speaking our main result is as follows (it will be made precise at
the end of this introduction, see Corollaries 1.6 and 1.9).

Theorem Arnold flows are mixing of all orders for a set of α ∈ (0, 1) of full
Lebesgue measure and Kochergin flows are mixing of all orders for a set of
α ∈ (0, 1) of full Hausdorff dimension. This is true in the case of a single
singularity and the same result holds if there are many singularities, under a
non resonance condition (of full Hasudorff dimension) between the positions
of the singularities and the base frequency α.

Similar mixing mechanisms due to orbit shear as in Kochergin and Arnold
flows were observed relatively recently such as in [2,3,7,35] and it should be
possible to apply the techniques of the current paper to the study of higher
order mixing for such parabolic systems.

To explain our approach we need first to make a detour by Ratner’s study
of horocycle flows. In the 1980s, Ratner developed a rich machinery to study
horocycle flows [27–29] and, in particular, singled out a special way of con-
trolled slow divergence of orbits of nearby points which resulted in the notion
of Hp-property, later called R-property by Thouvenot [33]. This property, to
which we will come back with more detail in the sequel, has important dynam-
ical consequences, mainly expressed by a restriction on the possible joining
measures of a system having the R-property with other systems, and in partic-
ular with itself.

A joining between two dynamical systems (T, X,B, μ) and (S, Y,C , ν),

(X,B, μ) and (Y,C , ν) being standard Borel probability spaces, is a measure
ρ on X ×Y invariant by T × S whose marginals on X and Y are μ and ν. The
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definition for flows is similar. An important notion in Ratner’s theory is that
of finite extension joinings (FEJ).

Definition 1.1 An ergodic flow (Tt )t∈R is said to have FEJ-property, an
acronym for finite extension joining, if for every ergodic flow (St )t∈R act-
ing on (Y,C , ν) and every ergodic joining ρ of (Tt )t∈R and (St )t∈R different
from the product measure μ × ν, ρ yields a flow which is a finite extension of
(St )t∈R.

It was shown in [31] that a mixing flow with FEJ-property is mixing of
all orders. Moreover, it was proved in [27] that a flow with R-property has
the FEJ-property. It follows that mixing flows with the R-property are mixing
of all orders. Since the R-property for horocycle flows stemmed from poly-
nomial shear along the orbits, and since Kochergin flows displayed a similar
polynomial shear along the orbits, the idea that special flows over rotations
may enjoy the R-property, and thus be multiple mixing, was then suggested
by J-P. Thouvenot in the 1990s (see p. 2 in [9]).

However, whether natural classes of special flows (not necessarily mixing)
over irrational rotations may have the R-property remained open until Fra̧czek
and Lemańczyk [9,10] showed that a generalized R-property holds in some
classes of special flows with roof functions of bounded variation (which, by
[16], are not mixing). More precisely, they have introduced a weaker notion
than the R-property, called weak Ratner or WR-property that however still
implies the FEJ-property (see Definition 2.1 and the comment after it) .

Unfortunately, in the mixing examples of special flows under piecewise
convex functions with singularities such as Arnold and Kochergin flows, the
shear may occur very abruptly as orbits approach the singularity and this may
prevent them from having the weak Ratner property. Indeed, we believe that
these flows do not have the WR-property (it was observed by the first author
that Arnold and Kochergin flows do not have a natural strong Ratner property
as described in the next paragraph). This is corroborated by the following result
that shows that Kochergin flows, in the context of bounded type frequency in
the base (that is a priori favorable to controlling the shear), do not have the
WR-property.

Theorem 1 Letα ∈ R be irrational of bounded type and f (x) = xγ +r, −1 <

γ < 0, r > 0. Then the special flow (T t
α, f )t∈R defined above the circle rotation

Rα and under the ceiling function f does not have the WR-property.

Here the circle is T = R/Z. We recall that an irrational α is said to be of
bounded type or α ∈ DC(0), if the partial quotients in the continued fraction
of α are bounded, i.e. if α = [a0; a1, a2, . . .] and there exists K > 0 such
that ai < K for all i � 1. We refer to Sect. 3 for the exact definition of
special flows. Theorem 1 has another consequence. It is known that every
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horocycle flow (ht )t∈R is loosely Bernoulli [29]; therefore, for every irrational
α, there exists a positive function in f ∈ L1(T) such that (ht )t∈R ismeasurably
isomorphic to the special flow (T t

α, f )t∈R [25]. It follows from [16] and the fact
that (ht )t∈R is mixing that f is of unbounded variation. Moreover, by [24], f
can be made C1 except for one point. Since the R-property implies the WR-
property and the R-property is an isomorphism invariant, no special flow as in
Theorem 1 is isomorphic to a horocycle flow. Actually, this line of thought can
be extended to show that horocycle flows are never isomorphic to special flows
above an irrational rotation and under a roof function that is convex and C2

except at one point. For the latter result, one needs to introduce the concept of
strong Ratner property, which is also an isomorphism invariant, that specifies
the occurrence of slow divergence of nearby orbits to the first time when the
orbits do split apart. This is the natural property that Ratner actually obtains
for horocycle flows, and it is relatively easy to show that the Kochergin flows
do not have it. What is more complicated in the proof of the absence of the
general R-property for special flows, is to make sure that the slow divergence
does not occur much later in the future after the nearby points have split and
then came back together (see the proof of Theorem 1).

To bypass Theorem 1 and still use controlled divergence of orbits to show
multiple mixing, our approach will be to further weaken the WR-property.
Namely, we introduce the SWR-property, which stands for switchable weak
Ratner property, that assumes that a pair of nearby points displays the WR-
Property either under forward iteration in time or under backward iteration,
and this depending on the pair of points. We show that the SWR-property is
sufficient to guarantee the same FEJ consequences as the Ratner or the weak
Ratner property. Consequently, a mixing flow enjoying the SWR-property is
mixing of all orders.

The main idea in showing that Arnold and Kocergin special flows may have
theSWR-Property is the following. For theseflows, themain contribution to the
shear between orbits is due to the visits of the flow lines to the neighborhood
of the singularities. With the representation of these flows as special flows
above irrational rotations, the shear is translated into the divergence between
the Birkhoff sums of the roof functions for nearby points, and this divergence
is mainly due to the visits under the base rotation to the neighborhoods of the
points where the roof function has its singularities. If the base rotation angle
α is of bounded type two nearby points will accumulate sufficient stretch
while staying sufficiently far from the singularity either when they are iterated
forward or when they are iterated backward. In the case of ceiling functions
with only logarithmic singularities we are also able to exploit the progressive
contribution to the shear of these visits to the singularities to obtain multiple
mixing for a full measure set of numbers α.
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We now introduce some notations related to the ceiling functions that will
be considered and their singularities, after which we will be able to state our
exact results on the SWR-property and multiple mixing.

Definition 1.2 Let h be a positive function h ∈ C2(T \ {0}), decreasing
on (0, 1), limx→0+ h(x) = +∞, h′ increasing on (0, 1). Let f ∈ C2(T \
{a1, . . . , ak}) for some numbers a1, . . . , ak ∈ T. We say that f has singulari-
ties of type h at {a1, . . . , ak} if

lim
x→a+

i

f ′(x)
h′(x − ai )

= Ai and lim
x→a−

i

f ′(x)
h′(ai − x)

= −Bi , (1)

for some numbers Ai , Bi � 0, i = 1, . . . , k.

Notice that in this definition h may only reflect a domination on the singu-
larities of f since the coefficients Ai , Bi may be equal to zero at some or at
all i’s.

Definition 1.2 will allow us to state our results with some flexibility on
the singularities but the reader should keep in mind that the results will target
functions that are essentially of the form A ln(a−x) or A(a−x)γ , γ ∈ (−1, 0),
when x is in a left neighborhood of a singularity a and similar form on the
right side of a singularity. In the case of Arnold flows all the singularities will
be assumed to be essentially of logarithmic type (see more general definition
in Sect. 1.1) while in the case of Kochergin flows we will be dealing with
functions having at least one power like singularitywhile the other singularities
are supposed to be of equal or weaker type (see Sect. 1.2).

Furthermore, our results can deal with functions having several singularities
but require a non resonance condition between these singularities and the
rotation frequency α in the base of the special flow, that we now state.

Our standing assumption is that α ∈ R\Q. We then let (qs) be the sequence
of denominators of the best rational approximations of α. Namely (qs) is the
unique increasing sequence such that q0 = 1 and ‖qsα‖ < ‖kα‖ for any
k < qs+1, k �= qs . We recall (see e.g. [15]) that

1

2qs+1
� ‖qsα‖ � 1

qs+1
(2)

Definition 1.3 [Badly approximable singularities] Given α ∈ R \Q, we will
say that {a1, . . . , ak} are badly approximable by α if there exists C > 1
such that for every x ∈ T and every s ∈ N, there exists at most one i0 ∈
{0, . . . , qs − 1} such that

x + i0α ∈
k⋃

i=1

[ −1

2Cqs
+ ai , ai + 1

2Cqs

]
. (3)
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Remark 1.4 Itwas shown in [11,Lemma3] that ifai−a j ∈ (Q+Qα)\(Z+Zα)

whenever i �= j then {a1, . . . , ak} are badly approximable by α.

Note that if there is only one singularity, that is k = 1, then by (2) it is
always badly approximable by α. The following shows that for k � 2 the set
of singularities that are badly approximable by α is a thick set in [0, 1]k .
Lemma 1.5 [34] Let α ∈ R \ Q. For any k ∈ N, the set E ⊂ [0, 1]k of
k − tuples(a1, . . . , ak) that are badly approximable by α is a product of sets
of full Hausdorff dimension in [0, 1].
Proof Define

B(α) :=
{
b ∈ R : ∃C > 0, ∀k ∈ Z \ 0 : ‖kα − b‖ � 1

C |k|
}

Then if (a1, . . . , ak) are such that ai −a j ∈ B(α) for any i, j ∈ {1, . . . , k}, i �=
j , then (a1, . . . , ak) are badly approximable by α.
But it was proven in [34] (see also [5]) that the set B(α) is a winning set

in the sense of Schmidt (see [5,34] and references therein). A winning set is
of full Hausdorff dimension. Moreover, for a winning set B ∈ R we have that
for any x1, . . . , xn the set ∩n

s=1(xs + B) is winning. So, if a1, . . . , al are such
that ai − a j ∈ B(α) for any i, j ∈ {1, . . . , l}, i �= j , then the set of a ∈ [0, 1]
such that a ∈ ∩l

s=1(as + B(α)) is winning which means that a1, . . . , al, al+1
are badly approximable by α for a winning set of al+1. The statement of the
Lemma follows then by induction and because a single a1 is always badly
approximable by α. �

1.1 Logarithmic like singularities

In the case of logarithmic like singularities, the following theorem holds.

Theorem 2 Let α ∈ R\Q and f ∈ C2(T\{a1, . . . , ak})with the singularities
{a1, . . . , ak} of type h and badly approximable by α, with some associated
constant C > 1. Assume that

∑k
i=1 Ai �= ∑k

i=1 Bi and that there exists a
constant m0 > 0 and a sequence (xs) such that for every s ∈ N, we have
xs < 1

qs
and

1. lims→+∞
h′( xs

4C )

qsh( 1
2qs

)
= 0, lims→+∞ xsqsh( 1

2qs
) = +∞;

2.
∑

i /∈Kα
qi xi < +∞, where Kα := {s ∈ N : qs+1 < 1

xs
};

3. h( 1
2qs

)/h( 1
2qs+1

) > m0.

Then the special flow (T t
α, f )t∈R has the SWR-property.
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What is xs in Theorem 2? When we will compute the shear in the Birkhoff
sums of the ceiling function f , we will naturally be able to control only those
points that do not go too close to the singularities under the iteration by Rα

on the base. Then, a controllable point will be a point that stays at distance xs
from the singularities during O(qs+1) iterates in the future or in the past. We
choose xs so that the contribution to the shear of a single visit to a singularity
is negligible with respect to the accumulated shear (this, either in the future or
in the past). To fix ideas, suppose the singularities are reduced to just one one-
sided singularity at the origin and observe that if f at the origin is exactly log

then the choice xs = 1/qs log
7
8 qs would satisfy 1. Then if qs+1 < qs log

7
8 qs

we see that for any x ∈ T either up to qs+1/2 in the future or up to −qs+1/2 in
the past the orbit of x by Rα does not enter the xs neighborhood of the origin,
and this will show that the progressive accumulation in the Birkohff sums of
the derivative of the ceiling function above the orbit of x in the region of time
between O(qs) and O(qs+1) in the future or O(−qs+1) and O(−qs) in the past
dominates the value of the derivative at the closest entry to the neighborhood
of the origin (this is the aim of condition 1). The latter is the crucial fact that we
need to show SWR. In the opposite case where for example qs+1 � qs log qs
we have to discard the points that enter the xs neighborhood of the origin
between time −qs and qs and then show that the remaining points stay away
from the xs neighborhood of the origin for O(qs+1) iterations (either in the
past or in the future) and conclude as before. This is where 2. is necessary to
show that the measure of the discarded points is arbitrarily small.

We refer to the beginning of Sect. 4.1 for an outline of the proof of Theorem
2 in which the different roles of conditions 1., 2. and 3. are all explained in
detail.

We now restate Theorem 2 in the particular case of exactly logarithmic
singularities, that iswhen h(x) = − log(x), for x ∈ [0, 1). To be able to choose
xs such that 1., 2. and 3. are satisfied we need some arithmetic restrictions on
α, that we now introduce.

For α ∈ R \ Q, let Kα := {n ∈ N : qn+1 < qn log
7
8 (qn)}. We then define

in view of 1. and 2. of Theorem 2

E :=
⎧
⎨

⎩α ∈ T \ Q :
∑

i /∈Kα

1

log
7
8 qi

< +∞
⎫
⎬

⎭ .

Indeed, for α ∈ E , 1. and 2. are satisfied with xs := 1

qs log
7
8 qs

, for s � 1.

Recall first that a number α ∈ R\Q is said to be Diophantine if there exists
τ � 0 such that for any p, q ∈ Z×N

∗ we have that |α − p
q | � C(α)

q2+τ for some
C(α) > 0. We call D the set of Diophantine numbers.
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To have 3., it suffices to assume that α is Diophantine since an equivalent
definition of α ∈ R\Q being Diophantine is that its sequence of denominators
qn satisfies ∀n∈N, qn+1 < rαq1+τ

n (see (2)).
Hence we have the following

Corollary 1.6 Consider h(x) = − log(x). Let α ∈ D ∩ E . Let f ∈
C2(T \ {a1, . . . , ak}) with the singularities {a1, . . . , ak} of type h and badly
approximable by α. Assume that

∑k
i=1 Ai �= ∑k

i=1 Bi . Then (T t
α, f )t∈R has

the SWR-Property.

Proof We take for xs the sequence 1

qs log
7
8 qs

and easily check the hypothesis

of Theorem 2. Therefore (T t
α, f )t∈R has the SWR-property. �

Corollary 1.6 covers a set of full Lebesgue measure of rotation angles α.
Indeed, it is known that the set of Diophantine numbers D has full Lebesgue
measure, and we will prove in Appendix B the following result. Denote by λ

the Haar measure on T.

Proposition 1.7 It holds that λ(E) = 1.

We now recall the following results on mixing of special flows with ceiling
functions having logarithmic singularities.

Theorem 3 Let f be as in Corollary 1.6. Then

(a) ([18]) If
∑

j A j =∑ j B j then (T t
α, f )t∈R is not mixing for anyα ∈ R−Q.

(b) ([19,20,32]) If
∑

j A j �= ∑
j B j then (T t

α, f )t∈R is mixing for almost
every α ∈ R − Q.

(c) ([19,20]) If A j − Bj �= 0 have the same sign for all j then (T t
α, f )t∈R is

mixing for each α ∈ R − Q.

In Theorem 5 below, we show that the SWR property for (T t
α, f )t∈R implies

the FEJ-property. As an immediate consequence of this and of Theorem 3,
Corollary 1.6 and the fact that mixing flows with the FEJ-property are multiple
mixing [31] we get the following.

Corollary 1.8 Consider h(x) = − log(x). Forα ∈ (0, 1), assume f ∈ C2(T\
{a1, . . . , ak}) has singularities {a1, . . . , ak} of type h and badly approximable
by α. If A j − Bj �= 0 have the same sign for all j , then (T t

α, f )t∈R is multiple
mixing for each α ∈ E ∩ D. If

∑
j A j �= ∑ j B j then (T t

α, f )t∈R is multiple
mixing for almost every α ∈ E ∩ D.

1.2 Power like singularities

Now, we will deal with power like singularities. We suppose f ∈ C2(T \
{a1, . . . , ak}) with singularities {a1, . . . , ak} of type h. We assume that there
exists i ∈ {1, . . . , k} such that A2

i + B2
i > 0 in (1).
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Theorem 4 Let α be irrational with bounded partial quotients, that is, α ∈
DC(0). Assume that {a1, . . . , ak} are badly approximable by α with some
constant C > 1. Assume that there exist constants D1, D2 > 0 such that for
every s ∈ N

D2 >
−h′
(

1
C4qs

)

qsh
(

1
2qs

) > D1 and
h
(

1
2qs

)

h
(

1
2qs+1

) > D1. (4)

Then (T t
α, f )t∈R has the SWR-property.

The most interesting case – when h has power singularities – is discussed
in the corollary below.

Corollary 1.9 Let α ∈ DC(0). Let f ∈ C2(T \ {a1, . . . , ak}) with all the
singularities {a1, . . . , ak} of power-like type xγi from the left and xδi from the
right,−1 < γi , δi < 0. Then, if the points {a1, . . . , ak} are badly approximable
by α, we have that (T t

α, f )t∈R has the SWR-Property and is mixing of all orders.

Proof of Corollary 1.9 It is easy to check that (4) in Theorem 4 is satisfied.
This gives the SWR-Property . Mixing of (T t

α, f )t∈R was established in [17].
Multiple mixing then follows from Theorem 5 and the FEJ-property. �
Remark 1.10 A stronger version of Theorem 4 actually holds : if α ∈ DC(0)
and f ∈ C2(T\ {a1, . . . , ak}) with all the singularities {a1, . . . , ak} of at most
power-like type (xγi from the left and xδi from the right, −1 < γi , δi < 0)
and if γ = min1�i�k{γi , δi }, then it is sufficient to have the singularities of
maximal type badly approximable with α to guarantee the SWR property,
namely if the points in E = {ai : min{γi , δi } = γ } ⊂ {a1, . . . , ak} are badly
approximable by α, then (T t

α, f )t∈R has the SWR-Property and is mixing of all
orders. The proof in this case is similar to the proof of Theorem 4 and we omit
it to avoid overloading the paper with unnecessary technicalities.

1.3 Plan of the paper

In Sect. 2 we introduce the SWR-Property and describe its joinings conse-
quences. In Sect. 3 we give a criterion involving the Birkhoff sums of the
ceiling function that guarantees that a special flow above an isometry has the
SWR-property. The treatment of these sections is similar to [9,10]. In Sect. 4
we study the Birkhoff sums of logarithmic like and power like functions and
prove Theorems 2 and 4. Appendix A is devoted to the proof of Theorem 1 on
the absence of the SWR-Property for a subclass of Kochergin flows. Finally
Appendix B is devoted to the proof that the set of frequencies for which The-
orem 2 holds has full Lebesgue measure.
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2 The SWR-property

Let (X,B, μ) be a probability standard Borel space. We additionally assume
that X is a complete metric space with a metric d. Let (Tt )t∈R be an ergodic
flow acting on (X,B, μ). The R-property used by Ratner in the context of
horocycle flows is a property of slow divergence between the orbits of nearby
points that essentially states as follows: for any ε > 0 there exists κ > 0
such that if y and y′ are sufficiently close to each other and if they are not on
the same orbit then there exists M(y, y′) such that d(T t y, T t+ιy′) < ε (with
ι = ±1) for t ∈ [M, (1 + κ)M].

It is not difficult to see that the R-property implies the FEJ property. Indeed,
if a joining λ is not a finite extension joining then one has that there exists
points x, y, y′ such that (x, y) and (x, y′) are typical for λ while y and y′
are arbitrarily close and not in the same orbit, and by the R-property and the
Birkhoff ergodic theorem one obtains an extra invariance of λ, namely by
Id × T ι, that implies that λ is the product measure.

Actually, it is useful to relax the R-property by asking that the controlled
divergence happens for x and y outside an exceptional set of points of measure
less than ε (and for most of the times in [M, (1+ κ)M]). The proof of the FEJ
property remains the same in nature but becomes a bitmore technical involving
some standard measure theoretical arguments (see for example [33]).

In [10], Definition 4, a slightly weaker version of the R-property is given,
that is called WR or Weak Ratner property, that allows the drift to vary in
some fixed compact set away from zero and infinity. There again, the FEJ
consequence as well as its proof follow in practically the same way as for
the R-property, with some extra standard measure theoretical arguments, and
under a “continuity” assumption on orbits (see below). However, as shown in
[10] the WR property is more versatile than the R-property and is adapted to
nonlinear situations, where the R-property is unlikely to hold, such as in our
context of reparametrizations of linear flows with singularities.

Observe now that if in the proof of the FEJ property, we used that
d(T t y, T t+ιy′) < ε during a large interval of negative times t instead of
positive times, then exactly the same conclusion of extra invariance of λ by
Id × T ι would still hold. The crucial observation here is that it suffices to
check one of the two slow divergences, in the future or in the past, and this
possibly depending on the pair of points that is considered. This motivates the
introduction of what we call the Switchable Ratner, or SWR, property that we
now formally define.

Definition 2.1 (The switchable Ratner property) Fix t0 ∈ R+ and a compact
set P ⊂ R \ {0}. One says that the flow has the switchable R(t0, P)-property
if for every ε > 0 and N ∈ N there exist κ = κ(ε), δ = δ(ε, N ) and a
set Z = Z(ε, N ) ∈ B with μ(Z) > 1 − ε such that for any x, y ∈ Z with
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d(x, y) < δ, x not in the orbit of y there existM = M(x, y), L = L(x, y) ∈ N

with M, L > N and L
M � κ and p = p(x, y) ∈ P such that

1

L

∣∣{n ∈ [M, M + L] ∩ Z : d(Tnt0(x), Tnt0+p(y)) < ε}∣∣ > 1 − ε (5)

or

1

L

∣∣{n ∈ [M, M + L] ∩ Z : d(Tn(−t0)(x), Tn(−t0)+p(y)) < ε}∣∣ > 1 − ε. (6)

If the set of t0 > 0 such that the flow (Tt )t∈R has the switchable R(t0, P)-
property is uncountable, the flow is said to have SWR-property.

For the sake of completeness, we can formally compare the SWR-property
with the definition of the WR-property [10]. To have WR-property, we fix
P ⊂ R \ {0} and t0 ∈ R.(T f

t )t∈R has R(t0, P) property if in Definition
2.1, (5) holds (the condition (6) is not taken into account) and (T f

t )t∈R has
WR-property if the set of t0 ∈ R such that (T f

t )t∈R has R(t0, P) property is
uncountable. Consequently, SWR-property is weaker than WR-property (and
as Theorem 1 shows, it is strictly weaker).

As we just mentioned the proof of the FEJ implication from the SWR
property is a direct adaptation of the proof of the same implication in the case
of the R property or the WR property. For completeness, we will present a
detailed proof of this fact that is stated in Theorem 5 below and that occupies
the rest of the section.

As a standing assumption in all the sequel, we will add one more natural
condition on the flow (Tt )t∈R which can be viewed as “continuity” on orbits.
The flow (Tt )t∈R is called almost continuous [10] if for every ε > 0 there
exists a set X (ε) with μ(X (ε)) > 1 − ε such that for every ε′ > 0 there
exists δ′ > 0 such that for every x ∈ X (ε), we have d(Tt (x), Tt ′(x)) < ε′ for
t, t ′ ∈ [−δ, δ].
Theorem 5 Let (Tt )t∈R be aweaklymixing almost continuous flow acting on a
probability standard Borel space (X,B, μ). Assume that (Tt )t∈R satisfies the
SWR-property. Let (St )t∈R be an ergodic flow acting on a probability standard
Borel space (Y,C , ν) and let ρ ∈ J ((Tt )t∈R, (St )t∈R) be an ergodic joining.
Then either ρ is equal to μ ⊗ ν or is a finite extension of the measure ν.

For the definition and properties of joinings, we refer the reader to [33] or
[12]. In the proof of Theorem 5, we will need some lemmas from [10]. But
first we state a useful fact that is a simple consequence of the Birkhoff ergodic
theorem.
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Lemma 2.2 Let T, S : (X,B, μ) → (X,B, μ) be two ergodic automor-
phisms and let A ∈ B. For any ε, δ, κ > 0 there exist N = N (ε, δ, κ) and a
measurable set Z = Z(ε, δ, κ)withμ(Z) > 1−δ such that for any M, L � N
with L

M � κ and any x ∈ Z we have

∣∣∣∣∣
1

L

M+L∑

i=M

χA(T i x) − μ(A)

∣∣∣∣∣ < ε

and
∣∣∣∣∣
1

L

M+L∑

i=M

χA(Si x) − μ(A)

∣∣∣∣∣ < ε.

The following is a consequence of Lemma 5.4. in [10], that is itself based
on the Birkhoff ergodic theorem.

Lemma 2.3 Let (Tt )t∈R be a weakly mixing almost continuous flow acting
on (X,B, μ), and (St )t∈R be another ergodic flow acting on (Y,C , ν). Let
ρ ∈ J ((Tt )t∈R, (St )t∈R) be such that ρ is ergodic for automorphisms Tt0 × St0
for some t0 > 0 (hence, for T−t0 × S−t0). Let P ⊂ R be non-empty and
compact. Let A ∈ B be such that μ(∂A) = 0 and B ∈ C . Then, for every
ε, δ, κ > 0 there exist a natural number N = N (ε, δ, κ) and a set Z =
Z(ε, δ, κ) ⊂ B ⊗ C with ρ(Z) > 1 − δ such that for any N � M, L � N
with L

M � κ and any p ∈ P, we have

∣∣∣∣∣∣
1

L

M+L∑

j=M

χT−p A×B(Tt0 j x, St0 j y) − ρ(T−p A × B)

∣∣∣∣∣∣
< ε

and
∣∣∣∣∣∣
1

L

M+L∑

j=M

χT−p A×B(T−t0 j x, S−t0 j y) − ρ(T−p A × B)

∣∣∣∣∣∣
< ε

for every (x, y) ∈ Z.

Proof The proof is a simple consequence of the following lemma:

Lemma 2.4 (Lemma 5.4. in [10]) Let (Tt )t∈R be an ergodic almost continu-
ous flow acting on (X,B, μ), and (St )t∈R be another ergodic flow acting on
(Y,C , ν). Let ρ ∈ J ((Tt )t∈R, (St )t∈R) be such that ρ is ergodic for the auto-
morphism Tt0×St0 for some t0 > 0. Let P ⊂ R be non-empty and compact. Let
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A ∈ B be such that μ(∂A) = 0 and B ∈ C . Then, for every ε, δ, κ > 0 there
exist a natural number N = N (ε, δ, κ) and a set Z = Z(ε, δ, κ) ⊂ B ⊗ C
with ρ(Z) > 1 − δ such that for any N � M, L � N with L

M � κ and any
p ∈ P, we have

∣∣∣∣∣∣
1

L

M+L∑

j=M

χT−p A×B(Tt0 j x, St0 j y) − ρ(T−p A × B)

∣∣∣∣∣∣
< ε

for every (x, y) ∈ Z.

One uses the above lemma first for the flows (Tt )t∈R and (St )t∈R and ergodic
joining ρ ∈ J ((Tt )t∈R, (St )t∈R) to get, for ε, δ

2 , κ > 0, a natural number
N+ ∈ N and a set Z+ ⊂ B ⊗ C with ρ(Z+) > 1 − δ

2 . Then, for flows
(T−t )t∈R and (S−t )t∈R and the same ergodic joining ρ to get, for ε, δ

2 , κ > 0,
a natural number N− ∈ N and a set Z− ⊂ B ⊗ C with ρ(Z−) > 1 − δ

2 . To
finish the proof one takes N := max(N+, N−) and Z = Z+ ∩ Z−. �

The next lemma is used in the proof of Theorem 3 in [27].

Lemma 2.5 Let (Tt )t∈R and (St )t∈R be two ergodic flows. Let ρ ∈
J e((Tt )t∈R, (St )t∈R) be an ergodic joining. Then if there exists a set V with
ρ(V ) > 0 such that for any points (x, y), (x ′, y) ∈ V either x is in the orbit
of x ′ or d(x, x ′) > c0 for some constant c0 > 0, then ρ is a finite extension of ν.

In what follows, we consider only (X, d) be a σ -compact metric space. Let
A ∈ B. For η > 0 we denote by Vη(A) := {x ∈ X : d(x, A) < η}.
Lemma 2.6 (cf. [10]) For any A ∈ B there exists R ⊂ (0, +∞) such that
(0, +∞) \ R is countable and μ(∂Vη(A)) = 0 for η ∈ R. It particular, there
exists a dense family (Bi )i�1 in B with the property μ(∂Bi ) = 0 for every
i ∈ N.

Remark 2.7 Since (X, d) is a Polish space, by Lemma 2.6 and regularity of
μ, there exists a dense family {Bi }i�1 ∈ B, such that μ(∂Bi ) = 0 for i � 1.

Proof of Theorem 5. Let ρ ∈ J ((Tt )t∈R, (St )t∈R) be an ergodic joining and
ρ �= μ × ν. Assume that (Tt )t∈R has the switchable R(t0, P)-property and ρ

is ergodic for Tt0 × St0 (then ρ is ergodic for T−t0 × S−t0). Such t0 > 0 always
exists because an ergodic flow can have at most countably many non-ergodic
time automorphisms and, by assumptions, the property R(t0, P) is satisfied
for uncountably many t0 > 0. For simplicity of notation, we assume t0 = 1.
Let {Bi }i�1 and {Ci }i�1 be two countable dense families in the σ -algebras
B and C , respectively such that for every i � 1, Bi is an open set and we
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have μ(∂Bi ) = 0 (such {Bi }i�1 always exists by Remark 2.7). Consider the
following real function:

R � t → k(t) :=
∑

i, j�1

(1/2i+ j )|ρ(Tt (Bi ) × C j ) − ρ(Bi × C j )|.

As in Lemma 5.4. in [10], we conclude that k : R → R is a continuous
function and for any t ∈ R, k(t) > 0. Indeed, it follows by the fact that if for
some r ∈ R\ {0} we have for any i, j ∈ Nρ(Tr (Bi )×C j ) = ρ(Bi ×C j ) then
ρ is product measure (recall that (Tt )t∈R is assumed to be weak mixing hence
every time r of the flow is ergodic).
The set P ⊂ R\{0} is compact, therefore there exists ε > 0 such that k(p) > ε

for any p ∈ P . It follows by the definition of the function k that there exists a
number R := R(ε) such that

R∑

i, j�1

(1/2i+ j )|ρ(Tp(Bi ) × C j ) − ρ(Bi × C j )| > ε/2

for every p ∈ P . Therefore, for every p ∈ P , there exist 1 � i, j � R such
that |ρ(Tp(Bi ) × C j ) − ρ(Bi × C j )| > ε.

By Lemma 2.6 and the fact that for 0 � i � R, Bi is open, there exists
ε′ < ε

8 such that for every 1 � i � R

μ(Vε′(Bi ) \ Bi ) < ε, and μ(∂Vε′(Bi )) = 0.

It follows by the fact that ρ is a joining that

|ρ(Vε′(Bi ) × C j ) − ρ(Bi × C j )| <
ε

2
and |ρ(S−t Vε′(Bi ) × C j )

−ρ(S−t Bi × C j )| <
ε

2
, (7)

for 1 � i, j � R and every t ∈ R. By the switchable R(1, P)-property, let
κ := κ(ε′). By Lemma 2.2 applied to ε

8 ,
1
8 , κ , the sets Vε′(Bi )×C j , 1 � i, j �

R, and to automorphisms T1 × S1 and T−1 × S−1, we get N1 ∈ N and a set
U1 ∈ B ⊗ C with ρ(U1) > 7

8 , such that for every L , M � N1 with L
M � κ

and every (x, y) ∈ U1, we have

∣∣∣∣∣
1

L

M+L∑

k=M

χVε′ (Bi )×C j (T
kx, Sk y) − ρ(Vε′(Bi ) × C j )

∣∣∣∣∣ <
ε

8
(8)

∣∣∣∣∣
1

L

M+L∑

k=M

χVε′ (Bi )×C j (T
−k x, S−k y) − ρ(Vε′(Bi ) × C j )

∣∣∣∣∣ <
ε

8
. (9)
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Next, by Lemma 2.3 applied to ε
8 ,

1
8 , κ > 0 and the sets Bi ×C j , 1 � i, j � R,

there exist N2 ∈ N and a setU2 ⊂ B⊗C with ρ(U2) > 7
8 such that for every

L , M � N2 with L
M � κ and any p ∈ P , we have

∣∣∣∣∣
1

L

M+L∑

k=M

χT−p Bi×C j (Tkx, Sk y) − ρ(T−pBi × C j )

∣∣∣∣∣ <
ε

8
(10)

and ∣∣∣∣∣
1

L

M+L∑

k=M

χT−p Bi×C j (T−k x, S−k y) − ρ(T−pBi × C j )

∣∣∣∣∣ <
ε

8
. (11)

It follows that if we set N0 := max(N1, N2) andU0 := U1∩U2, then ρ(U0) >
1
2 and for every L , M � N0 with L

M � κ , any p ∈ P , the Eqs. (8), (9), (10),
(11) are satisfied for every (x, y) ∈ U0. Using the switchable R(1, P)-property
with ε′ > 0 and N0 ∈ N, we obtain δ = δ(ε′, N0) and Z = Z(ε′, N0) with
μ(Z) > 1 − ε′. Now, we will use Lemma 2.5 with the set U := U0 ∩ (Z ×
Y ) (then of course ρ(U ) > 1

4 ) and δ0 = δ(ε′, N0) to prove that for every
(x, y), (x ′, y) ∈ U, d(x, x ′) � δ0. Assume on the contrary that d(x, x ′) < δ0.
Then by the switchableR(1,P)-property, there exist L0, M0 > N0 with

L0
M0

� κ

and p ∈ P such that

1

L0

∣∣{n ∈ [M0, M0 + L0] : d(Tn(x), Tn+p(x
′)) < ε′}∣∣ > 1 − ε′

or

1

L0

∣∣{n ∈ [M0, M0 + L0] : d(T−n(x), T−n+p(x
′)) < ε′}∣∣ > 1 − ε′.

Assume that the first inequality is satisfied. We will use Eqs. (8) and (10) (in
case the second one is satisfied, we use Eqs. (9) and (11)). Let 1 � i p, jp � R
be the numbers which satisfy |ρ(Tp(Bip) × C jp) − ρ(Bip × C jp)| > ε. Let
K = K (x, x ′, p) := {n ∈ [M0, M0 + L0] : d(Tn(x), Tn+p(x ′)) < ε′}. It
follows that if k ∈ K and Tk+px ′ ∈ Bi then Tkx ∈ Vε′(Bi ). Therefore

ρ(T−pBip × C jp) � 1

L0

M0+L0∑

k=M0

χT−p Bi p×C jp
(T kx ′, Sk y) + ε

8

� ε′L0

L0
+ 1

L0

M0+L0∑

k=M0

χVε′ (Bip )×C jp
(T kx, Sk y) + ε

8

� ε

2
+ ρ(Vε′(Bip) × C jp) < ε + ρ(Bip × C jp). (12)
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A similar arguments show that ρ(Bip × C jp) < ε + ρ(T−pBip × C jp) and
consequently, |ρ(Bip × C jp) − ρ(T−pBip × C jp)| < ε. This contradicts our
assumption that |ρ(Tp(Bip)×C jp)−ρ(Bip ×C jp)| > ε is satisfied. Therefore,
for any (x, y), (x ′, y) ∈ U we have d(x, x ′) � δ0 and an application of
Lemma 2.5 completes the proof. �

3 SWR-property for special flows

In this section, we will prove a sufficient condition for SWR-property in the
case of special flows over an ergodic isometry. We start by recalling the defini-
tion of special flows. Let T be an automorphism (X,B, μ). Let f ∈ L1(X, μ)

such that f > 0. The special flow (T f
t )t∈R defined above T and under the

ceiling function f is given by

X × R/ ∼ → X × R/ ∼
(x, s) → (x, s + t),

where ∼ is the identification

(x, s + f (x)) ∼ (T (x), s) (13)

Equivalently the flow (T f
t )t∈R is defined for t+s � 0 (with a similar definition

for negative times) by

T f
t (x, s) = (T nx, t + s − f (n)(x))

where n is the unique integer such that

f (n)(x) � t + s < f (n+1)(x) (14)

and

f (n)(x) =
⎧
⎨

⎩

f (x) + · · · + f (T n−1x) if n > 0
0 if n = 0

−( f (T nx) + · · · + f (T−1x)) if n < 0.

If T preserves a unique probability measure μ then the special flow will
preserve a unique probability measure that is the normalized product measure
ofμ on the base and the Lebesgue measure on the fibers. If X is a metric space
with a metric d, so is X f with the metric d f ((x, s), (x ′, s′)) := d(x, x ′) +
|s− s′|. Moreover, it is easy to show that if (T f

t )t∈R is a special flow acting on
X f , then (T f

t )t∈R is almost continuous (see Sect. 2) with X (ε) = {(x, s) ∈
X f : x ∈ X, ε < s < f (x) − ε}.
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The following general lemma is a direct consequence of Birkhoff ergodic
theorem.

Lemma 3.1 Let T be an ergodic automorphism (X,B, μ). Let f ∈
L1(X, μ),

∫
X f dμ �= 0. For every ε, κ > 0 there exist N = N (ε, κ) and

a set A = A(ε, κ) with μ(A) > 1 − ε such that for every M � N

∣∣∣∣∣
1

M

M∑

i=1

f (T i x) −
∫

X
f dμ

∣∣∣∣∣ �
κ

3

∣∣∣∣
∫

X
f dμ

∣∣∣∣ (15)

for every x ∈ A.

Remark 3.2 Assume that additionally f is positive and bounded away from
zero. Fix ε, κ > 0(κ < | ∫X f dμ| < 1/2). It follows that there are constants
r1, r2 > 0 such that if we take x ∈ A then for any M, L � N with L

M � κ ,

we have r1 <
f (M)(x)

M < r2 and

r1 <
(1 − κ

3 )
∫

f dμ(M + L) − (1 + κ
3 )
∫

f dμ · M
L

� f (M+L)(x) − f (M)(x)

M
< r2.

We now state the main result of this section. It is similar to Lemma 6 of [9].

Proposition 3.3 Let T : (X, d) → (X, d) be an ergodic isometry and f ∈
L1(X,B, μ) a positive function bounded away from zero. Let (T f

t )t∈R be
the corresponding special flow. Let P ⊂ R \ {0} be a compact set. Assume
that for every ε > 0 and N ∈ N there exist κ = κ(ε), δ = δ(ε, N ) and
a set X ′ = X ′(ε, N ) with μ(X ′) > 1 − ε, such that for any x, y ∈ X ′
with 0 < d(x, y) < δ there exist N � M = M(x, y), L = L(x, y) with
M, L � N , L

M � κ and p = p(x, y) ∈ P such that

| f (n)(x) − f (n)(y) − p| < ε for every n ∈ [M, M + L] (16)

or
| f (−n)(x) − f (−n)(y) − p| < ε for every n ∈ [M, M + L]. (17)

If γ > 0 is such that the automorphism T f
γ is ergodic, then (T f

t )t∈R has the

switchable R(γ, P)-property. Consequently, (T f
t )t∈R has the SWR-property.

Proof Fix γ > 0 such that T f
γ is ergodic. Fix also 1

‖ f ‖L1 > 4ε > 0. Apply

Remark 3.2 with the constants ε/4, κ to f and T, T−1, respectively to obtain
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constants D1, D2 > 0 such that for x ∈ A, μ(A) > 1 − ε/2 (the set A is the
intersection of two relevant sets), we have

D1 <
f (M)(x)

M
,
f (M+L)(x) − f (M)(x)

L
,
f (−M)(x)

−M
,

f (−M−L)(x) − f (−M)(x)

−L
< D2. (18)

Fix N > 2
D2ε2

. Let ε′ := min( D1ε
8(γ+D2)

, ε
16). Let κ ′ := D1

D2
κ(ε′). Let us

consider the set X (ε) on which (T f
t )t∈R is ε

8 - “almost continuous”, that is

X (ε) :=
{
(x, s) ∈ X f : ε

8
< s < f (x) − ε

8

}
.

Now, we will use ergodicity of T f
γ and T f

−γ . It follows that there exist N0 :=
N (ε) and a set Z := Z(ε) with μ f (Z) > 1 − ε

2 and for every (x, s) ∈ Z and
n � N0 ∣∣∣∣∣

1

n

n∑

k=1

χX (ε)T
f
ki (x, s) −

(
1 − ε

4

)∣∣∣∣∣ <
κ

κ + 1

ε

8
(19)

for i = γ, −γ . Moreover, since f ∈ L1(X,B, μ), there exists a set V =
V (ε) ⊂ X with μ(V ) > 1 − ε

2 and such that for every x ∈ V, f (x) < 2
ε2
.

Define the set Z ′ := Z ∩ {(x, s) ∈ X f : x ∈ V } ∩ {(x, s) ∈ X f : x ∈ A},
then μ f (Z ′) > 1 − ε.

Let δ′ := δ(ε′, 2γ max(N0,N )
D1

). Take two points (x, s), (x ′, s′) ∈ Z ′, such
that x �= x ′ and d f ((x, s), (x ′, s′)) < δ′. It follows by definition of d f

that d(x, x ′) < δ′ and therefore by our assumptions there exist M, L �
2γ max(N0,N )

D1
with L

M � κ, p ∈ P and such that for all n ∈ [M, M + L]
either | f (n)(x) − f (n)(y) − p| < ε′ or for all n ∈ [M, M + L], | f (−n)(x) −
f (−n)(y) − p| < ε′. We will consider the second case (the proof in the first
case goes along the same lines).

Let us define

M ′ := f (−M)(x) − s

−γ
and L ′ := f (−M−L)(x) − f (−M)(x)

−γ
.

By (18) it follows that L ′ = f (−L−M)(x)− f (−M)(x)
−L

−L
−γ

> −LD1−γ
> N . Similarly,

f (−M)(x)−s
−γ

>
f (−M)(x)

−γ
> MD1

γ
, so M ′ > N . Moreover, since (x, s) ∈ Z ′, s <

2
ε2

< ND2 � MD1D2/(2γ ) (by the choice of N ) and therefore
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L ′

M ′ � LD1

γ

−γ

f (−M)(x) − s
� LD1

MD2
� κ ′.

It follows by the properties of M ′, L ′ ∈ N that if (x, s) ∈ Z ′ ⊂ Z we have

∣∣∣∣∣∣
1

L ′
M ′+L ′∑

k=M ′
χX (ε)T

f
−kγ − (1 − ε)

∣∣∣∣∣∣
<

ε

2
. (20)

Take any k ∈ [M ′, M ′ + L ′] such that T f
−kγ ∈ X (ε) it follows that there

exist a number mk ∈ [M, M + L] such that T f
−kγ (x, s) = (Tmk x, −kγ +

s − f (−mk)(x)), where, by the fact that T f
−kγ ∈ X (ε), f (−mk−1)(x) + ε

8 <

−kγ + s < f (−mk)(x) − ε
8 . Using additionally the inequality |s − s′| < δ′ we

hence obtain

f (−mk−1)(x ′) � f (−mk−1)(x) + p − ε′ � f (−mk−1)(x) + p + ε

8
− δ′

< −kγ + s′ + p.

A similar reasoning shows that

−kγ + s′ + p < −kγ + s + p + δ� f (−mk)(x) + p − ε

8
+ δ� f (−mk)(x ′).

Therefore, by the definition of the special flow, we have T f
−kγ+p(x

′, s′) =
(Tmk x ′, −kγ + s′ + p − f (−mk)(x ′)). Consequently,

d f (T f
−kγ (x, s), T f

−kγ+p(x
′, s′)) = d f ((x, s), (x ′, s′)) + | f (−mk)(x)

− f (−mk)(x ′) − p| < ε.

Now, the number of k ∈ [M ′, M ′ + L ′] such that T f
−kγ ∈ X (ε) is, by (20), at

least (1−ε)L ′ and for any such kweget that d f (T f
−kγ (x, s), T f

−kγ+p(x
′, s′)) <

ε. Hence

1

L ′
∣∣∣
{
k ∈ [M ′, M ′ + L ′] : d f (T f

−kγ (x, s), T f
−kγ+p(x

′, s′)) < ε
}∣∣∣ > 1 − ε.

This gives us the switchable R(γ, P)-property. Note that since the flow
(T f

t )t∈R is ergodic, then the set of η ∈ R such that T f
η is not ergodic, is

at most countable and therefore, as a direct consequence of Proposition 3.3,
we get that (T f

t )t∈R enjoys SWR-property. �
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4 SWR-property for smooth special flows with singularities

In this section we will use Proposition 3.3 to prove SWR-property for special
flows given by the assumptions in Theorem 2 and Theorem 4. In all the sequel
we assume {a1, . . . , ak} are badly approximable by α with a constant C > 1
(see Definition 1.3). We start with an easy combinatorial fact about the visits
of an orbit by the rotation Rα to the neighborhood of the singularities.

Lemma 4.1 Let s ∈ N be such that qs+1 > 4Cqs and x ∈ T. Then

{x + jα}[
qs+1
4C ]

j=0 ∩
k⋃

i=1

[ −1

4Cqs
+ ai , ai + 1

4Cqs

]
⊂ {x + rqs + i0α}[

qs+1
4Cqs

]
r=0 ,

where i0 ∈ {0, . . . , qs − 1} is such that ρ({x + vα}qs−1
v=0 , {ai }ki=1) = ρ(x +

i0α, {ai }ki=1). For finite sets A, B ⊂ T, we use the notation ρ(A, B) =
mina∈A,b∈B ‖a − b‖.

Proof Observe that for every 0 < j < qs − 1, j �= i0 and every r =
0, . . . , [ qs+1

4Cqs
] we have

‖x + rqs + jα − (x + jα)‖ = ‖rqsα‖ � r‖qsα‖ � 1

4Cqs
. (21)

Moreover, since {ai }ki=1 are badly approximable [see (3)] and by the definition
of i0 we get

{x + jα}qs−1
j=0 ∩

k⋃

i=1

[ −1

2Cqs
+ ai , ai + 1

2Cqs

]
⊂ {x + i0α}. (22)

Therefore, for j �= i0 and r = 0, . . . , [ qs+1
4Cqs

], by (21) and (22)

ρ(x + jα + rqs, {ai }ki=1) � ρ(x + jα, {ai }ki=1) − 1

4Cqs
� 1

4Cqs
.

This finishes the proof. �

We will often use the Denjoy-Koksma inequality to control the growth of
the Birkhoff sums. For a reference, see for example [4].
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576 B. Fayad, A. Kanigowski

Proposition 4.2 (Denjoy-Koksma inequality) Let f : T → R be a function
of bounded variation. Then

∣∣∣∣∣∣

qn−1∑

k=0

f (x + kα) − qn

∫

T

f dλ

∣∣∣∣∣∣
� Var f,

for every x ∈ T and n ∈ N.

The following lemma is a simple consequence of the Denjoy-Koksma
inequality. It will be very useful in separating the contribution to the shear
of the visits to the neighborhood to the singularities from the rest of the orbit.

Lemma 4.3 Let h ∈ C2(T\{0}) be positive and decreasing on (0, 1)with h′ is
increasing on (0, 1) and limx→0+ h(x) = limx→0+(−h′(x)) = +∞. Denote
by c0 := infT h. Then for every x ∈ T and s ∈ N we have the following
estimates:

−qs

(
h

(
1

2qs

)
− c0

)
− 2h′

(
1

2qs

)
> h′(qs)(x) � h′(x + jα)

−qs

(
h

(
1

2qs

)
− c0

)
+ 2h′

(
1

2qs

)

where j ∈ {0, . . . , qs − 1} is such that min�∈{0,...,qs−1} |x + �α| = x + jα.

Proof Fix s ∈ N. Consider

h̄(x) =
{
0, if x ∈

[
0, 1

2qs

)

h′(x), otherwise.

Then h̄ ∈ BV (T) and we use the Denjoy-Koksma inequality to obtain
|h̄(qs)(x) − qs

∫
T
h̄(t)dλ| < Var h̄. But

∫
T
h̄(t)dλ = h( 1

2qs
) − c0 and Var h̄ �

−2h′( 1
2qs

). Moreover, by (2), the set {x + rα}qs−1
r=0 ∩ [0, 1

2qs
] is at most a

singleton.We thenfinish sinceh′(qs)(x) = h̄(qs)(x)+h′(x+ jα)χ[0, 1
2qs

](x+ jα)

and h′ < 0. �
Lemma 4.4 Let f ∈ C2(T \ {a1, . . . , ak}). Assume that for i = 1, . . . , k,
limx→a+

i

f ′(x)
ri (x−ai )

and limx→a−
i

f ′(x)
ri (ai−x) exist and are finite, where 0 � ri ∈

C2(T \ {0}) is decreasing on (0, 1) with r ′
i increasing on (0, 1). Then there

exists a constant H > 0 such that

| f ′(x)| < H

(
k∑

i=1

−r ′
i (x − ai ) − r ′

i (ai − x)

)
,
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for each x ∈ T.

Proof By assumptions, there exists a constant z0 > 0 such that for every
i = 1, . . . , k and for every x ∈ [−z0 +ai , ai )| f ′(x)| < −Kr ′

i (ai − x) and for
every x ∈ (ai , ai + z0]; | f ′(x)| < −Kr ′

i (x − ai ) for some constant K � 0.
Moreover, since f ′ ∈ C1(T \ {a1, . . . , ak}); it follows that there exists

a constant R > 0 such that for every x ∈ T \ ⋃k
i=1[−z0 + ai , ai +

z0], | f ′(x)| < R. Denote by C0 := mini=1,...,k | sup
T
r ′
i | Now, the constant

H := 2maxi=1,...,k{K , R
C0

} satisfies the assertion of the lemma. �

4.1 Proof of Theorem 2

4.1.1 Outline of the proof.

We first give an outline of the proof in which we suppose for simplicity that
the ceiling function has just one singularity that is exactly logarithmic. The
SWR-property (in the same way as the original Ratner’s property) consists of
two parts. First, for two “nearby” points, we need to show that their orbits drift
apart by a controlled amount at some time M(M may be positive or negative
in the case of the SWR property). Second, we need to make sure that their
orbits keep essentially the same drift during an interval of time comparable
to M . For special flows over rotations (or IET’s) we gave in Proposition 3.3
a characterization of the SWR property based on the divergence for nearby
points between the corresponding Birkhoff sums of the ceiling function f .
The latter is controlled by the Birkhoff sums of the derivative of the ceiling
function that were the subject of investigation of several other works (see e.g.
[8,17,19,20,32,35]).

In Proposition 4.6 Part a, we prove the first part of the SWR property. Pre-
cisely, we want to see a macroscopic yet controlled drift between the Birkhoff
sums of two points 1/(qs ln qs) � d(x, y) � 1/(qs+1 ln qs+1) for every s
sufficiently large. We explain now the proof showing also how the argument

simplifies if Kα = {n ∈ N : qs+1 < qs(ln qs)
7
8 } contains all the integers

after some n0, in particular if α is of constant type.

a. There exists c > 0 such that for any point x ∈ T either Ri
αx is disjoint

from [−c/qs, c/qs] for every i = 0, . . . , l <
qs
2 or R−i

α x is disjoint from
[−c/qs, c/qs] for every i = 1, . . . , l <

qs
2 .

b. By theDenjoy-Koksma inequality, if the forward (backward) orbit of length
qs a point x by Rα is disjoint with the 1/(qs ln qs) neighborhood of the
origin we have that | f ′(qs)(x)| (or | f ′(−qs)(x)|) is of order qs ln qs (this is
easy to understand if we rearrange the orbit of x almost like c/qs, (c +
1)/qs, (c + 2)/qs ... with c ∈ (0, 1) far from 0 and from 1). Hence for
any point x either | f ′(qs)(x)| or | f ′(−qs)(x)| is of order qs ln qs . This is the
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578 B. Fayad, A. Kanigowski

content ofLemma4.8. In caseqs+1 � Cqs , thiswould give themacroscopic
yet controlled drift between the points x, y such that 1/(qs+1 ln qs+1) �
d(x, y) � 1/(qs ln qs) either in the future at time qs or in the past at time
−qs . So, if α is of constant type, we would be done with the proof of
Proposition 4.6 Part a.

c. In the case qs+1 � qs but s ∈ Kα , we may have to consider the Birkhoff
sums beyond qs to see the drift between the orbits of x and y such that
1/(qs+1 ln qs+1) � d(x, y) � 1/(qs ln qs). Since s ∈ Kα , we have that
1/(qs ln qs) � c/qs+1 hence a. applied to s + 1 implies that either up to
qs+1/2 in the future or up to −qs+1/2 in the past the orbit of x by Rα does
not enter the 1/(qs ln qs) neighborhood of the origin (see Lemma 4.7, case
m ∈ Kα). Using this, the estimate of b. and the Denjoy-Koksma inequality
weget by the cocycle identity that f ′(ιkqs)(x)behaves like kqs ln qs for s suf-
ficiently large, k ∈ [1, O(qs+1/qs)] and ι = 1 or −1 (see Lemma 4.9). As
a consequence there exists a time of the form n0qs, n0 ∈ [1, O(qs+1/qs)]
such that f (ιn0qs)(x) − f (ιn0qs)(y) is in some compact set P away from 0,
which finishes the proof of Proposition 4.6 Part a in the case Kα contains
all sufficiently large integers.

d. In the case s /∈ Kα , we define xs := 1/(qs(ln qs)7/8) and use our arithmetic
condition α ∈ E to define a set Z of almost full measure (see definition of
Z in Sect. 4.1.2) such that Ri

αx does not enter the xs neighborhood of the
origin (seeDefinition (25)) for every i ∈ {−qs, . . . , 0, . . . , qs−1} for every
s /∈ Kα sufficiently large. This actually implies that either up to qs+1

4C in the
future or up to −qs+1

4C (C is a constant coming from Definition 1.3; in case
there is only one singularity C = 1) in the past the orbit of x by Rα does
not enter the xs neighborhood of the origin (see Lemma 4.7, casem /∈ Kα).
From there the proof of Proposition 4.6 Part a is similar to case 3. above
except that the condition 3 of Theorem 2, namely h( 1

2qs
)/h( 1

2qs+1
) > m0

is used to show that a stretch of order n0qs ln qs where n0 can be taken to
be as large as O(qs+1/qs) is sufficient to produce a drift between the point
x, y such that d(x, y) is comparable to 1/(qs+1 ln qs+1). This is where the
Diophantine condition 3. of Theorem 2 is crucial.

Observe that d. is the only part where we used that in the definition of
SWR, it is allowed to discard a small measure set of pairs (x, y) for which the
property will not be checked.

Note however that in all the cases above, it is crucial to use the possibility
to control the drift in the future or in the past depending on the pair of points.

The second part (keeping the drift) is proved in Proposition 4.6 Part b. We
need to consider the points Rn0qs

α x and Rn0qs
α y and apply similar arguments as

in Part a to bound the drift during time κn0qs . The main ingredient is Lemma
4.10 which is another lemma that allows us to bound the drift between the
Birkhoff sums in the future (or in the past) up to a time comparable to qm+1
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for points that stay away from the singularities in the future (or in the past)
during this time.We then have to “situate” κn0qs relatively to the denominators
of α and check that the conditions of Lemma 4.10 are satisfied by Rn0qs

α x and
Rn0qs

α y. Of course if s is such that qs+1 � qs (for example if s /∈ Kα) and if
1/(qs+1 ln qs+1) � d(x, y) � 1/(qs ln qs), then the same argument of Part a
would allow to keep the drift under control for additional κn0qs time. But in
the other cases where we have in particular to interpolate between the constant
type and non-constant type behavior, our proof gets a bit technical and treats
different cases separately.

4.1.2 Notations and standing assumptions

In all the proofs of Theorem 2, Theorem 4 and Theorem 1, wewill use T for the
irrational rotation Rα . We may assume WLOG that

∑k
i=1(Ai − Bi ) > 0. Fix

1 � ε > 0 and N ∈ N. Let d =∑k
i=1(Ai − Bi )−min( 1

10 ,

∑k
i=1(Ai−Bi )

2 ) > 0.
Define κ = κ(ε) := εm0d

64(d+1)Hk , where H comes fromLemma 4.4, andm0 > 0
is the constant coming from 3. in Theorem 2. With C > 0 the constant from
the Definition 1.3 of badly approximable singularities, we let

P :=
[
−2(d + 1),

−dm0

32C

]
∪
[
dm0

32C
, 2(d + 1)

]
, (23)

In the sequel, we will assume s � s0(ε, N ) = s0, where s0 is a sufficiently
large integer, in particular κqs0 > N .

We summarize now the consequences of the hypothesis 1.,2.,3. of Theorem
2 that will be useful to us in the sequel. If s � s0 we have

|h′ ( xs
4C

) |
qsh
(

1
2qs

) <
ε

2
,

xs
2C

qsh

(
1

2qs

)
>

1

ε
,

∑

s�s0,s /∈Kα

xsqs <
ε

16k
, h

(
1

2qs

)
/h

(
1

2qs+1

)
> m0 (24)

We also note that h
(

1
2qs

)
> 8C . Set vs := xs

4C and define

Ws :=
{
x ∈ T : x − qsα, . . . , x, . . . , x + (qs − 1)α

/∈
k⋃

i=1

(−4vs + ai , ai + 4vs)

}
(25)
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and Z :=⋂s�s0,s /∈Kα
Ws .

Observe that λ(Z) � 1 − ε(λ(Ws) � 1 − 16kvsqs).
Set δ := 1

qs0h( 1
2qs0

)
. Consider x, y ∈ Z with 0 < ‖x − y‖ < δ. We will

assume WLOG that x < y (we consider the trigonometric order on T).

4.1.3 Controlling the drift

The following proposition implies Theorem 2 due to Proposition 3.3.

Proposition 4.5 Consider x, y ∈ Z with 0 < ‖x − y‖ < δ. Then there exists
p ∈ P, M, L � κM � N such that either (16) holds for n ∈ [M, M + L] or
(17) holds for n ∈ [M, M + L].

Proposition 4.5 can be deduced from the following main result on the drift
of the Birkhoff sums of a function with logarithmic like singularities. Let
s := s(x, y)(s � s0) be unique such that

x < y,
1

qs+1h
(

1
2qs+1

) < ‖x − y‖ � 1

qsh
(

1
2qs

) . (26)

We will assume that qs+1 > 2qs . If not, then in (26), m0

2qsh( 1
2qs

)
< ‖x − y‖

and we repeat the considerations below in the time interval [qs−1, qs]. In other
words, in this case we will see the drift between x and y before time qs .

Proposition 4.6 Consider x, y ∈ Z as in (26).
Part a There exists n0 ∈ {1, . . . ,max( qs+1

8Cqs
, 1)} satisfying

f (n0qs)(x) − f (n0qs)(y) ∈ P (27)

or
f (−n0qs)(x) − f (−n0qs)(y) ∈ P (28)

and such that the following holds
Part b Let X = T n0qs x and Y = T n0qs y if (27) holds, and X = T−(n0qs+1)x
and Y = T−(n0qs+1)y if (28) holds. For n = 1, . . . , [κn0qs] + 1 we have
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A. | f (n)(X) − f (n)(Y )| < ε or B. | f (−n)(X) − f (−n)(Y )| < ε. (29)

The rest of this section is devoted to the proof of Proposition 4.6. But before
this we show how it implies Proposition 4.5 and thus Theorem 2.

Proof of Proposition 4.5. Suppose (27) holds, the other case being similar. If
A. from (29) holds, set M := n0qs, L := [κM] + 1 and p := f (n0qs)(x) −
f (n0qs)(y) ∈ P . If B. holds, we set M := [n0qs1+κ

], L := [κM] + 1 and p :=
f (n0qs)(x) − f (n0qs)(y) ∈ P . Notice that in both cases M, L � 1

2κn0qs �
1
2κqs � 1

2κqs0 � N . Finally, using A. or B. and the cocycle identity for
the Birkhoff sums and the triangular inequality shows that for n ∈ [M, M +
L], | f (n)(x) − f (n)(y) − p| < ε for some p ∈ P . �
4.1.4 Proof of Proposition 4.6 Part a

Form ∈ N, we will often use the following non resonance conditions of a pair
of points (x, y) with the singularities {a1, . . . , ak} [compare with (25)].

qm−1⋃

j=−qm

T j [x, y] ∩
k⋃

i=1

[−2vm + ai , ai + 2vm] = ∅ (30)

max([ qm+1
4C ],qm)⋃

j=0

T j [x, y] ∩
k⋃

i=1

[−vm + ai , ai + vm] = ∅. (31)

max([ qm+1
4C ],qm)⋃

j=1

T− j [x, y] ∩
k⋃

i=1

[−vm + ai , ai + vm] = ∅. (32)

Lemma 4.7 Let x, y ∈ T be as in (26). Then for everym such that s0 � m � s,
if we have at least one of the following

1. if m /∈ Kα and (30) is satisfied
2. if m ∈ Kα and qm+1 � 2qm,

then we have at least one of (31) or (32).

Proof Observe first that since by (26), ‖x − y‖ � vs � vm , then it suffices to
prove (31) or (32) with just x instead of [x, y] on the LHS and 2vm instead of
vm on the RHS.

Assume m /∈ Kα . Since m � s0 we may assume that qm+1 � 16Cqm .
Let t1 ∈ [−qm, qm − 1] ∩ Z and r1 ∈ {1, . . . , k} be such that

ρ
(
{x + jα}qm−1

j=−qm
, {ai }ki=1

)
= ‖x + t1α − ar1‖.

123
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We assume now that t1 < 0 and show (31). In case t1 � 0, (32) would follow
similarly.

By (30) we have that ‖x + t1 − ar1‖ � 2vm . Since m /∈ Kα , and t1 < 0 it
follows that for every r = 0, 1, . . . , [ qm+1

4Cqm
],

‖x + (t1 + rqm)α − ar1‖ � ‖x + t1 − ar1‖ � 2vm .

Moreover for every i ∈ {1, . . . , k}, i �= r1, since a1, . . . , ak are badly approx-
imable by α (see Definition 1.3), we have for every r = 0, 1, . . . , [ qm+1

4Cqm
]

‖x + (t1 + rqm)α − ai‖ � ‖x + t1 − ai‖ − r‖qmα‖ � 1

4Cqm
� 2vm .

For j � [qm+1
4C ] − 1 and j /∈ {t1, t1 + qm, . . . , t1 + [ qm+1

4Cqm
]qm − 1}, Lemma

4.1 (for i0 = t1) implies

x + jα /∈
k⋃

i=1

[
− 1

4Cqm
+ ai , ai + 1

4Cqm

]

and since 2vm � 1/(4Cqm), this finishes the proof of (31). �
In the following lemma we control the drift between the Birkhoff sums up

to qs or−qs between nearby points that do not go too close to the singularities.
Recall that we have assumed that d =∑k

i=1(Ai − Bi ) > 0.

Lemma 4.8 For every s � s0 we have the following for any points x < y ∈ T

if
qs−1⋃

j=0

T j [x, y] ∩
k⋃

i=1

[−2vs + ai , ai + 2vs] = ∅ (33)

then

(d + 1)qsh

(
1

2qs

)
‖x − y‖ � f (qs)(x) − f (qs)(y) � dqsh

(
1

2qs

)
‖x − y‖.

(34)
If

−1⋃

j=−qm

T j [x, y] ∩
k⋃

i=1

[−2vm + ai , ai + 2vm] = ∅ (35)

then

(d+1)qsh

(
1

2qs

)
‖x− y‖ � f (−qs)(x)− f (−qs)(y) � dqsh

(
1

2qs

)
‖x− y‖.

(36)

123



Multiple mixing for a class... 583

Proof We show that (33) implies (34), the second part of the Lemma being
similar. By (33) and (26), f (qs) is differentiable on [x, y]. Therefore, there
exists θ ∈ [x, y] such that

f (qs)(x) − f (qs)(y) = (x − y) f ′(qs)(θ).

It is enough to show that there exist d > 0 such that for s � s0

(d + 1)qsh

(
1

2qs

)
� − f ′(qs)(θ) � dqsh

(
1

2qs

)
. (37)

For s ∈ N, define

f̄ ′
s (θ) =

{
0, if θ ∈⋃k

i=1

[
− 1

2qs
+ ai , ai + 1

2qs

]

f ′(θ), otherwise.

It follows that f̄ ′
s ∈ BV (T) and

f ′(qs)(θ) = f̄ ′
s
(qs)

(θ) +
∑

i∈Js

f ′(θ + jiα) +
∑

i∈Ls

f ′(θ + liα), (38)

where Js = {i ∈ [1, k] : ∃ ji ∈ {0, . . . , qs − 1} : θ + jiα ∈ [− 1
2qs

+ ai , ai ]}
and Ls := {i ∈ [1, k] : ∃li ∈ {0, . . . , qs − 1} : θ + liα ∈ [ai , ai + 1

2qs
]}.

Note that for every i ∈ [1, k] there exists at most one ji ∈ {0, . . . , qs − 1} :
θ + jiα ∈ [− 1

2qs
+ ai , ai ].

We use the Denjoy-Koksma inequality to f̄ ′
s , to get

qs

∫

T

f̄ ′
s dλ − Var( f̄ ′

s ) � | f̄ ′
s
(qs)

(θ)| � qs

∫

T

f̄ ′
s dλ + Var( f̄ ′

s ). (39)

We have

∫

T

f̄ ′
s dλ =

k∑

i=1

f

(
ai + 1

2qs

)
− f

(
ai − 1

2qs

)
and Var( f̄ ′

s )

= 2
k∑

i=1

(
f ′
(
ai + 1

2qs

)
+ f ′

(
ai − 1

2qs

))
, (40)

(if s ∈ N is sufficiently large). It follows by the assumptions on f ′ and h′ and
(30), that if s0(ε, N ) is sufficiently large, then for s � s0, we have for every
i = 1, . . . , k:
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| f ′(θ + jiα)| � (Bi + 1)|h′(θ + jiα)| � (Bi + 1)
∣∣∣h′ ( xs

4C

)∣∣∣

� εqsh

(
1

2qs

)
for i ∈ Js . (41)

and similarly

| f ′(θ + liα)| � εqsh

(
1

2qs

)
for i ∈ Ls . (42)

On the other hand, by l’Hospital’s rule

((Ai + ε) − (Bi − ε))h

(
1

2qs

)
� f

(
ai + 1

2qs

)
− f

(
ai − 1

2qs

)

� ((Ai−ε)−(Bi+ε))h

(
1

2qs

)
. (43)

| f ′
(
ai + 1

2qs

)
| + | f ′

(
ai − 1

2qs

)
| � ((Ai + 1)+(Bi + 1))

∣∣∣∣h
′
(

1

2qs

)∣∣∣∣

� εqsh

(
1

2qs

)
, (44)

(by xs
4C < 1

2qs
).

Now, using (38)–(44), we get

qsh

(
1

2qs

)(( k∑

i=1

(Ai − Bi )

)
− 6kε

)
� − f ′(qs)(θ)

� qsh

(
1

2qs

)(( k∑

i=1

(Ai − Bi )

)
+ 6kε

)
.

which allows us to conclude since if we assume WLOG that ε is sufficiently
small (recall that x < y). �

We now concatenate the inequalities of Lemma 4.8 if (31) or (32) are sat-
isfied.

Lemma 4.9 Let x, y ∈ T satisfy (26) and (31) with m = s, then there exists
n0 ∈ {1, . . . ,max( qs+1

8Cqs
, 1)} such that (27) holds. Moreover,

n0qsh

(
1

2qs

)
� 2(d + 1)

d‖x − y‖ . (45)
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If x, y satisfy (26) and (32) with m = s then there exists n0 ∈ {1, . . . ,max
(
qs+1
8Cqs

, 1)} such that (28) holds for some n0 ∈ {1, . . . ,max( qs+1
8Cqs

, 1)} satisfying
(45).

Proof We will assume (31) holds, the other case being similar. We will use
repeatedly (34) of Lemma 4.8 with x, y replaced by x + rqsα, y + rqsα
respectively, with r = 0, 1, . . . ,max([ qs+1

4Cqs
]−1, 0). Indeed, by (31) the points

x + rqs, y + rqs satisfy (33). Summing up the obtained inequalities we get
for any R ∈ [0,max([ qs+1

4Cqs
], 1)],

R‖x−y‖(d+1)qsh

(
1

2qs

)
> f (Rqs)(x)− f (Rqs)(y)� R‖x−y‖dqsh

(
1

2qs

)
.

(46)
Let eR := f (Rqs)(x) − f (Rqs)(y). Then for R � [ qs+1

4Cqs
] − 1 we have that

eR+1 − eR � d + 1.
Moreover, by (46) and (26) and the hypothesis h( 1

2qs
)/h( 1

2qs+1
) > m0 we

get

e
max
([

qs+1
8Cqs

]
,1
) � max

(
qs+1

8Cqs
, 1

)
dqsh

(
1

2qs

)
‖x − y‖

� dm0 max

(
1

8C
− qs

qs+1
,

qs
qs+1

)
� dm0

16C
.

Therefore, there exists n0 ∈ {1, . . . ,max([ qs+1
8Cqs

], 1)} such that

f (n0qs)(x) − f (n0qs)(y) = en0 ∈
[
dm0

32C
, 2(d + 1)

]
⊂ P

Moreover, (46) with R = n0 implies (45)

n0qsh

(
1

2qs

)
� 2(d + 1)

d‖x − y‖ . (47)

In case (32) is satisfied instead of (31), we show (28) using repeatedly (36)
of Lemma 4.8. �

We are ready now to finish the proof of Part a. of Proposition 4.6. If s /∈ Kα ,
then by the fact that x, y ∈ Z ⊂ Ws , it follows that 1. in Lemma 4.7 is satisfied
withm = s. If s ∈ Kα then 2. in Lemma 4.7 is satisfied withm = s. Therefore
we can use Lemma 4.7 for x, y and m = s. Now, by Lemma 4.9, if (31) holds
we have (27), if (32) holds we have (28). Part a. of Proposition 4.6 is settled,
we turn now to Part b.
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4.1.5 Proof of Proposition 4.6 Part b

Form � s0 andN∪{0} � l � max( qm+1
8Cqm

−1, 0)wewill consider the following
conditions on x, y ∈ T [compare with (31) and (32)]

(l+1)qm⋃

j=0

T j [x, y] ∩
k⋃

i=1

[−vm + ai , ai + vm] = ∅. (48)

(l+1)qm⋃

j=1

T− j [x, y] ∩
k⋃

i=1

[−vm + ai , ai + vm] = ∅. (49)

Lemma 4.10 Let x, y ∈ T satisfy (26) and (48) for somem � s0 andN∪{0} �
l � max( qm+1

8Cqm
− 1, 0). Then

for every n = 0, . . . , (l + 1)qm,

∣∣∣ f (n)(x) − f (n)(y)
∣∣∣

< 8kH‖x − y‖(l + 1)qmh

(
1

2qm

)
(50)

Let x, y ∈ T satisfy (26) and (49) for some m � s0 and N ∪ {0} � l �
max( qm+1

8Cqm
− 1, 0). Then

for every n = 1, . . . , (l + 1)qm, | f (−n)(x) − f (−n)(y)|
< 8kH‖x − y‖(l + 1)qmh

(
1

2qm

)
. (51)

Proof We only give the proof of the first case since the other is similar. For
every n = 0, . . . ,max(qm+1

4C , qm), there exists θn ∈ [x, y] such that | f (n)(x)−
f (n)(y)| = (x − y) f ′(n)(θn). Therefore, using Lemma 4.4, for every n =
0, . . . , (l + 1)qm , we have

∣∣∣ f (n)(x) − f (n)(y)
∣∣∣ � H‖x − y‖

(
k∑

i=1

−h′(n)(θn − ai ) − h′(n)(ai − θn)

)
.

(52)
Moreover, by monotonicity of h′, for every i = 1, . . . , k,

−h′(n)(θn − ai ) � −h′(n)(x − ai ) and −h′(n)(ai − θn) � −h′(n)(ai−y).
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Since −h′ is positive, we get that

−h′(n)(θn − ai ) � −h′((l+1)qm)(x − ai ) and −h′(n)(ai − θn)

< −h′((l+1)qm)(ai − y). (53)

It follows by Lemma 4.3, (48) and (24) that for every u = 0, . . . , l

‖x − y‖|h′(qm)(T uqm x−ai )|�‖x − y‖
(
qmh

(
1

2qm

)
−h′
(

1

2qm

)
−h′(vm)

)

� 4‖x − y‖qmh
(

1

2qm

)
.

Hence, summing up over u = 0, . . . , l, and using the cocycle identity, (52)
implies (50).

This finishes the proof. �

To prove Proposition 4.6 Part b., observe first that if s0 is sufficiently large,
and up to eventually changing κ to κ ′ = κ

8C , one of two possibilities holds : 1.
There exists s0 � m � s,m ∈ Kα , such that κn0qs < qm � 8Cκn0qs , or 2.
There exist s0 � m � s and l � 1 such that lqm � κn0qs < (l+1)qm � qm+1

8C .
Case 1. κn0qs < qm � 8Cκn0qs with s0 � m � s,m ∈ Kα . Lemma 4.7
implies that either (31) or (32) holds for T n0qs x, T n0qs y,m. Therefore, (48) or
(49) holds for m and l = 0. We then apply Lemma 4.10 to T n0qs x, T n0qs y,m
with l = 0, and according to whether we have (50) or (51) we will get A. or B.
of Proposition 4.6 Part b. Indeed, suppose (50) holds. Then, since κn0qs < qm ,
for n = 1, . . . , [κn0qs] + 1, we have due to (47)

| f (n)(T n0qs x) − f (n)(T n0qs y)| < 8kH‖x − y‖qmh
(

1

2qm

)

< 16CkHκn0qs‖x − y‖h
(

1

2qm

)

< 16CkHκ
2(d + 1)

d
< ε.

Case 2. There exist s0 � m � s and l � 1 such that lqm � κn0qs <

(l + 1)qm � qm+1
8C . We will first prove that T n0qs x, T n0qs y,m, l satisfy the

hypothesis of Lemma 4.10. If m ∈ Kα , then Lemma 4.7 implies that either
(31) or (32) holds for T n0qs x, T n0qs y,m. Therefore, since l � qm+1

8Cqm
−1, either

(48) or (49) holds for T n0qs x, T n0qs y,m, l. If m /∈ Kα , then we consider two
cases:
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I. m = s. In this case n0 > 1
κ
and therefore qs+1 > 32Cqs . Since l �

[κn0] + 1, n0 � qs+1
8Cqs

and κ � 1, we get that

(l+1)qs⋃

j=0

T j [T n0qs x, T n0qs y] ∩
k⋃

i=1

[−vs + ai , ai + vs]

⊂
max(

[
qs+1
4C

]
,qs)⋃

j=0

T j [x, y] ∩
k⋃

i=1

[−vs + ai , ai + vs].

Similarly,

(l+1)qs⋃

j=0

T− j [T n0qs x, T n0qs y] ∩
k⋃

i=1

[−vs + ai , ai + vs]

⊂
max([ qs+1

4C ],qs)⋃

j=0

T− j [x, y] ∩
k⋃

i=1

[−vs + ai , ai + vs].

Note that by Lemma 4.7 x, y satisfy (31) or (32). Therefore the assumptions
of Lemma 4.10 are satisfied for T n0qs x, T n0qs y, s, l.

II. m < s. Since l � qm+1
8Cqm

− 1, it is enough to show that T n0qs x, T n0qs y,m
satisfy (31) or (32). Due to Lemma 4.7, we just have to check (30) for
T n0qs x, T n0qs y,m:

qm−1⋃

j=−qm

T j [T n0qs x, T n0qs y] ∩
k⋃

i=1

[−2vm + ai , ai + 2vm] = ∅. (54)

Since m /∈ Kα and m < s, we have

1

qs
� 1

qm+1
� vm . (55)

Moreover, ‖T n0qs x − T n0qs y‖ (26)
< 1

10vm
. Therefore, it is enough to show that

for j ∈ {0, . . . , qm − 1} we have

T n0qs x + jα /∈
k⋃

i=1

[−3vm + ai , ai + 3vm].
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For this aim, let i0 and r1 be such that ρ({T n0qs x + jα}qm−1
j=0 , {ai }ki=1) =

‖T n0qs x + i0α − ar1‖. It follows by (3), that for i0 �= j ∈ {0, . . . , qm − 1},

T n0qs x + jα /∈
k⋃

i=1

[
− 1

2Cqm
+ ai , ai + 1

2Cqm

]
. (56)

Next, by the fact that m /∈ Kα and x ∈ Bm(m � s0), we get that ‖x + i0α −
ar1‖ � 4vm , and therefore

‖x + i0α + n0qsα − ar1‖ � ‖x + i0α − ar1‖ − ‖n0qsα‖ � 4vm − n0
qs+1

� 4vm − 1

8Cqs

(55)
� 3vm,

(recall that n0 � qs+1
8Cqs

) and (54) is thus proved. So in Case 2. at least one of
(48) or (49) is satisfied for T n0qs x, T n0qs y,m, l.

Therefore, we can apply Lemma 4.10 to T n0qs x, T n0qs y,m, l (recall that
lqm � κn0qs < (l + 1)qm). Now and as in Case 1., if (50) holds we get A., if
(51) holds we get B. Indeed, assume WLOG that T n0qs x, T n0qs y,m, l satisfy
(50) (the proof in the other case is analogous). Using (47) and the fact that
[κn0qs] + 1 � (l + 1)qm � 2κn0qs , we get for n = 1, . . . , (l + 1)qm

| f (n)(T n0qs x) − f (n)(T n0qs y)| < 8kH‖x − y‖(l + 1)qmh

(
1

2qm

)

< 16kHκn0qs‖x − y‖h
(

1

2qs

)

< 16kHκ
2(d + 1)

d
< ε.

So A. in Proposition 4.6 Part b. holds.
The proof of Proposition 4.6 is thus completed and Theorem 2 follows. �

4.2 Proof of Theorem 4

4.2.1 Outline of the proof

The general scheme of the proof is similar to the scheme of the proof of
Theorem 2 (see the outline of the proof of the latter theorem in Subsection
4.1). Assume for simplicity that f has just one right-sided power singularity
at 0 of type x−γ . In this outline we will actually see that the constant type
condition is an if and only if condition in the proof of Theorem 4 that we give.
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Indeed, the following facts are easy to check for an interval I = [x, y] such
that y − x ∈ [1/qγ+1

n+1 , 1/qγ+1
n ].

a. If for some c ∈ (0, 1), Ri
α I is disjoint from [−c/qn, c/qn] for every i =

0, . . . , l � qn then f ′(l)(θ) � Cq1+γ
n for any θ ∈ I for some C that

depends on c (with a similar statement for negative iterates).
b. If for some c′ ∈ (0, 1), Ri0

α I is included in [−c′/qn, 0) for some i0 � 0
then f ′(i0+1)(θ) − f ′(i0)(θ) � C ′q1+γ

n for any θ ∈ I for some C ′ that
depends on c′ (with a similar statement for negative iterates).

c. If α is of constant type then there exists c′ > c > 0 such that one of the
following holds if n is sufficiently large : 1. there exists i0 � 0 such that
Ri0

α I is included in [−c′/qn, 0) and Ri
α I is disjoint from [−c/qn, c/qn]

for every i = 0, . . . , i0 or 2. there exists i0 < 0 such that Ri0
α I is

included in [−c′/qn, 0) and Ri
α I is disjoint from [−c/qn, c/qn] for every

i = −1, . . . , −i0.
d. If α is not of constant type and if qn+1 � qn and y − x = εn/q

1+γ
n

while |x − p/qn| � ε2n/qn with εn → 0, then as long as for i ∈ [0, l] (or
for i ∈ [−l, −1]) Ri

α I is disjoint from [−1/(2qn), 1/(2qn)] we have that
f ′(l)(θ) � Cq1+γ

n for any θ ∈ I , while if l is the first integer such that Rl
α I

intersects [−1/(2qn), 1/(2qn)] then f ′(l)(θ) � q1+γ
n /εn .

Now, if α is of constant type, and if we assume that c.1 holds, then a.
and b. imply that either f ′(i0)(θ) ∈ [C ′q1+γ

n ,Cq1+γ
n ] for every θ ∈ I or

f ′(i0+1)(θ) ∈ [C ′q1+γ
n ,Cq1+γ

n ] for every θ ∈ I . Since qn+1/qn is bounded
this implies a controlled macroscopic drift between the orbit of x and y (this is
the content of Proposition 4.12 Part a). As in the proof of Theorem 2, we then
need to use the same type of arguments to show that the drift remains almost
constant during a small additional proportion of time (we do this in the future
of i0 + 1 or in the past of i0, and this is the content of Proposition 4.12 Part b
and relies on Sublemma 4.16). The case c.2 is treated similarly.

In Sublemma 4.14 we essentially prove a. and in Sublemma 4.15 we essen-
tially prove b.

We now explain why the constant type condition is necessary in our proof.
Indeed, if α is not of constant type, d. gives an example of pairs x, y for which
the drift between the forward orbits jumps from εn to 1/εn and the same
happens for backward orbits, which contradict the SWR property for this pair.
Furthermore, if εn is taken to converge very slowly to 0 such pairs can be
produced with x ∈ Z for any Z having positive measure. Observe that this
does not imply that the SWR property would not reappear much later in time
but this is very unlikely as demonstrated for the absence of the WR property
in the particular case of Theorem 1.
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Observe finally that the same type of pairs (x, y) described in d. show that
it is necessary to use the SWR property instead of the WR property. Indeed,
only one of the alternatives c.1 or c.2 holds for such pairs and we are obliged,
if we want to see a controlled drift, to iterate in the future or in the past.

4.2.2 Notations and standing assumptions

Recall that in the proof of Theorem 4 T means Rα . We may assume WLOG
that A2

k + B2
k > 0. Let Ck = max(Ak, −Bk) > 0. Recall H > 0 coming from

Lemma 4.4, D1, D2 > 0, the constants in the hypothesis (4) in Theorem 4 and
define

P :=
[
−12Hk(D2 + 2), −CkD2

1

16c

]
∪
[
CkD2

1

16c
, 12Hk(D2 + 2),

]

where c is such that for every s ∈ N, qs+1 � cqs .

Fix ε � 1 and N ∈ N. We will assume that ε <
CkD2

1
8c . Let κ := κ(ε) =

ε
2(3D2+2)kCH .

Let s0 ∈ N be such that qs0−4 � 1
κ
N , and h( 1

2qs
) > 6C for s � s0, and for

every i = 1, . . . , k

∣∣∣∣
f ′(x)

h′(x − ai )

∣∣∣∣ >
Ai

2
for x ∈

[
ai , ai + 1

qs0−4

]
and

∣∣∣∣
f ′(x)

h′(ai − x)

∣∣∣∣ >
Bi
2

,

for x ∈
[
− 1

qs0−4
+ ai , ai

]
. (57)

Define δ := 1
qs0h( 1

2qs0
)
. We will show that SWR-property holds for all pairs

of points x, y ∈ T with ‖x − y‖ < δ.

4.2.3 Controlling the drift

The following proposition implies Theorem 4 due to Proposition 3.3.

Proposition 4.11 Consider x, y ∈ T with 0 < ‖x − y‖ < δ. Then there
exists p ∈ P, M, L � κM � N such that either (16) or (17) holds for
n ∈ [M, M + L].

We can assume WLOG that x < y. Let s := s(x, y) be unique such that

1

qs+1h
(

1
2qs+1

) � ‖x − y‖ <
1

qsh
(

1
2qs

) . (58)
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As in the precedent section, Proposition 4.11 follows from

Proposition 4.12 Consider x, y ∈ T as in (58).
Part a. There exists i0 ∈ {0, . . . , qs−2 − 1}, such that

∣∣∣ f (i0)(x) − f (i0)(y)
∣∣∣ ∈ P (59)

or ∣∣∣ f (−i0)(x) − f (−i0)(y)
∣∣∣ ∈ P. (60)

Part b. Let X = T i0x and Y = T i0 y if (59) holds, and X = T−i0−1x and
Y = T−i0−1y if (60) holds, for n = 1, . . . , [κi0] + 1 the following holds

A.
∣∣∣ f (n)(X) − f (n)(Y )

∣∣∣ < ε or B.
∣∣∣ f (−n)(X) − f (−n)(Y )

∣∣∣ < ε. (61)

The rest of Sect. 4.2 is devoted to the proof of Proposition 4.12.
Consider the orbit x − qs−2α, . . . , x, . . . , x + (qs−2 − 1)α (the length of

this orbit is smaller than qs). It follows by (3) that there exists at most one
ts ∈ [−qs−2, qs−2 + 1] such that x + tsα ∈ ⋃k

i=1[− 1
2Cqs

+ ai , ai + 1
2Cqs

].
Hence at least one of the following two holds:

qs−2−1⋃

j=0

T j [x, y] ∩
k⋃

i=1

[
− 1

2Cqs
+ ai , ai + 1

2Cqs

]
= ∅ (62)

or
qs−2⋃

j=1

T− j [x, y] ∩
k⋃

i=1

[
− 1

2Cqs
+ ai , ai + 1

2Cqs

]
= ∅. (63)

The following Lemma directly implies the proof of Proposition 4.12.

Lemma 4.13 If (62) then (59) and (61) hold. If (63) then (60) and (61) hold.

4.2.4 Proof of Lemma 4.13

We will suppose (62) holds, the proof of the other case being analogous. We
will need some lemmas.

Sublemma 4.14 For n = 0, . . . , qs−2 − 1,

| f (n)(x) − f (n)(y)| � 2kH(3D2 + 2).

Proof By (58) we have for every i = 1, . . . , k, ai /∈ [x + jα, y + jα]
with j ∈ {0, . . . , qs−2 − 1}. It follows that for n = 0, . . . , qs−2 −
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1,
∣∣ f (n)(x) − f (n)(y)

∣∣ = ∣∣ f ′(θn)
∣∣ ‖x − y‖, for some θn ∈ [x, y]. Hence,

using Lemma 4.4, for every n = 0, . . . , qs−2 we have

∣∣∣ f (n)(x) − f (n)(y)
∣∣∣ � H‖x − y‖

(
k∑

i=1

(−h′(n)(θn − ai ) − h′(n)(ai − θn))

)
.

(64)
By the monotonicity of h′ on (0, 1)we obtain−h′(n)(θn −ai ) � −h′(n)(x−

ai ), −h′(n)(ai − θn) � −h′(n)(ai − y). Since −h′ > 0,

−h′(n)(x −ai )−h′(n)(ai − y) � −h′(qs−2)(x −ai )−h′(qs−2)(ai − y). (65)

Using Lemma 4.3 (applied to x − ai , where ji ∈ [0, qs−2] − 1 is unique such
that x + jiα ∈ [ai , ai + 1

2qs−2
]), we obtain

‖x − y‖
(
−h′(qs−2)(x − ai )

)

� ‖x − y‖
(
qs−2h

(
1

2qs−2

)
− 2h′

(
1

2qs−2

)
− h′(x + jiα)

)
.

By (62), it follows that for n = 0, . . . , qs−2 − 1 we have x + nα, y + nα /∈⋃k
i=1[− 1

2Cqs
+ ai , ai + 1

2Cqs
].

By monotonicity of h′, −h′(x + jiα) < −h′( 1
2Cqs

) and therefore by (4) and
(58)

‖x − y‖
(
−h′(qs−2)(x − ai )

)
� ‖x − y‖

×
(
qs−2h

(
1

2qs−2

)
− 2h′

(
1

1
2

1
qs−2

)
− h′

(
1

1
2C

1
qs

))

�
qs−2h

(
1

2qs−2

)
+ 2D2qs−2h

(
1

2qs−2

)
+ D2qsh

(
1
2qs

)

qsh
(

1
2qs

)

�
3D2qsh

(
1
2qs

)
+ qs−2h

(
1

2qs−2

)

qsh
(

1
2qs

) � 3D2 + 1. (66)

Similarly we obtain ‖x − y‖ (−h′(qs−2)(ai − y)
)

< 3D2 + 1.
Therefore using (64) and the computations above, for n = 0, . . . , qs−2−1,

| f (n)(x) − f (n)(y)| < 2kH(3D2 + 2).

�
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Sublemma 4.15 There exists i0 ∈ {0, . . . , qs−2 − 1}, such that | f (i0)(x) −
f (i0)(y)| � Ak D2

1
4c .

Proof Since qs−2 − qs−4 > qs−4 + 1, there exists i0 ∈ [qs−4, qs−2 − 2] such
that

T i0x ∈
[
ak, ak + 1

qs−4

]
. (67)

Indeed

{T kx}qs−2−2
k=qs−4

= T qs−4x + {T k0}qs−2−qs−4−2
k=0 ⊂ T qs−4x + {T k0}qs−4−1

k=0 ,

and {T k0}qs−4−1
k=0 is at least 1

qs−4
-dense. We have assumed that A2

k + B2
k > 0.

Suppose additionally Ak � −Bk (if Ak � −Bk then we replace [ak, ak + 1
qs−4

]
by [− 1

qs−4
+ ak, ak]). We claim that

∣∣∣
(
f (i0+1)(x) − f (i0+1)(y)

)
−
(
f (i0)(x) − f (i0)(y)

)∣∣∣ >
AkD2

1

2c
.

Indeed, the LHS of this inequality is equal to | f (x + i0α) − f (y + i0α)| =
| f ′(θi0)|‖x − y‖, for some θi0 ∈ [x + i0α, y + i0α]. Now, by (58), θi0 ∈
[ak, ak + 1

qs−4
+ 1

qsh( 1
2qs

)
] ⊂ [ak, ak + 2

qs−4
]. By (57), monotonicity of h′, (4)

twice (for s and s + 1) and (58)

| f ′(θi0)| � Ak

2

∣∣h′ (θi0 − ak
)∣∣ � Ak

2

∣∣∣∣h
′
(

2

qs−4

)∣∣∣∣ �
Ak

2

∣∣∣∣h
′
(
2c4

1

qs

)∣∣∣∣

� Ak

2
D1qsh

(
1

2qs

)
� Ak

2
D2
1
qs+1

c
h

(
1

2qs+1

)
�

AkD2
1

2c

1

‖x − y‖;
(68)

and the claim follows. Therefore, one of the numbers | f (i0+1)(x)− f (i0+1)(y)|
or | f (i0)(x) − f (i0)(y)| is at least Ak D2

1
4c . �

As a consequence of the above lemmas, we obtain that at least one of the
numbers f (i0+1)(x) − f (i0+1)(y) or f (i0)(x) − f (i0)(y) belongs to the set P ,
and (59) is proved. The next result will give the proof of (61).

Sublemma 4.16 The following hold:
∣∣∣ f (n)(T i0+1x) − f (n)(T i0+1y)

∣∣∣ < ε for all 0 � n � κ(i0 + 1), (69)
∣∣∣ f (−n)(T i0x) − f (−n)(T i0 y)

∣∣∣ < ε for all 0 � n � κ(i0 + 1). (70)
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Proof First we show (69). Select (the unique) m ∈ N such that qm � κ(i0 +
1) � qm−1 (note that qm � qs). By (3) applied to T i0(x), (67) and the fact
that qm � qs it follows that

{T i0x, . . . , T i0x + (qm − 1)α} ∩
k⋃

i=1

[
− 1

2Cqm
+ ai , ai + 1

2Cqm

]
= {T i0x}.

(71)
Analogously, by (3) applied to T i0(x) − (qm − 1)α, we get

{T i0x − (qm − 1)α, . . . , T i0x} ∩
k⋃

i=1

[
− 1

2Cqm
+ ai , ai + 1

2Cqm

]
= {T i0x}.

(72)
By (71) and using the same arguments which precedes (64) we obtain (cf.

(65)) for n = 0, . . . , κ(i0 + 1)

∣∣∣ f (n)(T i0+1x) − f (n)(T i0+1y)
∣∣∣ � H‖x − y‖

×
(

k∑

i=1

−h′(qm)(T i0+1x − ai ) − h′(qm)
(
ai − T i0+1y

))
. (73)

Then for i ∈ {1, . . . , k}, again by repeating that lead to (66) we obtain

‖x − y‖
(
−h′(qm)(T i0+1x − ai )

)
�

qmh
(

1
2qm

)
+ 3D2qmh

(
1

2qm

)

qsh
(

1
2qs

)

�
(3D2 + 1)qmh

(
1

2qm

)

qsh
(

1
2qs

) .

But qm � cκ(i0 + 1) < cκqs−2, thus (by the monotonicity of h) ‖x −
y‖ (−h′(qm)(T i0+1x − ai )

)
� (3D2 + 1) cκqs−2

qs
= ε

4Hk , by the definition of κ .

Similarly, we obtain ‖x − y‖ (−h′(qm)(ai − T i0+1y)
)

< ε
4Hk .

Using this and (73) we get

| f (n)(T i0+1x) − f (n)(T i0+1y)| < ε,

which yields the first case of (69). To handle the second case we use (72)
and proceed as before to obtain first | f (−n)(T i0x) − f (−n)(T i0 y)| = ‖x −
y‖ ∣∣ f ′(n)(θn)

∣∣ with θn ∈ [T i0x − nα, T i0 yn − α] and then estimating above
by
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H‖x − y‖
(

k∑

i=1

−h′(qm)(T i0x − (qm − 1)α − ai )

−h′(qm)(ai − (T i0 y − (qm − 1)α))
)

.

We conclude exactly in the same way as in the first case. �
We proceed to the proof of Lemma 4.13 in the case (62) is satisfied. If
f (i0+1)(x)− f (i0+1)(y) ∈ P , then (69) givesA. in (61); if f (i0)(x)− f (i0)(y) ∈
P , then (70) gives B. in (61). The proof of Lemma 4.13 is thus completed since
the case where (63) is satisfied is analogous. �

This finishes the proof of Proposition 4.12, thus of Theorem 4. �
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Appendix A: Absence of weak Ratner’s property

In this section, we will prove Theorem 1. Let f be as in Theorem 1; for
simplicity we assume that

∫
T
f = 1. Let c > 1 be such that for every s ∈

N, qs+1 � cqs . Recall that C > 1 is a constant from Definition 1.3 (such a
constant exists, since k = 1 in our case); we may assume that C > c.

Fix any compact P ⊂ R \ {0}. We will prove that for any t0 ∈ R, (T t
α, f )t∈R

does not have R(t0, P) property. For simplicity of the notationswewill assume
that t0 = 1. Let

d > c1−γ be such that P ⊂
[
−|γ |d

4
, −100c

d

]
∪
[
100c

d
,
|γ |d
4

]
. (74)

Let ε, κ > 0 sufficiently small, smallness that will be determined in the course
of the proof. We use Lemma 3.1 for T x = x + α, to ε, 3κ2 to get a set
A ⊂ T, λ(A) > 1 − ε and N0 ∈ N, such that (15) holds for x ∈ A and

n � N0. Let N > max
(
2N0,

1
ε2κ2

)
.
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We will hereafter assume that (T t
α, f )t∈R has the R(t0, P) property (see

Definition 2.1) and obtain a contradiction. Thus, assume there exist a set Z ⊂
X f with λ f (Z) > 1− ε and 0 < δ < ε such that for every (x, s), (y, s′) ∈ Z
with d f ((x, s), (y, s′)) < δ, there exist M, L � N with L

M � κ and p ∈ P
such that

1

L
|{n ∈ [M, M + L] : d f (T f

n (x, s), T f
n+p(y, s

′)) < ε}| > 1 − ε. (75)

Consider

V :=
{
(x, s) ∈ Z : x ∈ A, 0 � s <

1

ε2

}
. (76)

It follows that λ f (V ) > 1 − 4ε.
The contradiction will come from the following two Propositions, the first

one of which is a consequence of (75) and (76).

Proposition 5.1 Let (x, s), (y, s′) ∈ V with d f ((x, s), (y, s′)) < δ. Then
there exists an interval I = [M ′, M ′ + L ′] such that M ′ � N

2 , L ′
M ′ � aκ

6 (a =
a(t0) > 0 is a constant obtained in Lemma 5.6), there exists p ∈ P and there
exists m ∈ Z such that

‖x − y − mα‖ < ε and for every n ∈ [M ′, M ′ + L ′],
| f (n)(x) − f (n+m)(y) − p| < 2ε. (77)

Remark 5.2 For p ∈ P, n ∈ N, two points (x, s), (y, s′) ∈ V are called
p, n-close if

d f (T n
α, f (x, s), T

n+p
α, f (y, s′)) < ε.

Then (x, s), (y, s′) have the WR-property [see (75)], if there exists a time
interval [M, M + L], such that they are p, n-close for a proportion 1−ε of n’s
in [M, M + L]. In general, the set on which the points are p, n-close, can be
any subset of [M, M+L]. Proposition 5.1 says that in our context the property
actually holds on a full interval of integers. This is what happens also in the
original case of horocycle flows, where, once the point are drifted after time
R, they stay drifted for time εR.

Proposition 5.3 There exists a set W0 ⊂ T such that λ(W0) > c0(d)(c0 =
c0(d) > 0 being a constant depending only on d), and a number 0 < δ0 < δ
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such that for every x ∈ W0

for every M � N

2
, every k ∈ Z such that ‖x − (x + δ0) − kα‖

< ε and every p ∈ P, if I = [M, M + T ] is such that for every n ∈ I,

| f (n)(x) − f (n+k)(x + δ0) − p| < 2ε then
T

M
<

aκ

10
. (78)

Remark 5.4 The points x ∈ W0 go too close to the singularity under iteration
by Rα , so that points of the form (x, s), (x + δ0, s) split far apart before they
get separated by a distance in P (Lemma 5.11 below). In other words, these
points do not have the ’natural’ WR-property that consists of a controlled
drift starting from the first time the points split. To make sure these points
cannot display the WR-Property in the future δ0 is chosen in such a way,
that if for large MT M

α, f (x, s), T
M
α, f (x + δ0, s) become close, then nevertheless

d f (T M
α, f (x, s), T

M
α, f (x + δ0, s)) � 1

M1−γ , and Lemma 5.5 then precludes the
WR-property (see Lemma 5.10 below).

Before we prove these propositions we will see how they imply Theorem 1.

Proof of Theorem 1 Take x ∈ W0 and s > 0 such that (x, s), (x + δ0, s) ∈
V × V , which is possible since the measure of V is arbitrarily close to 1 if ε

is sufficiently small. By Proposition 5.3, (x, s), (x + δ0, s) satisfy (78), hence
they don’t satisfy (77), a contradiction. �

Proof of Proposition 5.1

Lemma 5.5 Let x, y ∈ T and let I be an integer interval such that for every
n ∈ I, | f (n)(x) − f (n)(y)| < η (where η is a sufficiently small number). Then

|I | < 2cη1+γ ‖x − y‖ −1
1−γ .

Proof We assume that x < y. Let s ∈ N be unique such that

1

q1−γ
s+1

� ‖x − y‖ <
1

q1−γ
s

. (79)

Denote I = [a, b] ∩ Z with a, b ∈ Z. Then, by the cocycle identity, the fact
that a ∈ I , for n ∈ Z, we have

| f (n)(x) − f (n)(y)| � | f (n−a)(T ax) − f (n−a)(T a y)| − η. (80)

Let k ∈ N be unique such that

qk+1 � 2η1+γ qs+1

c
> qk . (81)
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We will show that there exists n0 ∈ [0, qk+1] such that
| f ((n0+a)−a)(T ax)− f ((n0+a)−a)(T a y)| = | f (n0)(T ax)− f (n0)(T a y)| > 2η.

(82)
This, by (80), gives | f (n0+a)(x) − f (n0+a)(y)| > η and therefore n0 + a /∈ I .

It follows that |I | � qk+1 � cqk < 2η1+γ qs+1
(79)
� 2cη1+γ ‖x − y‖ −1

1−γ which
completes the proof. Now, we show (82). By (81) and η sufficiently small, we
have s � k.

Note that there exist n1 ∈ [0, qk+1) such that T ax+n1α ∈ [0, 1
qk+1

]. By (79)
and the fact that k + 1 � s + 1, we obtain T a y + n1α ∈ [0, 2

qk+1
]. Therefore

|( f (n1+1)(T ax) − f (n1+1)(T a y)) − ( f (n1)(T ax) − f (n1)(T a y))

| = | f (T ax + n1α) − f (T a y + n1α)| = | f ′(θ)|‖x − y‖, (83)

for some θ ∈ [T ax+n1α, T a y+n1α] ⊂ [0, 2
qk+1

]. Thus, by the monotonicity
of f ′ and (81)

| f ′(θ)|‖x − y‖ � |γ |
(

2

qk+1

)−1+γ 1

q1−γ
s+1

= |γ |
(

qk+1

2qs+1

)1−γ

� |γ |
(

η1+γ

c

)1−γ

� 4η,

the last inequality by the fact that η is small enough. Therefore at least one of
the numbers, | f (n1+1)(T ax) − f (n1+1)(T a y)|, | f (n1)(T ax) − f (n1)(T a y)| is
bigger than 2η; we set n0 either n1, or n1 + 1 to obtain (82). �

The following lemma translates (75) into a property on the Birkhoff sums
above Rα of the ceiling function f .

Lemma 5.6 Let (x, s), (y, s′) ∈ V with d f ((x, s), (y, s′)) < δ. There exist
M0, L0 � N

2 with L0
M0

� κ
2 such that

1

L0
|{r ∈ [M0, M0 + L0] : ∃mr ∈ Z, s.t |x − y − mrα|

< ε and | f (r)(x) − f (r+mr )(y) − p| < 2ε}| > a. (84)

Proof AssumeWLOG that x < y. Let n ∈ [M, M+ L] and rn be unique such
that f (rn)(x) � n + s < f (rn+1)(x). We will show that

1 + κ2

1 − κ2 M � rM � 1

1 + κ2 M − 2. (85)
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Indeed, first we show that rM > N0. Indeed, if not, using Lemma 3.1 to N
2

(we have N
2 � N0)

M � M + s < f (rM+1)(x) < f ( N2 )(x) < (1 + κ2)
N

2
< N ,

a contradiction. Secondly, by the fact that (x, s) ∈ V (hence s < 1
ε2
) and

rM � N0, using Lemma 3.1 to rM and the definition of N (N � 1
ε2κ2

), we get
(M � N )

(1 − κ2)rM < f (rM )(x) � M + s < (1 + κ2)M

and M � M + s < f (rM+1)(x) � (1 + κ2)(rM + 1). Now, 85 follows.
Analogously we prove that

1

1 + κ2 (M + L) − 2 � rM+L � 1 + κ2

1 − κ2 (M + L). (86)

Set M0 := rM , L0 = rM+L − rM . It is easy to prove using (85) and (86) that
M0, L0 � N

2 and L0
M0

� κ
2 .Moreover, since f � cγ > 0, there exists a constant

a = a(t0, γ ) > 0 such that for every n ∈ [M, M + L], |rn+1 − rn| � 1
2a . It

follows that the number of different rn ∈ [M0, M0 + L0] is at least 2aL0.
Let n ∈ [M, M + L] be such that d f (T f

n (x, s), T f
n+p(y, s

′)) < ε. By (75),
there are at least (1 − ε)L of such n ∈ [M, M + L]. By the definition of d f

and T f , there exist rn ∈ [M0, M0 + L0] and mn ∈ N such that

|(x + rnα) − (y + mnα)| < ε and | f (rn)(x) − f (mn)(y) − p| < 2ε.

We setmr = mr (n) := mn −rn ∈ Z to get |x − y−mrα| < ε and | f (rn)(x)−
f (rn+mr )(y)− p| < 2ε. It follows that the number of different rn ∈ [M0, M0+
L0] is at least 2a(1 − ε)L0 and hence (84) follows. �
Proof of Proposition 5.1 Denote by

U := {r ∈ [M0, M0 + L0] : ∃mr |x − y − mrα|
< ε and | f (r)(x) − f (r+mr )(y) − p| < 2ε}.

It follows by (84) that |U | � aL0. Let us choose in the integer interval
[M0, M0 + L0] disjoint subintervals I1 = [a1, b1], . . . , Il = [al , bl] such
that U = I1 ∪ . . . ∪ Il and for every i = 1, . . . , l there exists mi ∈ Z such
that |x − y − miα| < ε and for r ∈ Ii , | f (r)(x) − f (r+mi )(y) − p| < 2ε.
Moreover we assume that for every i = 1, . . . , l, Ii is maximal in the sense
that | f (hi )(x) − f (hi+mi )(y) − p| � 2ε for hi = ai − 1, bi + 1.
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We will show that there exists i = 1, . . . , l such that

|Ii | � aL0

3
. (87)

This will obviously finish the proof of (77) with M ′ = ai , L ′ = |Ii |, and m =
mi ∈ Z.
Let us show (87). If l � 2 there is nothing to prove. Assume l � 3.

Notice thatU is the set of n′s such that (x, s), (y, s′) ∈ V are p, n-close. The
next lemma implies that between any two disjoint integer intervals I j , I j+1 ⊂
U , on which (x, s), (y, s′) are p, n-close, there will be an integer interval J j
much longer than I j , such that for any n ∈ J j , (x, s), (y, s′) are not p, n-close.

Sublemma 5.7 Let i ∈ {2, . . . , l − 1}. There exist an interval [ci , di ] = Ji ⊂
[M0, M0 + L0] such that for any r ∈ Ji , 4C3 > | f (r)(x)− f (r+mi )(y)− p| �
2ε, ci > bi−1, di < ai+1 and |Ji | � |Ii |

4C3ε1+γ [here C > 0 comes from (3)].

Sublemma 5.7 will give (87). Indeed, by the definition of Ji and Ii , it follows
that for i, j = 2, . . . , l − 1 with j �= i − 1, i, i + 1

Ji ∩ Ii = ∅ and Ji ∩ J j = ∅.

Hence,
∑l−1

i=2 |Ji | � 3L0, and

|I2 ∪ . . . ∪ Il−1| < 12C3ε1+γ L0 <
aL0

3

Therefore, by the fact that |U | > aL0, we have |I1 ∪ Il | > 2aL0
3 and conse-

quently, |Iw| � aL0
3 for at least one of w = 0 or w = 1.

Hence to obtain (87) we just need to prove Sublemma 5.7.

Proof of Sublemma 5.7 Let v ∈ N be unique such that

1

q1−γ
v+1

< ‖x − (y + miα)‖ � 1

q1−γ
v

. (88)

Consider n ∈ Ii = [ai , bi ]. We have

2ε � | f (n)(x) − f (n+mi )(y) − p|
= |( f (ai )(x) − f (ai+mi )(y)− p)+( f (n−ai )(T ai x) − f (n−ai )(T ai+mi y))|
� || f (n−ai )(T ai x) − f (n−ai )(T ai+mi y)| − 2ε|. (89)
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Hence, for n ∈ Ii , | f (n−ai )(T ai x) − f (n−ai )(T ai+mi y)| < 4ε. It follows now
by Lemma 5.5 applied to η = 4ε, the points T ai x, T ai+mi y and s = v that

|Ii | < 2(4ε)1+γ ‖x − (y + miα)‖ −1
1−γ � 2(4ε)1+γ qv+1. (90)

Consider integer intervals Ki = [ai − qv−2, ai ] and Li = [ai , ai + qv−2]. It
follows by (3) with k = 1 and for the point T ai x , similarly to the proof of
Theorem 4, that there exist at most one t0 ∈ Ki ∪ Li such that T ai x + t0α ∈
[− 1

2Cqv
, 1
2Cqv

]. Assume t0 < 0. Then we consider Li . Moreover, we may

assume that ε
γ

1−γ > 2cC , and therefore, using (88) we obtain 1
2Cqv

� 1
q1−γ
v

. It

follows that for n ∈ [0, qv−2], 0 /∈ [T ai+nx, T ai+mi+n y]. Hence,

n → sign( f (T ai+nx) − f (T ai+mi+nx)) is constant for n = 0, . . . , qv−2,

(91)
(itmayhappen thatTmi y< x). It follows that | f (n)(T ai x)− f (n)(T ai+mi y)|qv−2

n=0
is increasing. Hence, for qv−2 > n � bi + 1 we have

f (n−ai )(T ai x) − f (n−ai )(T ai+mi y) > 4ε.

Moreover, by Lemma 4.3 (the RHS of the inequality) to h = f, x = θ

(where f (qv−2)(T ai x) − f (qv−2)(T ai+mi y) = f ′(qv−2)(θ)‖x − y − miα‖) and
s = v − 2, we obtain

| f (n)(T ai x) − f (n)(T ai+mi y)| < | f (qv−2)(T ai x) − f (qv−2)(T ai+mi y)|
� 9C2 + 4 < 2C3,

(if necessary, to get the last inequality, we consider a bigger C). We set Ji =
[bi +1, ai +qv−2](bi � ai +2(4ε)1+γ qv+1, by (90)). It follows that for n ∈ Ji ,
we have by cocycle identity

2ε = 4ε − 2ε < | f (n−ai )(T ai x) − f (n−ai )(T ai+mi y)| − | f (ai )(x)

− f (ai+mi )(y) − p| � | f (n)(x) − f (n+mi )(y) − p|
� | f (ai )(x) − f (ai+mi )(y) − p| + | f (n−ai )(T ai x)

− f (n−ai )(T ai+mi y)| � 2ε + 2C3 < 4C3. (92)

Now, by (90)

di − ci = |Ji | � qv−2 − 2(4ε)1+γ qv+1

= 2(4ε)1+γ qv+1

(
qv−2

2(4ε)1+γ qv+1
− 1

)
� |Ii | 1

4C3ε1+γ
, (93)
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since qv−2
qv+1

� 1
c3

� 1
C3 and ε is small enough.

Suppose n ∈ Ji ∩ Ii+1. If mi+1 = mi , then immediately we have a contra-
diction. If mi+1 �= mi then

| f (n)(x) − f (n+mi+1)(y) − p| = |( f (n)(x) − f (n+mi )(y) − p)

+ f (mi+1−mi )(T n+mi )y

� |mi+1 − mi | inf
T

f −4C3 > 2ε, (94)

since |mi+1−mi | is of order 1ε because both ‖x−y−mi+1α‖ and ‖x−y−miα‖
are close to zero. Hence di < ai+1 and Lemma 5.7 has been proved. �
This finishes the proof of Proposition 5.1. �

Proof of Proposition 5.3

Sublemma 5.8 Fix a number 0 < ζ � |γ |
50 . For every v ∈ N, v � v0 and v0

sufficiently large, there exists 0 < δv
0 < δ, satisfying

δv
0 ∈
[

1

q1−γ
v

,
2c

q1−γ
v

]
, (95)

such that for every N � |k| � ε− 1
2 ,

‖δv
0 − kα‖ � 1

|k|1+ζ
. (96)

Sublemma 5.9 For every w � w0, w0 sufficiently large, there exists a set

Ww
0 ⊂ A ∩ (A − δ0), (97)

with λ(Ww
0 ) � c0(c0(d) will be specified in the proof), such that the following

holds for x ∈ Ww
0 and y := x + δw

0 :

| f (n)(x) − f (n)(y)| < 100dc for every n = 0, . . . , qw−2 (98)

there exists i0 ∈ {0, . . . , qw−l − 1} such that

x + i0α ∈
[

1

2dqw

,
1

dqw

]
, (99)
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for some N � l � 1 depending on w, to be specified later,

0 < f (n)(x) − f (n)(y) <
100c

d
for n � i0 and f (n)(x) − f (n)(y)

>
|γ |d
2

for i0 < n < wqw. (100)

Before we proof the above Lemmas, let us first show, how they imply Propo-
sition 5.3.

Let w ∈ N be such that
1

2
w � 1

κ2 . (101)

Denote W0 := Ww
0 and δ0 := δw

0 . By definition,

δ0 ∈
[

1

q1−γ
w

,
2c

q1−γ
w

]
. (102)

Lemma 5.10 We have that (78) holds for k �= 0.

Proof Fix any M � N
2 , any p ∈ P and any k �= 0 such that ‖x− y−kα‖ < ε.

Let I = [M, M + R] be such that for n ∈ [M, M + R], we have | f (n)(x)−
f (n+k)(y) − p| < 2ε.
Note that since ‖x − y − kα‖ < ε and ‖x − y‖ < δ < ε, then |k| � 1

2c3ε
.

By the cocycle identity and the triangle inequality, this implies that for every
n ∈ [0, R]

| f (n)(x + Mα) − f (n)(y + Mα + kα)| � 4ε.

Therefore, be Lemma 5.5,

R < 2c(4ε)1+γ ‖x − y + kα‖ −1
1−γ

(96)
� 2c(4ε)1+γ |k| 1+ζ

1−γ � |k| 1+ζ
1−γ . (103)

On the other hand, since x ∈ W0 and | f (n)(x) − f (n+k)(y) − p| < 2ε we get
that

2κM > | f (M)(x) − f (M)(y)| � | f (k)(T M y)| − 2ε − p

� |k| inf
T

f − 2ε − p >
1

2
|k| inf

T

f � infT f

4c3ε
. (104)

Hence, and using (98) (ε is small enough),

M > max

(
qw−2,

1

2
|k|
)

. (105)
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Hence, by (103) and (105),

R

M
� |k| 1+ζ

1−γ

max
(
qw−2,

|k|
2

) � 2q
γ−ζ
1−γ

w−2
(101)
<

aκ

10
.

This proves (78) for k �= 0. �
Lemma 5.11 We have that (78) holds for k = 0.

Proof Fix any M � N
2 , p ∈ P and let I = [M, M + R] be such that for every

n ∈ I, | f (n)(x)− f (n)(y)− p| < 2ε. By (100) and (74), for every n ∈ [0, wqw]
and every p ∈ P, | f (n)(x) − f (n)(y) − p| > 2ε. Therefore, for M � 1

2wqw,
(78) holds. It follows by Lemma 5.5 applied to x and y (we have ‖x − y‖ =
δ0

(102)
� 1

q1−γ
w

), that R = |I | < 2(4ε)1+γ ‖x − y‖ −1
1−γ � 2(4ε)1+γ qw < qw.

Therefore, by (101), for M > 1
2wqw,

R

M
� qw

1
2wqw

<
aκ

10
.

So, (78) holds for k = 0. �
We thus proved (78) in Proposition 5.3. Let us now complete the proof by

proving Sublemmas 5.8 and 5.9.

Proof of Sublemma 5.8 Fix v ∈ N. To simplify the notations, we will write δ0
instead of δv

0 . Given u ∈ N, set

Bu :=
{
η ∈ T : d

(
η, {iα}qu−1

i=−qu

)
� 1

2u2qu

}
. (106)

Let t ∈ N be unique such that

1

qt+2
<

1

q1−γ
v

� 1

qt+1
. (107)

Let c1 = 4c, then qt+1 � 4cqt−c1 (since t depends on v which is sufficiently
large, t − c1 > v − 4 by (107)).

[
1

qt+1
,

2

qt+1

]
∩
⎛

⎝
⋂

i�t−c1

Bi

⎞

⎠ . (108)
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Wewill show below that this set is not empty. Now, let δ0 be any number in this
set. This, by the definition of Bi , will give (95) and (96). Indeed, (95) follows
from (107) and (108). To show (96), note that for |k| < qt−c1 ,

‖δ0 − kα‖�‖kα‖ − δ0
(95),(107)

� 1

2c|k| − 1

qt+1
� 1

2c|k| − 1

4cqt−c1
� 1

|k|1+ζ
,

since |k| � ε− 1
2 . If |k| � qt−c1 , let � be unique, such that q�+1 > |k| � q�.

By definition of B�+1

‖δ0 − kα‖ � sup
|i |�q�+1

‖δ0 − iα‖ � 1

(� + 1)2q�+1
� 1

|k|
1+ζ

,

where the last inequality follows if v is sufficiently large (then by (107), t is
large, so |k| is large and therefore � is large).

Sublemma 5.12

[
1

qt+1
,

2

qt+1

]
∩
⎛

⎝
⋂

i�t−c1

Bi

⎞

⎠ �= ∅. (109)

Proof The proof goes by induction.Wewill show that for every k � t−c1 there

exists a closed interval Ek ⊂
[

1
qt+1

, 2
qt+1

]
∩
(⋂k

i�t−c1 Bi
)
and Ek+1 ⊂ Ek .

Moreover, we will show (for the induction purpose) that for every k � t −
c1, |Ek | � 1

cc1+2qk
. Indeed, we have min−qt−c1+1�i�qt−c1−1 ‖iα‖ � 1

2qt−c1
�

2
qt+1

. Set Et−c1 := [ 1
qt+1

, 2
qt+1

− 1
2(t−c1)2qt−c1

]. It follows by the fact that t−c1 �
v − 4 and v is sufficiently large (by taking a bigger c, we may assume that
c > 2) that

|Et−c1 | = 1

qt+1
− 1

2(t − c1)2qt−c1
� 1

cc1+2qt−c1

(
c − 1

c

)
� 1

cc1+2qt−c1
.

Moreover, since t − c1 is sufficiently large, 1
qt+1

> 1
2(t−c1)2qt−c1

. Moreover,

c1 � 4 and therefore 2
qt+1

− 1
2(t−c1)2qt−c1

� mini∈{−qt−c1 ,...,qt−c1−1} ‖iα‖ −
1

2(t−c1)2qt−c1
. Therefore, by definition of Et−c1 and Bt−c1 ,

Et−c1 ⊂ Bt−c1 =
t−c1⋂

i=t−c1

Bi .
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Suppose that for some k � t − c1 we have a closed interval Ek ⊂[
1

qt+1
, 2
qt+1

]
∩
(⋂k

i=t−c1 Bi
)
such that |Ek | � 1

cc1+2qk
. It follows that

Ek ∩ {iα}qk−1
i=−qk

= ∅.

Let Ek+1 ⊂ Ek be the longest closed subinterval (in Ek) such that

Ek+1 ∩ Bc
k+1 = ∅. (110)

It follows that Ek+1 ⊂ Ek ⊂
[

1
qt+1

, 2
qt+1

]
, and by (110), Ek+1 ⊂

(⋂k+1
i=t−c1 Bi

)
(Ek+1 ⊂ Ek). It remains to prove that |Ek+1| � 1

cc1+2qk+1
.

To do this note that

|Ek+1| � |Ek |[
4|Ek |qk+1 + 1

] − 1

(k + 1)2qk+1
.

Indeed, |Ek ∩ {iα}qk+1−1
−qk+1

| � 4|Ek |qk+1 and around each point of the form

iα, i = −qk+1, . . . , qk+1 − 1, we discard an interval of length 1
(k+1)2qk+1

(see (106), for u = k + 1). We use the induction assumption, the fact that
k + 1 � t − c1 � v − 4 (and v is sufficiently large) to obtain

|Ek |[
4|Ek |qk+1 + 1

] − 1

(k + 1)2qk+1
� 1

cc1+2qk+1
.

Hence (109) is proved. �
The proof of Sublemma 5.8 is thus finished. �

Proof of Sublemma 5.9 We will determine the set Ww
0 . To simplify notation,

we will write W0 instead of Ww
0 , the dependence on w will be clear from the

context. Let l ∈ N be such that

(
qw−l

qw

)−γ+1

� 1

d
<

(
qw−l+1

qw

)−γ+1

, (111)

since w is large, l � 1. Set

W0,1 :=
{
x ∈T : {x, x+α, . . . , x+(wqw − 1)α} ∩

[
− 2c

q1−γ
w

,
2c

q1−γ
w

]
=∅
}

,

W0,2 :=
{
x ∈ T : {x, x + α, . . . , x+(qw−l − 1)α} ∩

[
1

2dqw

,
1

dqw

]
�= ∅
}

.
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We have λ(W0,1) � 1 − wqw
4c

q1−γ
w

= 1 − 4cw
q−γ
w

.

As l � 1, for i = 0, . . . , qw−l − 1, the sets T i [ 1
2dqw

, 1
dqw

] are pairwise
disjoint. Therefore, by (111)

λ(W0,2) = qw−l
1

2dqw

� 1

c

qw−l+1

qw

1

2d
� 1

2c

(
1

d

) 1
1−γ 1

d
= 1

2c

(
1

d

) 2−γ
1−γ

.

Now we set
W0 := W0,1 ∩ W0,2. (112)

Since w � w0 is sufficiently large, λ(W0) � c0, where c0 = c0(d) > 0. We
may assume that

W0 ⊂ A ∩ (A − δ0),

if not we take W0 := W0 ∩ A ∩ (A − δ0) and use the fact that λ(A) > 1 − ε,
and δ0 < δ is small. This gives (97). Note that by (112) and the definition of
W0,2, (99) follows. Let us show (98).

By (99), we have

{x, x + α, . . . , x + (qw−2 − 1)α} ∩
[
0,

1

2dqw

]
= ∅. (113)

Therefore, using (102) and ‖x − y‖ = δ0, we have for every i =
0, . . . , qw−2 − 1

T i ([x, y]) ∩
[
0,

1

6dqw

]
= ∅. (114)

By (114), for i = 0, . . . , qw−2 − 1, 0 /∈ [x + iα, y + iα], and therefore
| f (i)(x)− f (i)(y)| � | f (qw−2)(x)− f (qw−2)(y)|. Therefore and by (114), (102),
monotonicity of f ′, (114), Lemma 4.3 (to h = f ′, and some θ ∈ [x, y]), it
follows that for n � qw−2

| f (n)(x) − f (n)(y)| � | f (qw−2)(x) − f (qw−2)(y)| � ‖x − y‖| f ′(qw−2)(θ)|
� 2c

q1−γ
w

26dq1−γ
w � 100dc, (115)

and (98) follows.
Now we will show (100).
Moreover, for x ∈ W0 ⊂ W0,1, and y := x + δ0, 0 /∈ [x + iα, y + iα] for

i = 0, . . . , wqw − 1

(
f (n)(x) − f (n)(y)

)wqw−1

n=0
is an increasing sequence. (116)
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By the fact that i0 < qw−l and (99) it follows that ‖x + jα − 0‖ > 1
2qw−l

for j �= i0, 0 � j � qw−l − 1. Moreover, since w � w0 is large enough,
‖x − y‖ = δ0 � 2c

q1−γ
w

< 1
6qw

, and we obtain

‖x + jα‖, ‖y + jα‖ >
1

6qw−l
for j = 0, . . . , qw−l − 1, j �= i0. (117)

Moreover, by (116), for n � i0

0 < f (n)(x) − f (n)(y) �
(
f (qw−l )(x) − f (qw−l )(y)

)

− ( f (x + i0α) − f (y + i0α)) . (118)

Let us consider

f̄ (x) =
{
f (x) if x > 1

6qw−l
;

0 if otherwise.

Hence, by (117)

f (qw−l )(x) − f (x + i0α) = f̄ (qw−l )(x) and f (qw−l )(y) − f (y + i0α)

= f̄ (qw−l )(y). (119)

By 0 /∈ [x + iα, y + iα] for i = 0, . . . , wqw − 1 there exists θ ∈ [x, y] such
that f̄ (qw−l )(x)− f̄ (qw−l )(y) = ‖x − y‖| f̄ ′(qw−l )(θ)|. But as in Lemma 4.3 we
get the following:

| f̄ ′(qw−l )(θ)| � qw−l(2qw−l)
−γ + 2|γ |(2qw−l)

1−γ + |γ |(6qw−l)
1−γ

� 46q1−γ

w−l .

Therefore, using (118) and (119), (102) and (111), for every n � i0, we have

0 < f (n)(x) − f (n)(y) � ‖x − y‖| f̄ ′(qw−l )(θ)| � 46q1−γ

w−l
2c

q1−γ
w

<
100c

d
.

For wqw > n > i0, by (116) and monotonicity of f ′, we have for some

θ0 ∈ [x + i0α, y + i0α] (99),(102)⊂ [0, 2
dqw

], and

f (n)(x) − f (n)(y) � f (x + i0α) − f (y + i0α) = ‖x − y‖| f ′(θ0)|
� 1

q1−γ
w

|γ |
(
dqw

2

)1−γ

>
|γ |d
2

.
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This finishes the proof of (100).
The proof of Sublemma 5.9 is complete. �

This finishes the proof of Theorem 1.

Appendix B: Proof of Proposition 1.7

Consider the Gauss map T : [0, 1) → [0, 1), T x := { 1x
}
, T (0) = 0, and let

μ be its invariant probability measure given by its density with respect to the
Lebesgue measure 1

log 2
1

1+x dx .

Lemma 6.1 There exists a constant C > 0 such that for every a ∈ T and for
every k �= l ∈ N

μ(T−k((0, a)) ∩ T−l((0, a))) � Cμ((0, a))2. (120)

Proof Assume that l > k. Then (μ is T -invariant)

μ(T−k((0, a)) ∩ T−l((0, a))) = μ((0, a) ∩ T k−l(0, a)).

Note that T k−l+1(0, a) =⋃+∞
i=1 (ci , di ) for some disjoint intervals (ci , di )i =

1, . . . , +∞. We will prove that for every i ∈ N

μ(T−1(ci , di ) ∩ (0, a)) � Cμ((ci , di ))μ((0, a)) (121)

which implies (120) since

μ((0, a) ∩ T k−l(0, a)) � Cμ((0, a))μ

(+∞⋃

i=1

(ci , di )

)

= Cμ(T k−l+1(0, a))μ((0, a)) = Cμ((0, a))2.

To prove (121), note that T−1(ci , di ) =⋃+∞
j=1(

1
di+ j ,

1
ci+ j ). It follows that

+∞∑

j=1

(
1

di + j
,

1

ci + j

)
∩ (0, a) ⊂

⋃

j�1
a−di

(
1

di + j
,

1

ci + j

)
.
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Therefore,

μ(T−1(ci , di ) ∩ (0, a)) �
∑

j�1
a−di

μ

((
1

di + j
,

1

ci + j

))

� C
∑

j�1
a−di

ci − di
(ci + j)(di + j)

� Cμ((0, a))μ((ci , di ))

for some constant C > 0 (since the density function f (x) = 1
1+x is bounded

from above and below on [0, 1]). This completes the proof. �
Proposition 6.2 Let d > 0 and set

A := {x = [0; a1, ...] : ∃N0=N0(x)∀n�N0∣∣∣
{
k ∈ [n2, (n + 1)2] : ak � dk

7
8

}∣∣∣ < 2
}

.

Then λ(A) = 1.

Proof We will prove that λ(Ac) = 0. To do this we will prove that μ(Ac) =
0(λ and μ are equivalent). Note that for k ∈ N if x = [0; a1, . . . , ] is the
continued fraction of x , then T k(x) = 1

ak+ 1
ak+1+···

. Therefore B ⊂ A, where

B :=
{
x ∈ T : ∃N0=N0(x)∀n�N0

∣∣∣∣

{
k∈[n2, (n + 1)2] : T kx� 1

dk
7
8

}∣∣∣∣<2

}
.

We will prove that μ(Bc) = 0. To do this note that

Bc =
+∞⋂

N0=1

⎛

⎝
⋃

n�N0

Bn

⎞

⎠ , (122)

where Bn :=
{
x ∈ T :

∣∣∣∣{k ∈ [n2, (n + 1)2] : T kx � 1

dk
7
8

∣∣∣∣ � 2

}
. More-

over,
Bn ⊂

⋃

i1 �=i2∈[n2,(n+1)2]
Bn
i1,i2, (123)

where Bn
i1,i2

:= {x ∈ T : T i1x, T i2x ∈ (0, 1

dn
7
4
]}. Let us note that

Bn
i1,i2 = T−i1

((
0,

1

dn
7
4

))
∩ T−i2

((
0,

1

dn
7
4

))
.
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By (120) from Lemma 6.1, we get that μ(Bn
i1,i2

) � Cn− 7
2 . Therefore, using

(123) and summing up over all i1 �= i2 ∈ [n2, (n + 1)2], we get that μ(Bn) �
Cn− 3

2 . This and (122) yield

μ(Bc) = lim
N0→+∞ μ

⎛

⎝
⋃

n�N0

Bn

⎞

⎠ = 0.

This finishes the proof. �

Lemma 6.3 Let α ∈ A. Then
∑

s /∈Kα

1

log
7
8 qs

< +∞.

Proof Let N0 := N0(α) be the number resulting from the fact that α ∈ A. We
will prove that

∑
s /∈Kα,s�N0

1

log
7
8 (qs)

< +∞. There exists a constant d > 0

such that for any s ∈ N

log(qs) � (2d)
8
7 s (124)

(indeed, the sequence (qs)
+∞
s=1 grows exponentially fast). Let s /∈ Kα, s � N0.

Then

as+1qs + qs−1 = qs+1 � qs log
7
8 qs,

and therefore, for s /∈ Kα , by (124)

as+1 � (ln(qs))
7
8 − 1 � ds

7
8 . (125)

Since α ∈ A, for every k � 1 in every interval of the form [(N0 + k)2, (N0 +
k + 1)2] there is at most one s such that as+1 � ds

7
8 � (d(N0 + k)

7
8 ).

Therefore

∑

s /∈Kα,s�N0

1

log
7
8 qs

� 2d
∑

s /∈Kα,s�N0

1

s
7
8

� 2d
∑

k�1

1

(N0 + k)2
7
8

= 2d
∑

k�1

1

(N0 + k)
7
4

< +∞.

This finishes the proof. �

Hence we proved that A ⊂ E and λ(A) = 1, therefore λ(E) = 1. �

123



Multiple mixing for a class... 613

References

1. Arnold, V.: Topological and ergodic properties of closed 1-forms with incommensurable
periods. Funktsionalnyi Analiz i Ego Prilozheniya 25(2), 1–12 (1991). [Translated In:
Functional Analyses and its Applications 25(2), 81–90 (1991)]

2. Avìla, A., Forni, G., Ulcigrai, C.: Mixing times changes for Heisenberg nilflows, preprint.
arXiv:1003.4636

3. Chaika, J.,Wright, A.: A smoothmixing flowon a surfacewith non-degenerate fixed points.
arXiv:1501.02881v1

4. Cornfeld, I.P., Fomin, S.V., Sinai, Ya.G.: Ergodic theory. In: Grundlehren der Math. Wis-
senschaften, vol. 245. Springer, New York (1982)

5. Einsiedler,M., Tseng, J.: Badly approximable systems of affine forms, fractals, andSchmidt
games. J. Reine Angew. Math. 660, 83–97 (2011)

6. Fayad, B.: Polynomial decay of correlations for a class of smooth flows on the two torus.
Bull. SMF 129, 487–503 (2001)

7. Fayad, B.: Analytic mixing reparametrizations of irrational flows. Erg. Theory Dynam.
Syst. 22, 437–468 (2002)
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9. Fra̧czek, K., Lemańczyk, M.: On mild mixing of special flows over irrational rotations
under piecewise smooth functions. Ergod Theory Dynam. Syst. 26, 1–21 (2006)
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