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Abstract In this paper, we use the Approximation Formula for the Fourier transform of the
solution set of lattice points on k-spheres and methods of Bourgain and Ionescu to refine
the �p(Zd)-boundedness results for discrete k-spherical maximal functions to a restricted
weak-type result at the endpoint. We introduce a density-parameter, which may be viewed as
a discrete version ofMinkowski dimension used in related works on the continuous analgoue,
in order to exploit recent progress ofWooley andBourgain–Demeter–Guth on theVinogradov
mean value conjectures via a novel Approximation Formula for a single average, and obtain
improved bounds for lacunary discrete k-spherical maximal functions when k ≥ 3.
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1304 K. Hughes

1 Introduction

Fix the degree k ≥ 2 and dimension d , positive integers such that d > k. As in [14], we
define the arithmetic k-sphere of radius r in d dimensions as

Sk,dr :=
{
m ∈ Z

d :
d∑

i=1

|mi |k = rk
}

. (1)

These are the integer points on the families of varieties arising in Waring’s problem. The
k-sphere of radius r contains Nk,d(r) = #Sk,dr integer points, Sk,dr is possibly non-empty
only when rk ∈ N. We denote the set of positive radii r such that Sk,dr is not empty byRk,d .
For a function f : Z

d → C and r ∈ Rk,d , we introduce the k-spherical averages,

Ar f (x) = 1

Nk,d(r)

∑
y∈Sk,dr

f (x − y) (2)

for each x ∈ Z
d . And for a subsequenceR ⊂ Rk,d , we introduce the maximal function over

R defined pointwise by
MR f = sup

r∈R
|Ar f | . (3)

These maximal functions are the arithmetic analogues of continuous maximal functions
over k-spheres in Euclidean space. In the continuous setting, maximal functions associated
to compact convex hypersurfaces are bounded on a range of L p(Rd) spaces depending on
the geometry of the hypersurface and dimensional properties of the collection of radii — see
[2,4,9,21,23–25]. In particular we were motivated by the results of [6,7,10,26].

1.1 Previous results

Motivated by this Euclidean phenomenon, in [17], Magyar initiated the study of arithmetic
k-spherical maximal functions and proved that the dyadic versions of the maximal operator
in (3) are uniformly bounded for a range of �p(Zd) spaces depending on the degree and
dimension. Subsequently Magyar et al. [20] extended Magyar’s results to the full maximal
function for degree k = 2 proving the sharp range of estimates up to the endpoint. The best
result to date is due to [16] wherein Ionescu refined Magyar–Stein–Wainger’s result to a
restricted weak-type result at the endpoint p = d

d−2 in [16] by using ideas of Bourgain from
[3].

Ionescu If k = 2 and d ≥ 5, then MRk,d is bounded from �
d

d−2 ,1
rest (Zd) to �

d
d−2 ,∞(Zd).

These results are sharp, except possibly for removing the restricted assumption in Ionescu’s
result.

In another direction [18] extended the results of Magyar–Stein–Wainger to positive defi-
nite, nondegenerate, homogeneous integral forms to prove boundedness of the corresponding
maximal operator on �2(Zd) and pointwise convergence of their ergodic averages when
d > (k − 1)2k ; this includes the family of k-spheres considered here. The motivating prob-
lem of this paper is to sharpen Magyar’s results to the full range of �p(Zd)-spaces on which
MRk,d is bounded. Previously, the author improved Magyar’s results for the family of k-
spheres in [14].

Theorem 0 If k ≥ 3 and d > 2k2(k − 1), then ARk,d is bounded on �p(Zd) for p >
d

d−k2(k−1)
.
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Restricted weak-type endpoint estimates for k-spherical… 1305

In this paper, we will refine Theorem 0 to a restricted weak-type endpoint result and
deduce further bounds for thin sequences.

1.2 Summary of results

For each degree k ≥ 3, there is much room to improve Theorem 0 in the range of p and the
range of dimension d . The expected range of dimensions is difficult to describe; we refer the
reader to Conjectures 1 and 2 of [14]. The range of p is easier to predict in sufficiently high
dimensions when Nk,d(r) � rd−k for all sufficiently large r ∈ Rk,d . By testing the maximal
operator on a Dirac delta function, we see that the maximal operator overRk,d , MRk,d , fails
to be bounded on �p(Zd) for p ≤ d

d−k . Thus, we predict that MRk,d is bounded on �p(Zd) for

p > d
d−k . Finding the sharp ranges of dimension and �p(Zd) is still out of reach of current

technology.
In this paper we improve the range of �p(Zd)-boundedness for MR, the k-spherical maxi-

mal function over a subsetR ⊂ Rk,d when the ‘size ofR’ is small. Our results are phrased in
terms of two hypotheses: Hk (θ) and MV Hk (d)which we describe in this section. Through-
out the paper assume that θ ∈ (0, 1). Our first hypothesis is a bound on the supremum of
exponential sums near rational points and is the following.

Sup Hypothesis Hk (θ) For all N ∈ N, suppose that there exists integers 1 ≤ a < q with
(a, q) = 1 and N ≤ q ≤ Nk−1 relatively prime such that |t − a/q| ≤ q−2. Then

N∑
n=1

e(tnk + ξn) � N
(
q−1 + N−1 + qN−k

)θ

with implicit constants independent of ξ , q and N.

This hypothesis differs slightly from the hypothesis in [14]. There, the hypothesis includes
a logarithmic-loss; essentially replacing our Hk (θ) below by Hk (θ − ε) for all ε > 0. This
allows us to strengthen our results abstractly. In practice, the exponential sum bounds that
we can plug into our hypothesis come with a log-loss so that we can only recover the same
bounds for the full maximal function as in [14]. For instance, the recent resolution of the
Vinogradov mean value theorems by Wooley [30] and Bourgain et al. [1] and Theorem 5.2
of [27] show that Hk (θ) is true for all θ ∈ (0, 1/k[k−1]). For comparison, when Theorem 0
was proved Hk (θ) was known to be true for all θ ∈ (0, 1/2k[k − 1]).

In contrast our method allows for us to obtain new results for lacunary maximal functions
for k ≥ 3, and more generally for maximal functions over thin subsequences of radii.

Theorem 1 Assume that the degree k ≥ 3 and Hk (θ) is true for some 0 < θ < 1/2. IfR ⊂
Rk,d is a subsequence with density-parameter at most δ, then the associated maximal func-

tion, MR: �p,1(Zd) → �p,∞(Zd) for p = max
{

d
d−k , 1 + δk

2(d−k[k+2])+δk , 1 + δ
2(dθ−k)+δ

}
and d > max {k(k + 2), k/θ}.
See Sect. 4 for the definition of density-parameter. The following corollary obtains an
improved range of �p(Zd) spaces for the maximal function over a subsequence below a
critical density. In particular it holds for lacunary sequence which we define as infinite sub-
sequences R ⊂ Rk,d with density 0.

Corollary 1 Assume that Hk (θ) is true for some 0 < θ < 1/2. IfR ⊂ Rk,d is a subsequence
with density-parameter at most δ ≤ min{ 2(d−k[k+2])

d−2k ,
2k(dθ−k)
d−2k }, then the associated maximal

function, MR is restricted weak-type
(

d
d−k ,

d
d−k

)
for d > max {k(k + 2), k/θ} .
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1306 K. Hughes

Remark 1 For any degree k ≥ 2 it was conjectured that themaximal functionMR is bounded
on �p(Zd) for all 1 < p ≤ ∞, and possibly weak-type (1,1), for any lacunary subsequence
R ⊂ Rk,d . Thiswas disproven byZienkiewicz (personal communication),who demonstrated
that there are arbitrarily thin infinite sequences R ⊂ Rk,d such that when k = 2, MR fails
to be bounded on �p(Zd) for p < d

d−1 . These examples extend to higher degrees k ≥ 2.
On the other hand when k = 2 the author, in [15], recently showed that for the maximal

function MR over the super-lacunary sequence R :=
{
r j > 0: r2j = 1 +∏h( j)

i=1 p j

}
where

h( j) := 2 jv for some v > 1 and p j is the j th prime, is bounded on �
d

d−2 .

The proof of Theorem 1 follows Ionescu’s argument in [16] which itself is based on
Bourgain’s method for the continuous analogues of our averages in [3]. Bourgain’s strategy
is to decompose our operator into two sublinear pieces, one with a good bound on �2 and the
other with a bad bound on �1, and arbitrage these for an improvement in the middle. Ionescu
decomposes the spherical operators into five pieces and optimizes their bounds altogether.
Our argument is a variant of Ionescu’s. It differs from Ionescu’s by partitioning his argument
into two steps. The first step, treated in Sect. 3, uses Bourgain’s strategy to prove the restricted
weak-type bound for the main term at the endpoint p = d

d−k . The second step, treated in
Sect. 4 combines the result of the first step with Bourgain’s strategy applied to the error term.
Our use of the union bound appears to be novel in our variant of Bourgain’s method. Despite
its simplicity this application of the union bound is efficient, allowing us to deduce our results
for thin subsequences and appears to be over-looked in the literature regarding continuous
lacunary spherical averages. In particular, one can give simpler proofs than those of Calderón
and Coifman–Weiss to prove that the lacunary spherical maximal function maps L p(Rd) to
itself for 1 < p ≤ ∞.

The main novelty in our paper is in The Approximation Formula. By exploiting Vino-
gradov’s mean value theorems and conjectures, we obtain a new Approximation Formula
which controls the error termassociated to an individual averages as opposed to a dyadic range
as in the Approximation Lemma in [14]. Again, using Bourgain’s method a la Ionescu and
the union bound, our next results improve the range of boundedness for lacunary k-spherical
maximal functions in terms of dimension by a factor of the degree k. As in Theorem 1 we
would like our theorems to understand the precise necessary arithmetic input. With this in
mind, our next results are stated in terms of a mean value hypothesis MV Hk (d) motivated
by Waring’s problem.

Mean Value Hypothesis MV Hk (d) For a fixed degree k ≥ 3, we will say that MV Hk (d)

is true for some dimension d ∈ N with d > k if

#

{
m1, . . . ,md ; n1, . . . , nd ∈ [r ]:

d∑
i=1

|ni |k =
d∑

i=1

|mi |k
}

� r2d−k (4)

for all r ∈ Rk,d as r → ∞ where the implicit constants are assumed to be independent of
r ∈ Rk,d .

Our next theorem exploits our Mean Value Hypothesis.

Theorem 2 Assume that MV Hk (s) is true for some s > k and that Hk (θ) is true for some
θ ∈ (0, 1/2). If R is a subsequence of Rk,d with density-parameter at most δ ≤ θ [d − 2s],
then MR is bounded from �p,1(Zd) to �p,∞(Zd) for p = max{ d

d−k , 1+ δk
2(d−k[k+2])+δk , 1+

δ
2θ [d−2s]−δ

} and d > max{2s, k(k + 2)}.
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Restricted weak-type endpoint estimates for k-spherical… 1307

1.3 Outline of the paper

The structure of the paper is outlined as follows. In Sect. 2 we recall the (Dyadic) Approx-
imation Formula from [14] which decomposes our averages into a main term and an error
term. We improve on the bounds for the error term of a single average. This improvement
of the error term will be used in Sect. 4. In Sect. 3, we prove Theorem 3 which says that
maximal function for the main term is restricted weak-type at the endpoint d

d−k . The proof
is very similar to that in [16]; as such, we assume the reader’s familiarity with the Magyar–
Stein–Wainger transference principle and Bourgain’s lemma in [16]. In Sect. 4, we prove
Theorems 1 and 2. We conclude the paper with Sect. 5 wherein we give explicit estimates
by connecting our hypothesis to Waring’s problem and the recent resolution of Vinogradov
mean value conjectures by Bourgain–Demeter–Guth and Wooley [1,30].

1.4 Notations

We use the same notations outlined in the previous paper [14]. We recall these here for
the reader’s convenience. Here and throughout, e (t) will denote the character e2π i t for
t ∈ R, Z/qZ or T. The torus T

d := (R/Z)d is identified with the cube [−1/2, 1/2]d ⊂ R
d .

For two functions f, g, f � g if | f (x)| ≤ C |g(x)| for some constant C > 0. f and g are
comparable f � g if f � g and g � f . All implicit constants throughout the paper may
depend on dimension d and degree k. We will often identify Z/qZ with the set {1, . . . , q},
and (Z/qZ)×, the group of units in Z/qZ, will also be regarded as a subset of {1, . . . , q} .
For a set X , we denote its indicator function by 1X .

There are three Fourier transforms floating around. To distinguish these, if f : R
d → C,

then we define its Fourier transform by f̃ (ξ) := ∫
Rd f (x)e(x · ξ)dx for ξ ∈ R

d ; if f : T
d →

C, then we define its Fourier transform by f̂ (m) := ∫
Td f (x)e(−m · x)dx for m ∈ Z

d ; and
if f : Z

d → C, then we define its Fourier transform by f̂ (ξ) := ∑
m∈Zd f (m)e(n · ξ) for

ξ ∈ T
d .

2 The Approximation Formulas

A crucial insight of Magyar–Stein–Wainger’s proof of the boundedness of the discrete spher-
ical maximal function in [20] is their approximation formula. Magyar generalized their
approximation formula in [18] for a class of forms including the k-spheres here. The author
sharpened Magyar’s result for k-spheres in [14] using a variant of Hypothesis Hk (θ) that
included a log-loss. In this section we summarize the decomposition of the k-spherical mea-
sure and its bounds from the circle method approximation. We will begin by recalling the
(Dyadic) Approximation Formula from [14] which will be used in Theorem 1. Subsequently
we improve theDyadicApproximation Formula for a single average in the Single Approxima-
tion Formula below. Both Approximation Formulas rely on bounds for exponential sums and
oscillatory integrals. The Dyadic Approximation Formula makes use of our Sup Hypothesis
Hk (θ) while the Single Approximation Formula additionally makes use of our Mean Value
Hypothesis MV Hk (d). The necessary bounds for the Fourier transform of the continuous
k-spherical surface measures are significantly better than the analogous bounds for exponen-
tial sums. Since these bounds are implicit in the Approximation Formula, we do not recall
them here; instead refer the vigilant reader to Sect. 3 of [14].
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1308 K. Hughes

Throughout the entire paper we assume that the dimension d is sufficiently large so that
Nk,d(r) � rd−k and renormalize the averages Ar as

Ar f (m) = 1

cd,k · rd−k

∑
n∈Sk,dr

f (m − n)

where cd,k := �(1+1/k)d

�(d/k) is the volume of the Gelfand–Leray form on Sk,d
r . For ξ ∈ T

d , the

multiplier Âr (ξ) for the convolution operator Ar is given by (cd,k · rd−k)−1 · ar (ξ) where

ar (ξ) :=
∑

m∈Sk,dr

e (m · ξ) .

Note that ar (ξ) is the Fourier transform of the characteristic function of the set of integer
points on the k-sphere Sk,dr . For r ∈ Rk,d , we have

ar (ξ) =
∫

T

∑
||m||∞≤r

e
(
(|m|k − rk)t + m · ξ

)
dt

=
∫

T

e
(
−rk t

) d∏
i=1

⎛
⎝ ∑

|mi |≤r

e
(
|mi |k t + miξi

)⎞⎠ dt

where the first sum is over integer points in a cube of side-length 2r centered at the origin
and the second line follows from the tensor product nature of the exponential sum in the first
line.1

The torus T, commonly identified with the interval [0, 1] via the character e(x) := e2π i x ,
decomposes into a disjoint union of major arcs M and minor arcs m, commonly identified
as collections of intervals in [0, 1]. This decomposes ar :

ar (ξ) = aMajor
r (ξ) + aminor

r (ξ)

where

aMajor
r (ξ) :=

∫
M

∑
||m||∞≤R

e
(
(|m|k − rk)t + m · ξ

)
dt

aminor
r (ξ) :=

∫
m

∑
||m||∞≤R

e
(
(|m|k − rk)t + m · ξ

)
dt.

Let AMajor
r and Aminor

r denote their respective normalized convolution operators. These
multipliers are normalized so that

̂
AMajor
r = (cd,k · rd−k)−1 · aMajor

r

̂Aminor
r = (cd,k · rd−k)−1 · aminor

r .

1 We choose to sum over a cube rather than a ball as in [14] so that we can exploit this tensor product structure
in the proof of the Approximation Formula.
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Restricted weak-type endpoint estimates for k-spherical… 1309

The multiplier corresponding to the major arcs, aMajor
r is then approximated by rd−k · Ĉr .2

Altogether, the averages decompose as

Ar = Cr + (AMajor
r − Cr ) + Aminor

r

for each r ∈ Rk,d .
Our main focus of this section is the error term:

Er := Ar − Cr = (AMajor
r − Cr ) + Aminor

r

which naturally composes of two pieces: AMajor
r − Cr and Aminor

r . The Dyadic Major Arc
Approximation Lemma (Section 7 of [14]) reveals that we have the following bounds for the
major arc piece of our error term:∥∥∥∥∥ sup

R≤r<2R

∣∣∣AMajor
r f − Cr f

∣∣∣
∥∥∥∥∥

�2(Zd )

� Rk+2− d
k ‖ f ‖�2(Zd ) (5)

Remark 2 The Dyadic Major Arc Approximation Lemma of Sect. 7 of [14] is actually stated
with a log-loss; that is, � is replaced with an ε-loss in (5). However, this may be simply
removed by replacing Hua’s bound for Gauss sums in the proofs of Lemmas 7.1 and 7.2 in
[14] with Steckin’s estimate. See Sect. 3 for an example of this. We do not go into further
details here.

We do not improve (5) in this paper as this is not our goal here. Instead our aim is to
understand and improve bounds for the minor arc piece Aminor

r .

2.1 The Approximation Formula: dyadic version

The analysis for the minor arc piece of our error term, Aminor
r relies on Hk (θ) and proceeds

along a different argument than our major arc piece. We handle the minor arc error term by
Lemma 6.2 from [14]: if Hk (θ) is true for some θ ∈ (0, 1), then∥∥∥∥∥ sup

R≤r<2R

∣∣∣Aminor
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

� Rk−dθ ‖ f ‖�2(Zd ) (6)

Combining (5) and (6), we obtain the Approximation Formula in [14]:

The Approximation Formula (dyadic version) If hypothesis Hk (θ) is true for some θ ∈
(0, 1), then for d > max {k(k + 2), k/θ} and ξ ∈ T

d ,

σ̂r (ξ) = Ĉr (ξ) + Êr (ξ) (7)

The error term Êr is a multiplier term with convolution operator Er satisfying∥∥∥∥∥ sup
R≤r<2R

|Er f |
∥∥∥∥∥

�2(Zd )

� R−ν ‖ f ‖�2(Zd ) (8)

where ν := min{dθ − k, d
k − (k + 2)} > 0.

Our goal in this section is to improve (6) for a single average. This will allow us to improve
our range of boundedness for maximal operators over sparse sequences.

2 There are three intermediate steps in the approximation. The first defines multipliers ba/q
r to approximate

each multiplier aa/q
r that compose the major arcs. The second step approximates ba/q

r by ca/q
r := rd−k Ĉr .

The final step ‘completes the singular series’. We refer the reader to [14] for more details.
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1310 K. Hughes

2.2 The Approximation Formula for a single average

Our adaptation of the Approximation Formula in [14] for a single average is motivated by
Hua’s lemma and the Vinogradov mean value theorems which underlie many advances in
Waring’s problem. Recall our Mean Value Hypothesis MV Hk (d) from the introduction.
With this in mind, we now have the following single average �2 inequality. The reader may
wish to compare this to the Main �2 inequality of [14] which is from the proof of (6.4) on
page 204 of [20] or the bottom of page 936 in [18].

Lemma 2.1 (Single average �2 inequality) If Tr is an operator with multiplier

T̂r (ξ) = βr (ξ) :=
∫
I
α(t, ξ)e

(
−tr k

)
dt

where α(t, ξ): I × T
d → C and I is an interval in [0, 1], then for any 1 ≤ p ≤ ∞

‖Tr f ‖�2(Zd ) ≤ sup
ξ∈Td

(∫
I
|α(t, ξ)|p dt

)1/p

‖ f ‖�2(Zd ) (9)

with the standard modification when p = ∞.

Proof By Plancherel’s theorem, we have the familiar bound

‖Tr f ‖�2(Zd ) ≤ sup
ξ∈Td

|βr (ξ)| · ‖ f ‖�2(Zd ) .

Applying Holder’s inequality we bound the first factor: for each ξ ∈ T
d ,

|βr (ξ)| ≤
∫
I
|α(t, ξ)| dt ≤ |I |1/p′

(∫
I
|α(t, ξ)|p dt

)1/p

≤
(∫

I
|α(t, ξ)|p dt

)1/p

since |I | ≤ 1. 
�
The bound (9) works best for p = 1 when we exploit the tensor product nature of our

exponential sums. The following lemma allows us to ignore the possible cancellation arising
from the linear phases. The method here is common in number theory and proceeds by
using Plancherel’s theorem to rewrite the L p-norm as the number of solutions to a system of
equations. We note that Hu and Li [11–13] recently used this method to study related discrete
restriction problems. Since the proof of the following lemma is a standard technique in the
circle method, we refer the reader to Chapter 5, Section 5.1 of [27], in particular inequality
(5.4), or Chapter 4, Section 2 of [19] for proofs.

We define the following notation for the remainder of this section: if ξ ∈ T and t ∈ I for
some interval I , let

αr (t, ξ) :=
∑

|m|≤r

e
(
|m|k t + mξ

)
.

Lemma 2.2 For s ∈ N and any ξi , t ∈ T with i = 1, . . . , 2s,

∫ 1

0

2s∏
i=1

|αr (t, ξi )| dt ≤
∫ 1

0
|αr (t, 0)|2s dt . (10)

We can now state and prove our Approximation Formula for a single average.
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Restricted weak-type endpoint estimates for k-spherical… 1311

The Approximation Formula (single average version) If hypothesis Hk (θ) is true for
some θ ∈ (0, 1) and MV Hk (s) is true for some dimension s ∈ N, then for d >

max {2s, k(k + 2)} and ξ ∈ T
d ,

σ̂r (ξ) = Ĉr (ξ) + Êr (ξ). (11)

The error term Êr is a multiplier with convolution operator Er satisfying

‖Er f ‖�2(Zd ) � R−ω ‖ f ‖�2(Zd ) (12)

where ω := min{(d − 2s)θ, k + 2 − d
k }

Remark 3 The Single Approximation Formula yields a power savings of (d − 2s)θ which
is weaker than that of dθ − k, but true for a larger range of dimensions. The catch is that the
Single Approximation Formula only allows us to control a single average at a time rather than
a dyadic range. Fortunately, this is useful for sparser maximal functions, such as lacunary
maximal functions.

Proof of The Single Approximation FormulaBy (5), we only need to study theminor arcs and
improve (6)whend > 2s.Wedo so for an individual average by considering

∥∥Aminor
r f

∥∥
�2(Zd )

for each r ∈ Rk,d . Plancherel’s theorem reduces our goal to a uniform exponential sum
estimate of aminor

r (ξ) for ξ = (ξ1, . . . , ξd) ∈ T
d . The following is a typical approach for

bounding minor arcs in Waring’s problem; see for instance Chapter 3 in [8].
We take p = 1 inLemma2.1 in order to exploit the tensor product nature of the exponential

sums. Since d > 2s,

∥∥∥aminor
r

∥∥∥
�2(Zd )

≤ sup
ξ∈Td

{(∫
I

∣∣∣∣∣
d∏

i=1

αr (t, ξi )

∣∣∣∣∣ dt
)}

≤ sup
ξ∈Td

{[
sup
t∈I

{
d∏

i=2s+1

|αr (t, ξi )|
}]

·
(∫

I

2s∏
i=1

|αr (t, ξi )| dt

)}

≤ sup
ξ∈Td

{[
sup
t∈I

{
d∏

i=2s+1

|αr (t, ξi )|
}]

·
(∫ 1

0

2s∏
i=1

|αr (t, ξi )| dt

)}

≤ sup
ξ∈Td

{[
sup
t∈I

{
d∏

i=2s+1

|αr (t, ξi )|
}]

·
(∫ 1

0

2s∏
i=1

|αr (t, 0)| dt

)}

where the last line above follows from Lemma 2.2.
Plancherel’s Theorem implies that for any s ∈ N∫ 1

0
|αr (t, 0)|2s dt = #

{
m1, . . . ,ms; n1, . . . , ns ∈ [r ]:

s∑
i=1

|ni |k =
s∑

i=1

|mi |k
}

. (13)

Our mean value hypothesis implies by (13) that∫ 1

0
|αr (t, 0)|2s dt � r2s−k .

Therefore, ∥∥∥Aminor
r

∥∥∥
�2(Zd )

� rk−d · r2s−k · r (d−2s)(1−θ) = r−(d−2s)θ . (14)


�
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3 The main term is restricted weak-type at the endpoint for d > 2k

We delve further into the Approximation Formula by refining estimates for the main term.
The multiplier for the main term decomposes into a sum of operators

Ĉr =
∞∑
q=1

∑
a∈(Z/qZ)×

e

(
ark

q

)
̂
Ca/q
r (15)

where we have the multipliers

̂
Ca/q
r (ξ) :=

∑
m∈Zd

G(a, q,m)�(qξ − m)d̃σr (ξ − m/q) (16)

and

• � is a smooth bump function supported in [−1/4, 1/4]d and equal to 1 in [−1/8, 1/8]d ,
• for m ∈ Z

d , q ∈ N and a ∈ (Z/qZ)×

G(a, q,m) := q−d
d∏

i=1

⎡
⎣ ∑
bi∈Z/qZ

e

(
abki + bi · mi

q

)⎤⎦
is a normalized Gauss sum,

• dσr is the Gelfand–Leray form on Sk,d
r := {x ∈ R

d : ∑d
i=1 |xi |k = rk} normalized to be

a probability measure whose R
d -Fourier transform is denoted d̃σr .

Remark 4 TheApproximationFormula generalizes the asymptotic formula inWaring’s prob-
lem. As such, the main term Cr connects analysis on Z

d with the analysis of (Z/qZ)d and
R
d . In particular, we will compare Sk,dr := {m ∈ Z

d : ∑d
i=1 |mi |k = rk} with its projections

mod q and its embedding in Sk,d
r := {x ∈ R

d : ∑d
i=1 |xi |k = rk} through their respective

measures. The measure for Sk,dr is the probability measure σr = 1
Nk,d (r)1Sk,dr

where 1Sk,dr
is

the characteristic function of Sk,dr , and the measure for Sk,d
r is dσr given by the Gelfand–

Leray form on Sk,d
r . More precisely, we will approximate the Z

d -Fourier transform of the
measure σr by the R

d -Fourier transform of dσr and its projected measure in (Z/qZ)d which
are given by the normalized Gauss sums G(a, q,m).

We have the following lemma for the maximal function of the Cr . The proof relies on
Hua’s bound for Gauss sums, the Bruna–Nagel–Wainger bounds for Fourier transforms of
surface measures and Rubio de Francia’s maximal theorem for surface measures. For its
proof, see the proof of Lemma 8.1 in [14].

Lemma 3.1 If d > 2k + 1 and p > d
d−k , then∥∥∥∥∥ sup

r∈Rk,d

|Cr f |
∥∥∥∥∥

�p(Zd )

� ‖ f ‖�p(Zd ) . (17)

The purpose of this section is to refine Lemma 3.1 to a restricted weak-type bound at the
endpoint when the dimension is sufficiently large.

Theorem 3 Assume that the degree k ≥ 3. If d ≥ 2k + 1, then the maximal function

supr∈Rk,d
|Cr f | is restricted weak-type

(
d

d−k ,
d

d−k

)
.
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Our approach is the sameas [16]. In particular, Theorem3 is easily deduced from the following
decomposition lemma.

Lemma 3.2 (Decomposition lemma for the main term) For any fixed Q ∈ N we can decom-
pose each k-spherical average of r ∈ Rk,d into the sum of 2 linear operators:

Cr f (x) = Chigh
r f (x) + Clow

r f (x). (18)

such that if d > 2k, then the following bounds are satisfied:∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Chigh
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

� Q2− d
k ‖ f ‖�2(Zd ) (High frequency estimate) (19)

∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Clow
r f

∣∣∣
∥∥∥∥∥

�1,∞(Zd )

� Q2 ‖ f ‖�1(Zd ) (Low frequency estimate). (20)

First we deduce Theorem 3 from Lemma 3.2. Afterwards, we prove Lemma 3.2.

3.1 Deduction of Theorem 3 from Lemma 3.2

We want to show that

sup
α>0

α
d

d−k |{MR f > α}| � ‖ f ‖
d

d−k

�
d

d−k (Zd )

for any function in �
d

d−k (Zd); instead we prove this for the characteristic function of any
subset F in Z

d . Let 1F denote the characteristic function of a set F . To get this restricted
weak-type bound, we will choose Q depending on an altitude α > 0. Suppose for a moment
that we can choose our parameters so that

Q2 � Rk (21)

Q2− d
k � Rk−d/2. (22)

Then we have the bounds∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Chigh
r f

∣∣∣
∥∥∥∥∥

�1,∞(Zd )

� Rk ‖ f ‖�1(Zd ) (23)

∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Clow
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

� Rk−d/2 ‖ f ‖�2(Zd ) . (24)

Applying (23) and (24) to 1F , the characteristic function of the set F ∈ Z
d , we find

|{MR1F > 2α}| ≤
∣∣∣∣∣
{

sup
r∈Rk,d

∣∣∣Chigh
r 1F > α

∣∣∣
}∣∣∣∣∣+

∣∣∣∣∣
{

sup
r∈Rk,d

∣∣∣Clow
r 1F

∣∣∣ > α

}∣∣∣∣∣
� α−1Rk |F | + α−2R2(k−d/2) |F |
=
(
α−1Rk + α−2R2k−d

)
|F | .

We balance the two terms on the right hand side by choosing R = α
1

k−d so that α−1Rk
�

α−2R2k−d . Plugging this into the above, we find that
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1314 K. Hughes

|{MR1F > 2α}| � α−1− k
d−k |F | = α− d

d−k |F |
which is the weak-type bound we seek.

It is easy to verify that (21) and (22) hold for Q � Rk/2 provided that d > 2k. 
�
3.2 Proof of the decomposition lemma for the main term (Lemma 3.2)

In this section we outline the proof of Lemma 3.2. The details are similar to the proofs of
estimates (2.9) and (2.10) in [16] making the necessary modifications to higher degrees like
those in [14] from [20]. One important point is our use of Stečkin’s estimate (25) for theGauss
sums G(a, q,m) rather than Hua’s estimate for them (see Hua’s bound in [14]); otherwise,
we cannot reach the endpoint p = d

d−k . We recall Stečkin’s estimate now.
Stečkin’s estimate [22] If (a, q) = 1, then

|G(a, q,m)| � q− d
k (25)

uniformly for m ∈ Z
d .

For the operators Ca/q
r , we have high frequency in two aspects: the modulus q and the

continuous aspect. We decompose Ca/q
r into continuous-high and continuous-low frequency

multipliers. Let 0 < � < 1, and for each r ∈ Rk,d define the multipliers

̂
Ca/q,low
r (ξ) :=

∑
m∈Zd

G(a, q,m)Dilq �(ξ − m/q)d̃σr (ξ − m/q) · Dil2q�r �(ξ − m/q)

(26)

̂
Ca/q,high
r (ξ) :=

∑
m∈Zd

G(a, q,m)Dilq �(ξ − m/q)d̃σr (ξ − m/q)

· [1 − Dil2q�r �(ξ − m/q)
]
. (27)

Here Dilt �(ξ) := �(tξ) for t > 0. Fix Q > 1. Let

Clow
r =

∑
q<Q

∑
a∈(Z/qZ)×

Ca/q,low
r (28)

Chigh
r =

⎛
⎝∑

q<Q

∑
a∈(Z/qZ)×

Ca/q,high
r

⎞
⎠+

⎛
⎝∑

q≥Q

∑
a∈(Z/qZ)×

Ca/q
r

⎞
⎠ . (29)

so that we have Cr = Clow
r + Chigh

r . At the moment, our decomposition depends on � and
Q, but we will soon choose � = Q−1.

Replacing Hua’s bound by Stečkin’s estimate (25) in the proof of Lemma 7.3 in [14], we
have the following improvement to Lemma 7.3 in [14].

Lemma 3.3 If d > k
2 + 1, then for all moduli q ∈ N and a ∈ (Z/qZ)×, we have∥∥∥∥∥ sup

r∈Rk,d

∣∣∣Ca/q
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

� q− d
k ‖ f ‖�2(Zd ) . (30)

We will apply Lemma 3.3 for all large moduli, q ≥ Q, but this lemma is insufficient for
small moduli, q < Q. Our next lemma obtains a good �2 bound for the continuous-high
frequency multipliers. As in [16], we use the Magyar–Stein–Wainger transference principle
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in [20] and Lemma 3 from [5] to show that the maximal function for the high frequency part,
Ca/q,high
r has good �2 estimates due to the decay of the Fourier transform of the (continuous)

surface measure d̃σr .

Lemma 3.4 If d > k
2 + 1 and 0 < � < 1, then∥∥∥∥∥ sup

r∈Rk,d

∣∣∣Ca/q,high
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

� q− d
k · (q�)

d−1
k − 1

2 ‖ f ‖�2(Zd ) . (31)

Proof We apply the Magyar–Stein–Wainger separation trick to separate out the arithmetic

and analytic parts: Ca/q,high
r = T a/q

r ◦ Sa/q , defined by the multipliers

̂Sa/q(ξ) =
∑
m∈Zd

G(a, q,m)Dilq � ′(ξ − m/q) (32)

̂
T a/q
r (ξ) =

∑
m∈Zd

Dilq/2 �(ξ − m/q) · [1 − Dil2q�r �(ξ − m/q)
]
d̃σr (ξ − m/q). (33)

Note that Sa/q does not depend on the radius r ∈ Rk,d ; this implies$$$$$ sup
r∈Rk,d

∣∣∣Ca/q,high
r

∣∣∣
$$$$$

�2(Zd )→�2(Zd )

≤
$$$$$ sup
r∈Rk,d

∣∣∣T a/q
r

∣∣∣
$$$$$

�2(Zd )→�2(Zd )

·$$Sa/q
$$

�2(Zd )→�2(Zd )
.

(34)
For the arithmetic part, Stečkin’s estimate (25) and Proposition 2.2 of [20] imply that

$$Sa/q
$$

�2(Zd )→�2(Zd )
� q− d

k . (35)

For the analytic part, we apply the Magyar–Stein–Wainger transference principle (Propo-
sition 2.1 and Corollary 2.1 in [20]). Define the operator Ur by the multiplier

Ũr (ξ) := Dilq/2 �(ξ)
[
1 − Dil2q�r �(ξ)

]
d̃σr (ξ)

which is considered as a multiplier on R
d . Then the Magyar–Stein–Wainger transference

principle implies$$$$$ sup
r∈Rk,d

∣∣∣T a/q,low
r

∣∣∣
$$$$$

�p(Zd )→�p(Zd )

�

$$$$$ sup
r∈Rk,d

|Ur |
$$$$$

L p(Rd )→L p(Rd )

for 1 ≤ p < ∞ with an implicit constant independent of q .
We normalize Ũr so that it does not depend on r by observing Ũr (ξ) = Ũ1(rξ) =

Dilr Ũ1(ξ). We are in position to apply Lemma 3 from [5]. Analogous to its use [16], this
tells us that $$$$$ sup

r∈Rk,d

|Ur |
$$$$$

L p(Rd )→L p(Rd )

�
∑
j∈Z

α
1/2
j (α

1/2
j + β

1/2
j ) (36)

where α j := sup|ξ |�2 j |Ũ1(ξ)| and β j := sup|ξ |�2 j |ξ · ∇Ũ1(ξ)|. Now we merely need
to calculate α j and β j for j ∈ Z. The support condition implies that α j and β j are 0 for
2 j ≤ (8q�)−1 so that we only need to consider j such that (8q�)−1 ≤ 2 j . Otherwise, the
Bruna–Nagel–Wainger bounds in [2], see also (1) and (2) in Section 3 of [14], yield
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α j �
(
1 + 2 j

) 1−d
k

and β j � 2 j ·
(
1 + 2 j

) 1−d
k

.

Applying these bounds, we sum over (8q�)−1 ≤ 2 j to conclude the lemma. 
�

Each of the remaining low frequency parts, Ca/q,low
r is comparable to the discrete Hardy–

Littlewood averages and thus its maximal function is comparable to the Hardy–Littlewood
maximal function with a bound that depends on the modulus q .

Proposition 3.1 Let M∗ be the discrete Hardy–Littlewood maximal function over cubes. If
d ≥ 2, k ≥ 2 and 0 < � < 1, then

sup
r∈Rk,d

∣∣∣Ca/q,low
r f (x)

∣∣∣ � (q�)−1 M∗ f (x) (37)

for all x ∈ Z
d .

Proof Note that for r� ≥ 1,

Dilq �(ξ − m/q) · Dil2q�r �(ξ − m/q) = Dil2q�r �(ξ − m/q)

is a smooth function supported in [−1/(8�r), 1/(8�r)]d . This implies

̂
Ca/q,low
r (ξ) =

∑
m∈Zd

G(a, q,m)Dil2q�r �(ξ − m/q)d̃σr (ξ − m/q)

for r� ≥ 1.
A straightforward computation, see page 1415 of [16], reveals that the kernel Ka/q,low

r of
Ca/q
r is

Ka/q,low
r (x) = e

(
−|x |k

q

)
r−d ˜Dil2q� � ∗ dσ(x/r) (38)

for each x ∈ Z
d . A standard argument shows

D̃ilt � ∗ dσ(x) �N t−1(1 + |x |)−N (39)

for any t > 0 and any N ∈ N. Taking t = 2q� and N = d + 1, (38) and (39) imply∣∣∣Ka/q,low
r (x)

∣∣∣ � r−d (q�)−1 (1 + |x/r |)−d−1.

This is an approximation to the identity which implies that

sup
r>0

∣∣∣Ca/q,low
r f

∣∣∣ � (q�)−1 · M∗ f.


�

We are ready for the proof of Lemma 3.2.
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Proof of Lemma 3.2 We choose � = Q−1. By (29), (30) and (31), we see that if d > k
2 + 1

and 0 < � < 1, then

∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Chigh
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

�

⎛
⎝∑

q<Q

∑
a∈(Z/qZ)×

∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Chigh
r f

∣∣∣
∥∥∥∥∥

�2(Zd )

⎞
⎠

+
⎛
⎝∑

q≥Q

∑
a∈(Z/qZ)×

∥∥∥∥∥ sup
r∈Rk,d

|Cr f |
∥∥∥∥∥

�2(Zd )

⎞
⎠

�

⎛
⎝∑

q<Q

∑
a∈(Z/qZ)×

q− d
k · (q�)

d−1
k − 1

2 +
∑
q≥Q

∑
a∈(Z/qZ)×

q− d
k

⎞
⎠ ‖ f ‖�2(Zd )

� Q2− d
k ‖ f ‖�2(Zd ) .

This is (19).
Similarly, (37) shows that

sup
r∈Rk,d

∣∣∣Clow
r f

∣∣∣ ≤
∑
q<Q

∑
a∈(Z/qZ)×

sup
r∈Rk,d

∣∣∣Clow
r f

∣∣∣
�
∑
q<Q

∑
a∈(Z/qZ)×

(q�)−1 M∗ f

≤ Q2M∗ f.

Therefore the Hardy–Littlewood maximal theorem implies that∥∥∥∥∥ sup
r∈Rk,d

∣∣∣Clow
r f

∣∣∣
∥∥∥∥∥

�1,∞(Zd )

� Q2 ‖M∗ f ‖�1,∞(Zd ) � Q2 ‖ f ‖�1(Zd ) .

This is (20). 
�

4 Proofs of Theorems 1 and 2

Having proved Theorem 3, we turn our attention to Theorem 1. The proof of Theorem 1 will
be similar to the proof of Theorem 3, but simpler. The simplicity is due in part to our notion
of density-parameter and our use of the union bound in Proposition 4.1.

Definition 1 A subsequence R in Rk,d has density-parameter at most δ if

# {r ∈ R: r ≤ R} �δ Rδ (40)

as R → ∞.

For instance a lacunary subsequence has density-parameter at most ε for all ε > 0 while the
full sequence Rk,d has density at most k (when dimension is sufficiently large with respect
to degree).

Remark 5 We mention that our density-parameter is a discrete version of the Minkowski
dimension of the set of radii considered in [10,26]. We do not explore the relationship
between these quantities in this paper.
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First, we split our operator into narrow and wide averages: for any R > 0,

MR f ≤ sup
r≤R

|Ar f | + sup
r>R

|Ar f | .

Since each average decomposes into a main term and an error term: Ar = Cr + Er , we
further decompose the wide averages into:

sup
r>R

|Ar f | ≤ sup
r>R

|Cr f | + sup
r>R

|Er f | .

Altogether, we have the following decomposition lemma.

Lemma 4.1 For any subsequenceRofRk,d , we canbound the k-sphericalmaximal operator
over R by

MR f ≤ sup
r≤R

|Ar f | + sup
r>R

|Cr f | + sup
r>R

|Er f | (41)

where the supremum are understood to only consider radii r ∈ R.

The narrow averages are handled by the union bound.

Proposition 4.1 If R ⊆ Rk,d has density-parameter at most δ, then∥∥∥∥∥supr≤R
|Ar f |

∥∥∥∥∥
�1(Zd )

� Rδ ‖ f ‖�1(Zd ) (42)

Proof of Proposition 4.1 Bound the sup by a sum, use Minkowski’s theorem to move the
�1(Zd)-norm inside, and then use the definition of density-parameter while noting that Ar

has norm 1 on �1(Zd) for every r ∈ Rk,d . 
�
Applying the Approximation Formula and summing (12) over a geometric series, we

obtain the following �2(Zd)-bound for the error term.

Proposition 4.2 Let k ≥ 3 and R ⊂ Rk,d . If the dimension d > max {k(k + 2), k/θ}, then∥∥∥∥sup
r>R

|Er f |
∥∥∥∥

�2(Zd )

� R−ν ‖ f ‖�2(Zd ) (43)

where ν := min{dθ − k, d
k − (k + 2)} > 0.

We are now ready for the proof of Theorem 1.

Proof of Theorem 1 Again, take 1F to be the characteristic function of F a subset of Z
d .

We will prove the restricted weak-type bound for p = max
{

d
d−k ,

2ν+2δ
2ν+δ

}
. For any altitude

α > 0 and any compactly supported function f : Z
d → C, we have

#{|MR f | > α} ≤#

{
sup
r≤R

|Ar f | > α/3

}
+ #

{
sup
r>R

|Er f | > α/3

}

+ #

{
sup
r>0

|Cr f | > α/3

}
.

Since we are aiming for a restricted weak-type bound, we may assume that 0 < α ≤ 1.

Balancing (42) and (43), we choose R = α− 1
2ν+δ to find that
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#{|MR1F | > α} � α−(1+ δ
2ν+δ

)
(
‖1F‖�1(Zd ) + ‖1F‖2

�2(Zd )

)
+ #

{
sup
r>0

|Cr1F | > α/3

}

� α−(1+ δ
2ν+δ

)
(
‖1F‖�1(Zd ) + ‖1F‖2

�2(Zd )

)
+ α− d

d−k ‖1F‖
d

d−k

�
d

d−k (Zd )

� α−(1+ δ
2ν+δ

)#F + α− d
d−k #F

where the second inequality follows from applying Theorem 3. Since α ∈ (0, 1], we see that
the summand corresponding to the larger of the two exponents dominates the other summand.


�
The proof of Theorem 2 is identical to the proof of Theorem 1 upon replacing Proposi-

tion 4.2 with the following improvement.

Proposition 4.3 Let k ≥ 3 and assume that MV Hk (s) is true for some s > k and Hk (θ) is
true for some θ ∈ (0, 1) . If R ⊂ Rk,d have density-parameter at most δ ∈ [0, (d − 2s)θ)

and the dimension d > max {2s, k(k + 2)}, then∥∥∥∥sup
r>R

|Er f |
∥∥∥∥

�2(Zd )

� R−ω ‖ f ‖�2(Zd ) (44)

where ω := min{(d − 2s)θ − δ, d
k − (k + 2)} is positive.

Proof Suppose thatR has density at most δ. On each dyadic scaleR∩ [2 j , 2 j+1) apply the
union bound, (5) and (14) to conclude that∥∥∥∥∥ sup

r∈R∩[R,2R)

|Er f |
∥∥∥∥∥

�2(Zd )

� Rδ−(d−2s)θ + Rk+2− d
k � R−ω.

Sum over dyadic scales to conclude the proof. 
�

5 Explicit ranges in Theorems 1 and 2, and the connection to the
Vinogradov mean value conjectures

We connect our hypotheses with Vinogradov’s mean value conjectures for which there has
been exciting recent progress — see [28,29,31] . In fact, while this paper was under review,
Vinogradov’smean value conjectureswere solved byWooley in the cubic case andBourgain–
Demeter–Guth for higher degrees — see [1,30].

This passage is well known in the circle method arena. For s, k, N ∈ N define the Vino-
gradov mean value

Js,k(N ) :=
∫

Td

∣∣∣∣∣
N∑

n=1

e
(
ξ1n + ξ2n

2 + · · · + ξkn
k
)∣∣∣∣∣

2s

dξ (45)

= #

{
m, n ∈ [N ]s :

s∑
i=1

n�
i =

s∑
i=1

m�
i for � = 1, . . . , k

}
(46)
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where equality holds by Plancherel’s theorem. Equation (5.37) on p. 69 of [27] connects our
mean value hypothesis with Vinogradov’s mean value conjectures by∫ 1

0
|αr (t, 0)|2s dt � r

k(k−1)
2 · Js,k(r). (47)

By Theorem 1.1 of [30] and Theorem 1.1 of [1]

Js,k(N ) �s,k,ε Ns+ε + N 2s− k(k+1)
2 +ε (48)

as N → ∞ for each (fixed) s, k ∈ N and all ε > 0 where the implicit constant may depend
on ε, but not on N . For our purposes, we choose the moment s = k(k+1)

2 which balances the
two summands in (48). Plugging this into (47) we find that if d > k(k + 1) and hypothesis
Hk (θ) is true, then for all ε > 0,∥∥∥Aminor

r

∥∥∥
�2(Zd )

�ε r
ε−θ(d−k[k+1]). (49)

Following the proof of Theorem 2 we deduce the following theorem.

Theorem 4 Let d > k(k + 2) and assume that Hk (θ) is true for some θ ∈ (0, 1/2). If R
is a subsequence of Rk,d with density-parameter at most 0 ≤ δ < θ [d − k(k + 1)], then
MR is bounded from �p,1(Zd) to �p,∞(Zd) for p := max{ d

d−k , 1 + δk
2(d−k[k+2])+δk , 1 +

δ
δ−ε+2θ [d−k(k+1)] } where 0 < ε < δ/2.

Recall from the introduction that Hk (θ) is true for all θ ∈ (0, 1/k[k − 1]); thus we have the
following corollarywhich says that for sufficiently thin subsequences ofRk,d the dimensional
constraint for its maximal function is reduced from a cubic dependence on the degree in
Theorem 1 to a quadratic one.

Corollary 2 Let k ≥ 3, d > k(k + 2) and p = d
d−k . If R is a subsequence of Rk,d with

density-parameter at most 0 ≤ δ < 2kθ
(
1 − k[k+1]

d

)
, then MR is bounded from �p,1(Zd)

to �p,∞(Zd).

Remark 6 Observe that, in contrast to Theorem 2, the ε-loss in (49) does not allow us to
capture the endpoint δ = θ [d − 2k(k − 1)] for our density-parameter in Theorem 4.
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