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Abstract
This paper addresses the question of how the ups and downs in the development of artificial intelligence (AI) since its incep-
tion can be explained. It focuses on the development of artificial intelligence in Germany since the 1970s, and particularly 
on its current dynamics. An assumption is made that a mere reference to rapid advances in information technologies and the 
various methods and concepts of artificial intelligence in recent decades cannot adequately explain these dynamics, because 
from a social science perspective, this is an oversimplified, technology-centred explanation. Drawing on ideas from social 
scientific innovation research, the hypothesis is rather that artificial intelligence should be understood as a “promising tech-
nology”. Its various stages of development have always been driven  by technological promises about its special powers and 
capabilities when applied to solving economic and societal challenges.
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1 � The ups and downs of AI development

The beginnings of artificial intelligence (AI) date back to 
the mid-1950s in the United States. Its short history is a 
succession of boom and crisis phases; the latter have been 
called an “AI winter”. At least since the 2010s, however, a 
continuous upswing in AI development has been observed. 
It has been accompanied by the diffusion of this technology 
into all kinds of fields of application in society. In addi-
tion, AI has been the subject of an intense innovation policy 
discussion, as well as public and media attention, which at 
times has taken on the character of a hype.

The dynamic and often contradictory course of AI 
development has for a long time been the subject of broad 
research and extensive debate (e.g. Ahrweiler 1995; Nils-
son 2010; Russel and Norvig 2010; Görz et al. 2021). A 
generally accepted interpretation is that this changing course 
has been significantly shaped by sometimes exaggerated 
expectations given the often only limited capabilities of the 
AI systems and methods available at the respective times 

– and resulting disappointments. Nevertheless, AI develop-
ment has continued to progress. This is attributed mainly to 
continuous advances in information technology as well as 
constantly expanding possibilities for the use of AI concepts 
and methods. Key factors mentioned in this regard are the 
massive increase in computer power and computing capac-
ity in recent years, the development of usable complex AI 
concepts such as neural networks (neural nets), and finally 
“big data” methods with the availability of large amounts of 
data, especially via the internet.

This interpretation views the development of informa-
tion technology as the primary determinant of AI dynamics. 
Without question, this factor is centrally important. How-
ever, this is a technology-centric point of view, from the 
perspective of information science. The social and societal 
conditioning factors of AI dynamics are not systematically 
taken into account. Yet the mainstream of social science 
research on technology and innovation has for a long time 
convincingly demonstrated that social and societal condi-
tions are closely intertwined with technical and specifically 
also information technology developments, influencing them 
and in some cases making them possible in the first place 
(for a thorough discussion, see Bijker et al. 1987). With this 
in mind, in the sections below we will look at how the ups 
and downs of AI development can be explained from a social 
science point of view. In particular, we will also ask why 
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scientific and public interest in AI did not permanently sub-
side, especially after downturn phases.

2 � On the concept of “promising technology”

According to social science technology research, expecta-
tions about the future opportunities of new technologies 
have a particularly strong influence on the course and direc-
tion of technological innovations (Beckert 2016). This is 
because innovations are usually accompanied by risks and 
uncertainties with regard to their course, their feasibility 
and the desired, mostly economic effects. Expectations and 
associated promises, visions and scenarios about possible 
and desirable development paths reduce the uncertainties 
and complexity surrounding innovations, open up concrete 
perspectives for action for the developers, interest other 
involved actors, and coordinate their actions.

This argument can be made more precisely with the 
concept of promising technology (van Lente and Rip 1998; 
Bender 2005; Borup et al. 2006; Konrad 2006). The theory 
is that actors are guided in their decisions to participate in a 
technological development by an initially still very general 
technological promise associated with this yet-to-be-devel-
oped technology. A technological promise can be understood 
as a narrative that offers interested actors a vision, opens 
up innovation and research paths, and justifies expectations 
by looking to future potential applications. It is a necessary 
condition for approaching other actors, involving them in 
the innovation process, coordinating their actions in a pur-
poseful way, mobilising innovation resources, and initiat-
ing investments in research and development. At the same 
time, however, from the point of view of the actors addressed 
and the public, a technological promise must be linked to 
the current state of research and the available technologi-
cal potential in an understandable way, despite its general 
character. Such a link should take the form of highlight-
ing innovation potentials that have not yet been used, but 
which the addressees see as being possible and promising. 
To put it more casually: the promise must not run the risk of 
being dismissed as the mere pipe dream of a few “technol-
ogy freaks”. In this way, a reciprocally reinforcing process 
is initiated between the concretisation of the promise, the 
drafting of an innovation agenda, and steps towards a con-
crete technological development – at the end of which a new 
technology and a new institutionalised socio-technical field 
emerge, of a kind that did not exist before.

According to this concept, it then follows that in AI’s var-
ious stages of development, the dynamics of AI are always 
driven by renewed and modified technological promises 
about its special powers and problem-solving capabilities in 
respect of social and economic challenges. While the prom-
ises are more or less plausibly justified by the respective 

state of research and expected technological potential, there 
has often been a lack of concrete application experience, 
with the result that the promises have a less than concrete 
character, and are indeed technological utopias. Such tech-
nological promises, made and renewed by influential actors 
with an interest in the technology, have always played a 
major role in initiating, shaping and, above all, sustaining 
the dynamics of AI in its various stages. These developments 
are held to lead to a particular state of research and technol-
ogy and, when successful, ultimately generate an institution-
alised socio-technical field.

A series of mostly critical studies on the history of AI 
development show that promises, expectations and nar-
ratives have shaped the development history of AI (e.g. 
Cyranek and Coy 1994; Brödner 2019; Buchanan 2006; 
Larson 2021). On the one hand, these promises have proven 
to be exaggerated in the face of only limited performance 
capabilities and considerable application difficulties for the 
AI systems and methods available at the respective times. 
The result is often “disappointed expectations” on the part 
of key actors involved (Ahrweiler 1995, p. 22), and their 
withdrawal from the technology field. On the other hand, 
the rapid and obviously dynamic development of AI has 
repeatedly given rise to new promises. With great persuasive 
power, these promises arouse the expectations and interest 
of many actors and the curious public in this technology. 
The promises draw their power from “transhistorical” and 
“transcultural” fantasy stories about intelligent machines, 
which run through human history and existed long before 
the advent of modern science (Cave et al. 2020).

These promise-driven AI dynamics are summed up by an 
early protagonist of American AI and founding member of 
the American Association for Artificial Intelligence, Bruce 
G. Buchanan: “The history of AI is a history of fantasies, 
possibilities, demonstrations, and promises” (Buchanan 
2006, p. 53). Similarly, a German AI scientist in 1994 
pointed to the unachieved goals and constant postponement 
and renewal of AI development prospects: “This is an old 
game in AI. They say: in 10 years we will have this and that, 
and then after 10 years you ask the same question and they 
say: in 20 years we will have achieved it. After 20 years, you 
ask the same question again, and also 50 years from now we 
will be asking the same question” (Cyranek and Coy 1994, 
p. 259).

3 � Methodology

These questions will be examined in more detail, using the 
example of AI development in Germany, which began in 
the 1970s. This cannot always be clearly differentiated from 
international AI development, to which it has been closely 
linked since the outset. AI in Germany has gone through 
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very different economic cycles and, as internationally, since 
around the beginning of the 2010s it has generally been char-
acterised by rapid scientific and technological development 
and an extensive public and policy debate.2F.1

The methodological basis of the arguments put forward in 
this paper consists of a qualitative analysis of the discourses 
on AI. The analysis relies in particular on the evaluation 
of a large number of “grey” documents, preprints, policy 
statements, websites and specialist publications, which origi-
nate from national and international contexts. Secondly, the 
investigation draws on a reinterpretation of own existing 
research findings from recent years on the process of the 
digitalisation of society.2 Finally, the results of 19 interviews 
with AI experts in business and academia are used as an 
important information tool in the analysis process. These 
interviews were conducted between October 2021 and Feb-
ruary 2022.3

4 � Dynamics and stages of AI development

AI began to become established in the Federal Republic of 
Germany in the 1970s, closely linked to AI development in 
the United States and to some extent in the United Kingdom. 
Various stages of development can be identified. They dif-
fer in terms of the respective scientific and technological 
foundations, the related technological promises and expecta-
tions for the future based on it, the AI community that was 
instrumental in driving the technological promise, and the 
degree of institutionalisation of a socio-technical field of 
AI. In Germany, these stages run more or less in parallel to 
international AI development, especially to that taking place 
in the United States. At the same time, however, these stages 
also have specific national characteristics.

4.1 � Scientific and commercial promises: the first 
stages

For the period up to around 2010, very broadly speaking, 
four development stages can be identified.

4.1.1 � 1970s: AI in a scientific niche

The first stage can be described as a science-orientated 
startup phase. By the mid-1970s at the latest, AI had begun 
to establish itself as a scientific niche discipline, in part 
against sustained resistance from computer science, which 
was already established at the time. The key players were a 
small group of young scientists who saw great future oppor-
tunities in this field of research. These were actors who had a 
shared orientation to a greater or lesser degree. They main-
tained informal contacts and exchanged research ideas and 
perspectives on a casual basis (Ahrweiler 1995). In terms 
of technology, the 1970s stage relied particularly on heuris-
tic approaches and symbolic AI using rules-based methods 
(Bauberger et al. 2021, p. 908).

The first step towards institutionalising early AI in Ger-
many can be dated to February 1975, when a first organised 
meeting on “Artificial Intelligence” took place in Bonn. In 
retrospect, it has been said that this event represents a pivotal 
starting point for AI in Germany (Konrad 1998). It was at 
this meeting that scientific perspectives and objectives of AI 
were systematically drafted and specified, in the context of 
specialist lectures. It was here that a technological promise 
was formulated for the first time, explaining AI’s prospects 
for development and institutionalisation with a scientific 
goal in mind. Not least, this vision attracted increasing atten-
tion from national science and research policymakers. The 
new information technologies and also early AI were even 
at that time already regarded as “modern key technologies” 
and as a critical “productive factor” for future economic and 
social development.34

It is notable that this development in Germany was hardly 
affected by the fierce criticism of AI that came to be voiced 
in the U.S. and United Kingdom by the end of the 1960s 
at the latest. Criticism there can be seen as a reaction to 
the great unfulfilled promises made in the early days of the 
1950s. The consequence internationally was a stage in the 
development of AI that has been referred to as the first “AI 
winter” (Teich 2020).

1  Studies of different provenance are available on the history of AI in 
the Federal Republic; most notably the sociology of knowledge study 
by Petra Ahrweiler (1995, the history of technology approach by 
Seising and Dittmann (2018), and reviews by computer scientists who 
had been involved at an earlier stage, e.g. Konrad (1998), Siekmann 
(2009) and Bibel (2006, 2014); on international developments cf. e.g. 
the broad study by Nilsson (2010).
2  According to the current public discourse, the term digitalisation 
is used to describe the diffusion of IT technologies in recent years. 
However, it must be emphasized that this is a conceptually abbre-
viated term. Processes of digitalisation have actually taken place 
roughly 5000  years ago.To be precise, the current development can 
be termed more precisely as an “algorithmic revolution”, since parts 
of cognitive work can be formalized in the form of calculation meth-
ods displayed and then also executed automatically under programme 
control (the author thanks an anonymous reviewer for pointing this 
out).
3  The interview findings generated during the study are available 
from the corresponding author on reasonable request; see Hirsch-Kre-
insen (2023).

4  As stated by Hans Matthöfer, then Minister of Research (quoted in 
Ahrweiler 1995, p. 85).
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4.1.2 � Commercial dawning in the 1980s

The early 1980s marked the beginning of a phase that is 
unanimously described as an upswing in AI in Germany 
(Ahrweiler 1995; Teich 2020). It started with a fundamen-
tally renewed technological promise. Now the primary focus 
was directed towards the commercial prospects of AI. This 
outlook was first made explicit at the 10th annual conference 
of the German Informatics Society (Gesellschaft für Infor-
matik) in the autumn of 1980, in a lecture by the American 
computer scientist Edward A. Feigenbaum. He emphasised 
the huge economic significance of what was then called the 
knowledge-based approach in AI, i.e. the methods of sym-
bolic AI and expert systems based on it, which were widely 
pursued at the time. He described “great” potentials with 
regard to methods of knowledge representation and complex 
applications such as language recognition, chemical analysis 
and synthesis, medical diagnosis and treatment, and mineral 
prospecting (Görz et al. 2021, p. 8). For this reason, far-
reaching economic effects of the expected use of AI systems 
were also predicted (BMFT 1988, quoted in Ahrweiler 1995, 
p. 120).

These promises converged in particular with a growing 
interest in AI at the time on the part of research policy-
makers. A direct impetus for this came from the Japanese 
“Fifth Generation Computer Systems” research initiative. 
Launched in 1982, it effectively started an international 
technology race in computers and AI. At the same time, 
the technological promise and associated policy activities 
increasingly resonated with businesses in the IT and elec-
trical engineering sectors, who were beginning to turn their 
attention to questions concerning AI and possible applica-
tions for expert systems. In parallel, a progressive institu-
tionalisation of AI in the scientific system of the Federal 
Republic can be observed.

Altogether, this shows us that the dynamics of AI were 
being driven equally by the interests of science, research 
policy and businesses that were developing AI technology. 
The beginnings of a socio-technical field of AI were discern-
ible: at its core was a loosely networked, but also determin-
ing constellation of actors in science, research policy and 
parts of the private sector.

4.1.3 � Crisis at the end of the 1980s

Nevertheless, by the end of the 1980s at the latest, a situation 
emerged that is referred to as the AI crisis, or internationally 
as the second “AI winter” (Teich 2020). A large gap had 
emerged – and was impossible to overlook – between the 
expectations of many businesses and policymakers about the 
commercial usability of expert systems, and their actually 
realised benefits. Available data indicates that the diffusion 
and first applications of expert systems in the 1980s were 

very slow (e.g. Dostal 1993). The original technological and 
economical promises turned out to be exaggerated. This led 
to massive “disappointed expectations” (Ahrweiler 1995), 
especially among policymakers and many of the businesses 
involved. One consequence was a significant reduction in 
the amount of private-sector financing available for the now 
diverse range of AI institutes that had sprung up, putting 
their continued existence in jeopardy. Another consequence 
was a dramatic cutback in AI-oriented research and devel-
opment (R&D) capacities in many companies. Meanwhile, 
growing scepticism on the part of research policymakers 
also had a braking effect. They too had wanted to see AI 
become a commercial success, ever since they first started 
providing funding (Reuse 2008). In other words, the socio-
technical field of AI in the 1980s – and in particular the 
dominant constellation of actors in science, policy and busi-
ness – proved to be unstable, and crumbled.

4.1.4 � Consolidation into the 2000s

The following stage of development covered the period from 
the 1990s until well into the 2000s. It would be wrong to 
view this solely as a crisis phase; rather it was a long phase 
of AI consolidation, especially in Germany. Some inter-
viewed academics confirmed this interpretation. Thus, at 
the beginning of the 1990s, after the promises of the 1980s 
and subsequent crisis, one computer scientist noted: “AI on 
the path to normality” (Brauer 1993). AI activities were 
now only partially funded by government research money, 
and further developments in AI took place only sporadi-
cally in partnership with business. A process began that was 
driven primarily by science and rarely had the commercial 
dimensions of the 1980s. During this stage, there were also 
few promises and expectations that were as far-reaching as 
before. Nevertheless, a position paper marking the formation 
of the Working Group of German AI Institutes (Arbeitsge-
meinschaft der deutschen KI-Institute, AKI) in 1991 can be 
construed as a renewal of the basic research and develop-
ment goals of AI (Barth et al. 1991):

•	 Firstly, it recalled the fundamental goals of AI, namely 
to pursue the question of the essence of intelligence and 
the technological implementation of functionalities that 
might be derived from that.

•	 Secondly, it emphasised in relatively concrete terms that 
AI saw itself as a science that creates concepts, models, 
methods, tools and know-how to realise usable intelligent 
systems in cooperation with others.

Thus, the position paper initiated a goal-oriented pro-
gramme of consolidation in AI. This was reflected in a 
progressive differentiation of topic areas and development 
priorities, as well as a further institutionalisation of AI. The 
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main topics were classic machine learning methods such 
as Bayesian statistics, and also a revitalisation of the con-
nectionist AI concepts that had been rejected in the U.S. at 
the end of the 1960s, i.e. neural networks (Bauberger et al. 
2021; Görz et al 2021). An influential AI scientist at the 
time described the institutional conditions under which this 
took place. Despite the crisis, the boom years of the 1980s 
did achieve something positive: “They left behind a research 
structure for AI that is otherwise unequalled in Europe. It 
is comparable to the Japanese and American infrastructure” 
(Siekmann 1994, p. 24).

4.2 � Boom since the 2010s

4.2.1 � Far‑reaching technological promise

The technological basis for the dynamics of AI since the 
2010s has been a development push dubbed the “Big Bang 
of deep learning” (Görz et al. 2021, p. 9). This refers to the 
development of artificial neural networks and machine learn-
ing methods, together with the availability of large amounts 
of data. A technological promise is based on this, encom-
passing far-reaching visions of society as well as commer-
cial, industrial and economic goals. It concerns the usability 
of AI in all kinds of social contexts, the improvement of 
social living and working conditions, and also the possibil-
ity of using AI to deal with environmental challenges and 
climate change. A special focus, however, is on industrial AI 
applications, where AI is predicted to bring massive produc-
tivity gains. An important reference point for discourse on 
AI in Germany is the vision of Industry 4.0. Presented at the 
beginning of the 2010s, it offers far-reaching promises about 
the modernisation and especially digitalisation of industry. 
Overall, the technological promise is the result, continuously 
refined, of a discussion process that has taken place in the 
years since 2011. It has been driven by an influential AI 
community, and in its course, a large number of publica-
tions setting out the way forward have been presented (e.g. 
Forschungsunion and acatech 2013; Bitkom and DFKI 2017; 
Bundesregierung 2018; EFI 2022).

4.2.2 � Influential AI community

At the core of this AI community is the scientific disci-
pline of AI, which is highly motivated and insistent in pur-
suing its goals. This group is collectively convinced that 
AI has a great future and that it is possible to come close 
to the long-cherished visions of an intelligent machine. 
At the same time, it acts in close coordination with inter-
ested businesses, policymakers and business associations. 
A central institutional factor facilitating the activities of 
the AI community is the coordinating role of the German 

National Academy of Science and Engineering (Akad-
emie für Technikforschung, acatech). The AI community 
essentially formulates the technological promise, has a 
strong voice in its concretisation and the definition of the 
research agenda, and influences the public discourse. It is 
able to attract considerable research funding and qualified 
scientists for its objectives, and can continuously build on 
this influential position through the increasing success of 
the technological promise. As a result, the AI community 
gains increasing influence and the power to define inno-
vation priorities and resource allocations in the societal 
innovation system.

4.2.3 � Policy: agenda‑setting, support, coordination

The technological promise and the activities of the AI 
community have met with a particularly positive response 
from innovation policymakers, whose diverse funding and 
support measures have exerted a considerable influence on 
the specification of the research agenda and coordination 
of AI development. This is happening in a very particular 
way with the German federal government’s artificial intel-
ligence strategy, a policy document published at the end of 
2018. This strategy explicitly refers to the discourse pro-
moted by the AI community and the associated promises 
that have been formulated. AI is described as a “key ena-
bling technology” for future social development, requiring 
sustained investment (Bundesregierung 2018, p.4). The 
strategy boils down to three goals:

•	 strengthening the competitiveness of Germany and 
Europe through large-scale support for AI in general;

•	 responsible development and use of AI oriented to the 
public good; and

•	 the ethical, legal, cultural and institutional embedding 
of AI in society.

In this way, policymakers are explicitly addressing criti-
cal questions surrounding the controllability and trans-
parency of AI processes, and their social, environmen-
tal and especially also ethical consequences. As a result, 
these critical issues are also taken up by various bodies, 
commissions and organisations, often at the instigation 
of policymakers, and linked to questions concerning AI 
development and application.

In general, AI is seen as an innovation policy “beacon” 
that allows policymakers to portray themselves as future-
oriented and bestows legitimacy on them. In addition, 
these innovation policy measures expand, intensify and 
initiate a large number of follow-up activities at various 
levels of government. The same applies to corresponding 
initiatives at EU level.
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4.2.4 � Legitimisation through public discourse

The technological promise and innovation policy activities 
have been closely associated with an extensive socio-polit-
ical discourse on the general significance and social conse-
quences of AI. Here it is hard to separate the technological 
promise of AI from the optimistic side of this discourse. The 
promise influences the discourse, but also gains legitimacy 
by referring to it and via the almost euphorically celebrated 
and internationally staged highlights of AI’s capabilities, e.g. 
playing chess or the board game Go. Conversely, sceptical 
and dystopian arguments relating to social and ethical chal-
lenges of AI have hardly slowed its dynamics. Instead, these 
objections are increasingly becoming part of the research 
agenda itself; they are being taken up by policymakers, and 
their handling is being institutionally anchored in a number 
of bodies and organisations.

4.2.5 � Socio‑technical field

In structural terms, these dynamics have established a socio-
technical field of AI whose central feature is a stable and 
closely networked constellation of developers in innovation 
policy, interested parts of the private sector, and science.

The influence of an increasing number of businesses that 
are interested in AI as developers, and in some cases as users 
too, also deserves special mention. These include IT and 
technology-intensive companies in established industries, 
as well as a rapidly growing landscape of highly specialised 
startups. For many development companies and some users 
in a wide range of business sectors, AI opens up new sales 
opportunities for new and hitherto difficult to exploit appli-
cation areas for digital technologies and related products. 
Many interested businesses are primarily concerned with 
securing and expanding their existing world market position 
through AI-based innovations. In this respect, the techno-
logical promise of AI is in the tradition of the debate that 
has been going on for years about the possibilities of using 
a wide variety of information technologies for world market 
oriented product innovations.

With regard to AI development, stable, complementary 
interests are emerging among the representatives of all three 
areas–science, business and policy. They are developing in 
a context of institutionalised communication and interac-
tion relationships, for example within the various innova-
tion policy advisory bodies, all manner of publicly funded 
application-oriented development projects, and state-spon-
sored knowledge transfer institutions. In addition, long-term 
close relationships exist between science and business in the 
context of the funding of institutes by the business sector, 
joint research activities and, for example, joint publication 
activities at conferences.

5 � Prospects for AI

The current dynamics of AI raise the question of the future 
prospects for AI development. The decisive factor for 
the direction and scope of future AI development is the 
extent to which the previous limitations and unresolved 
challenges of AI diffusion and application can be tack-
led and overcome. Depending on how these possibilities 
are assessed, very different AI development prospects are 
expected. Accordingly, the question of the prospects for AI 
development is intensely debated in the relevant literature, 
and is hotly contested (e.g. Ford 2018; Görz et al. 2021; 
Larson 2021).

5.1 � Limitations and challenges

If we ask about present limitations and challenges in 
respect of further AI development, we can identify a 
whole range of very different factors and conditions, such 
as practical application problems and economic uncertain-
ties. Social conditions, especially the unresolved legal 
and ethical questions, must also be taken into account; 
and finally these factors correlate with the current state 
of development and the technological shortcomings and 
system limits. Summarising the available findings and the 
state of the debate, the following challenges in particular 
should be noted:

The difficulty of effective knowledge transfer between 
the various actors and knowledge domains involved is 
mentioned in particular also by the interviewed experts as 
being a permanent social and organisational problem in the 
development and diffusion of usable AI systems. The abil-
ity to integrate knowledge from development and applica-
tion areas is an essential requirement for functioning AI 
systems. New and effective modes of knowledge transfer 
and cooperation between actors in different domains are 
only just starting to be developed (e.g. Brödner 2019; ten 
Hompel et al. 2019; Ecker et al. 2021).

In addition, fundamental functional problems and the 
often only limited performance of machine learning sys-
tems in particular are pointed out, which stand in the way 
of rapid diffusion and broad application:

•	 First, this concerns the systems’ poor ability to cope 
with “open worlds”, i.e. situations that are hard to cal-
culate ex ante. If unexpected events or unpredictable 
exceptional situations occur, an AI system’s lack of 
“robustness” – as an expert highlighted—becomes a 
problem.

•	 Second, there is as yet no way of incorporating often 
indispensable everyday knowledge into the system pro-
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cesses. According to Görz et al., this includes not only 
the ability of AI “to perform abstractions to a certain 
degree and for machines to comprehend causalities, 
but also to approximate that which is a special charac-
teristic of humans, namely to understand and explain 
actions” (Görz et al. 2021:10).

•	 Third, this refers to the problem of so-called explainable 
artificial intelligence, which has been discussed since the 
1990s. The more risky their decisions become for actions 
taken by humans – for example when it comes to medical 
diagnoses and proposed treatments – the more important 
it will be to understand what the systems are actually 
doing. Above all, this is a question of transparency and 
certainty – whether and how the system actually solves 
the task to which it is applied.

•	 Fourth, the question of data quality and the amount of 
data needed for particular use cases is not a problem that 
has a definitive solution. It is often unclear whether a 
system really needs all the available data, or whether the 
amount of data can be reduced for the sake of rationali-
sation. Conversely, there is the problem that often only 
insufficient amounts of data of highly varying quality are 
available for learning systems to work with.

These challenges are the subject of extensive research 
activities, in Germany and internationally. The problems of 
explainability and transparency of system processes have 
been the focus of R&D funding for some time now, for 
example, and the aim is to develop systems that are more 
robust and trustworthy than existing machine learning 
methods.

5.2 � A new AI winter?

In view of the numerous application and system problems, 
a whole array of voices can be heard anticipating a repeat 
failure of high-flying AI promises. They do not rule out a 
new AI winter. Several arguments are put forward in support 
of this view: for example, the years since 2010 have been 
characterised by a new hype cycle, as has already occurred 
several times with AI, but which is unsustainable in the long 
term (Larson 2021: p. 74) Because of many development and 
application problems, it will very soon become apparent that 
AI development will by no means be as groundbreaking in 
the future as has often been promised. It is also pointed out 
that the performance capabilities of the available technology 
are currently, as in the past, completely overestimated: “Like 
in the AI winter at the end of the 1960s and 1980s, when 
the promising developments in the AI labs failed miserably 
in real, practical applications, there is once again a large 
discrepancy between what is expected of these technologies 
and their actual capabilities” (Heimbrecht 2021).

As a consequence, it is predicted that expectations and 
investments will be scaled back, and public interest will 
wane. One of the main reasons given for this is that to date, 
it is still unclear what AI actually means. This leads to exag-
gerated expectations, misunderstandings, and ultimately to 
a depression Pieknewski (2022). For example, it is argued 
that many expectations which are basically directed towards 
developments in strong AI are measured against the only 
limited performance of specialised weak solutions, so that 
disillusionment is the result. Therefore, some critics insist, 
the current dynamics are at a “tipping point”, and further 
development could lead to a new stagnation and a new win-
ter (Kaltheuner 2021: p. 193).

5.3 � Far‑reaching promises: artificial general 
intelligence

In complete contrast to these pessimistic expectations, far-
reaching promises and expectations are being formulated 
once again in the German AI discourse. Many AI actors 
anticipate a lasting and far-reaching AI boom. For example, 
innovation policy forecasts for the key technology AI predict 
an “almost exponential trend” (Kroll et al. 2022, p. 31), and 
a coming “golden age” of AI is talked about in virtually 
euphoric terms. As justification, reference is made to new 
technological potentials and the anticipation of continued 
rapid technological development. In particular, great algo-
rithmic advances in machine learning and deep learning are 
predicted in conjunction with the availability of enormous 
data sets and advances in fast, parallel computing. This 
would foreseeably overcome and surpass the current limita-
tions of AI. This is because the new systems would then no 
longer be usable only for specialised applications. Instead, 
they would tend to be able to cope with all kinds of different 
applications (Kersting and Tresp 2019, p.3).

At the core of these optimistic outlooks are the far-
reaching expectations firmly expressed by a whole array 
of scientists about progress in AI development in the 
coming years, and the associated possibilities of realising 
concepts of strong AI or artificial general intelligence. A 
significant number of scientists in the national and espe-
cially the international AI community are convinced that 
technologies using strong AI will become reality in the 
future and longer term (Müller and Bostrom 2016; Ford 
2018; Science Media Center 2021). It is expected that on 
the basis of enhanced methods using neutral nets in particu-
lar, and rapidly increasing computer capacities, a general, 
human-like machine intelligence combined with everyday 
consciousness and emotionality can be developed in the 
foreseeable future. According to such views, it is entirely 
conceivable that everyday consciousness can be reproduced 
mathematically (Müller and Bostrom 2016; Ford 2018; Sci-
ence Media Center 2021, p. 7). A driving motive behind 
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this is undoubtedly the promise and the deep conviction, 
formulated and renewed over and again since the beginning 
of AI, that human intelligence can be reproduced with com-
puter models and also finally understood. And such expecta-
tions are unmistakably linked to the vision of an intelligent 
machine that is supposed to be broadly similar to humans, 
which goes back to the founding era of AI (Nilsson 2010, 
p. 528).

5.4 � “Routinisation” of AI

Other forecastsput forward a more nuanced view. A trend is 
anticipated that can be described as the routinisation of AI, 
in which experiences of AI increasingly become routine and 
ordinary, part of everyday used systems. From this perspec-
tive, existing AI approaches and methods will continue to be 
developed incrementally, current limitations and challenges 
will be gradually overcome, and therefore ever more power-
ful. So-called weak  AI systems will come into widespread 
use. However, it remains to be seen whether the envisaged 
stable AI solutions based solely on learning systems can 
actually be realised in the foreseeable future. According 
to critical opinions that are also shared by the interviewed 
experts, it is more likely the case that the common shortcut 
of equating AI with machine learning has proven to be a 
mistake. Despite the gigantic amounts of data used to train 
self-learning AI systems and vast computing power, often 
no explainable and robust solutions have been found for 
the respective tasks. Therefore, AI development must “… 
abandon the initially somewhat one-sided overemphasis on 
machine learning from mass data in favour of a combination 
with state-of-the-art symbolic methods” (Wahlster 2020). 
This also implies that AI development in the future should 
focus on concrete and relatively precisely definable fields of 
application. These application areas will, of course, expand 
and lead to an increasing diversification of AI development.

In the longer term, therefore, a hybridisation of AI devel-
opment can be expected as well as a general routinisation 
in the technological sense. More specifically, symbolic AI 
models – which are used for semantic knowledge representa-
tion – will be integrated with deep learning approaches or 
rather sub-symbolic AI models, and with machine learning 
methods for recognising and extracting structured scene, 
event and situation information from data streams. It is clear 
that this development perspective is being accorded increas-
ingly central importance in the international debate as well 
(e.g. Brachman and Levesque 2022).

There is much to suggest that routinisation of AI will be 
the dominant path for AI in the future. On the one hand, 
many factors weigh against another AI winter. These include, 
above all, the current state of and level of investment in 
research and development, the vested interests of the estab-
lished AI community, and the now firmly institutionalised 

socio-technical field of AI. On the other hand, there are 
well-founded doubts about the path of artificial general intel-
ligence. It is questionable whether the fundamental tech-
nological hurdles and as yet completely unsolved develop-
ment problems can be overcome in the foreseeable future, 
or whether the various expected breakthroughs in AI devel-
opment can be achieved so as to come closer to a strong AI 
or artificial general intelligence (Barthelmeß and Furbach 
2021; Koehler 2021). In addition, however, the arguments 
of many AI critics must also be considered, according to 
which this prospective development can never be realised. 
To summarise the much-discussed argument, this is because 
human intelligence and thought are not the same as com-
putation, and the goal of human-oriented AI is ultimately a 
myth (Brödner 2019; Dickson 2021; Larson 2021).

6 � A specific AI innovation mode

A condition for and consequence of the dynamics of AI, 
especially regarding its further development, is an AI-
specific innovation mode. This mode is the indispensable 
prerequisite for the successful development of AI systems. 
However, the structural features of this mode are barely com-
patible with the long-established, industry-oriented institu-
tions and practises of the German National Innovation Sys-
tem (NIS). This poses major challenges for innovation policy 
(Botthof et al. 2020, 2023). This innovation mode is a result 
of the specific development requirements of AI, and of the 
associated current limits to its diffusion and application. Its 
central features are:

•	 Transdisciplinarity and knowledge transfer: AI innova-
tions tend to take place in transdisciplinary contexts, 
which integrate knowledge domains that have hitherto 
been separated from each other in different disciplines 
and sectors; in particular, a close-coupled knowledge 
transfer between the development side and application 
areas is necessary.

•	 Fluid cooperation processes and open innovation ecosys-
tems: Relevant innovation knowledge is often available 
only beyond the boundaries of established companies, 
scientific institutes and traditional application fields of 
IT-technologies; this means that open innovation eco-
systems become very impotant and must be supported, 
in particular with the inclusion of specialised startups.5

•	 Agile innovation strategies: Established companies in 
core industries transform their strategies towards for-
ward-looking and at the same time flexible innovation, 

5  Concerning the term Innovation Ecosystems see e.g. Granstrand 
and Hogersson (2020).
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to exploit the potentials of rapid technological develop-
ment.

•	 Heterogeneous actors: AI innovations are increasingly 
taking place in the context of heterogeneous constella-
tions of actors; besides computer science, AI and engi-
neering, there are other actors from a wide range of 
application fields, scientific disciplines and segments of 
society.

•	 Wider skill profiles: Significantly wider skill profiles are 
needed for those actors involved in the development and 
deployment of AI-based systems. This is a general trend 
in which, with AI in almost all employment sectors, a 
shift towards additional skills such as handling AI sys-
tems or shaping the AI context can be observed.

•	 Socio-technical understanding of innovations: The term 
innovation is evolving from a concept focussed primarily 
on technological development to one that systematically 
includes complementary social innovations. This is nec-
essary to achieve economic effects at the enterprise level 
as well as a desirable change in society as a whole.

•	 Diversification of innovation levels: AI innovations are 
increasingly taking place at different social and institu-
tional levels, both subnationally and internationally, and 
a multi-level system of innovation is developing beyond 
previously existing structures.

The specific AI innovation mode and the development 
and application experiences of AI to date imply new require-
ments for established innovation policy. These can be out-
lined as follows:

•	 Flexibilisation of knowledge transfer and promotion of 
innovation ecosystems

•	 Openness to technology and increased focus on hybrid 
AI solutions

•	 Intensification and expansion of skill development meas-
ures

•	 Promoting concepts of socio-technical system design, 
especially also with regard to AI applications

•	 Agile funding models with short feedback cycles, but 
also expansion of basic research with a long-term orien-
tation

•	 Greater promotion of transparency and explainability in 
machine learning methods, including ethically oriented 
solutions

Finally, it is unanimously emphasised in the innovation 
policy debate that the change in innovation policy should be 
accompanied by a stronger mission orientation. In essence, 
this means moving away from the role of the state as a 
framework provider, towards a state that gives direction and 
drives innovation (e.g. Botthof et al. 2023). It is foreseeable 

that the focus on the key technology AI and the associated 
technological promise will play a central role here.

7 � On the rhetoric of the technological 
promise

Finally, it should be asked what the reasons are for the 
enduring persuasiveness and its strong impact especially 
on politics and the public debate of the AI technological 
promise. Without question, this has been accompanied by 
considerable success in the development and diffusion of 
AI. But the promise goes well beyond that. So to be persua-
sive for the addressees the technological promise must be as 
credible as possible. However, this is based on a number of 
pre-conditions. A technological promise needs to employ a 
rhetoric that must be convincing and at the same time allow 
a wide range of associated possibilities to be envisaged. The 
mechanisms at work here can be characterised in terms such 
as communicative generalisations and reduction of societal 
complexity, de-contextualisation of arguments, irrefutable 
topicality, quantifiability and relevance to everyday life 
(Kieser 1997; Hirsch-Kreinsen 2016; Madsen 2019).

The technological promise of AI also features this sort of 
argumentation. The promise must be formulated as vaguely 
and non-specifically as possible to generate interest and pro-
vide connectivity for a wide variety of actors. Therefore, 
the rhetorical core of the technology promise can be seen 
as the ambiguity of the term AI, and the term can be seen 
as a "very loose umbrella term" (Kaltheuner 2021, p.  23). 
Thus, concrete technologies and systems as well as the need 
for adaptation to concrete fields of application are largely 
ignored. At best, since the 2010s, the term AI has been 
equated rather hastily and without reflection with machine 
learning and artificial neural networks, without specifying 
this further. Above all, the promise must abstract from the 
much-discussed development and application limits of AI,6 
and, quite to the contrary, suggest far-reaching development 
prospects. For it is only by counterfactually bypassing these 
issues that the technology promise can have its lasting effect 
on the social process.

Hence, the technological promise of AI can be summed 
up under the following headings:

6  Since its inception, AI development has been accompanied by 
fundamental criticism of its basic assumptions and concepts; cf. 
for example, among many other authors, the classics of this debate 
Hubert Dreyfus (1972) and Joseph Weizenbaum (1976), the critique 
of AI by Peter Brödner (2019), as well as the discussion by Erik J. 
Larsson (2021) of the current AI boom and the perspective of a 
human-like machine intelligence, so-called Artificial General Intelli-
gence, which many consider realistic.
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•	 Ambiguous metaphors: The core of the technological 
promise is the ambiguity of the term AI. The metaphors 
used to describe this technology in sweeping ways – such 
as “intelligent”, “learning” or indeed “autonomous” – are 
as imprecise and misleading as they are easily accessi-
ble (cf. Brödner 2019; Larson 2021). The technological 
vision therefore appears to be clear and convincing for 
outsiders. This concerns in particular a weak grasp of the 
subject in the public debate and among journalists.7

•	 Inevitability: The widespread use of AI has an almost 
inevitable character due to its rapid development and its 
repeated attribution on the part of policymakers as a key 
technology for the future development of society.

•	 Accelerated growth: AI is being regarded as a necessary 
condition not only for considerable and sustained eco-
nomic growth, but also for national success in the global 
technology race – especially for Germany’s important 
industrial sector. Predictions in this regard may be 
impressive, but the majority of them cannot be validated.

•	 Generalisation of individual cases: The far-reaching eco-
nomic promises and the message to businesses to intro-
duce the new technology as quickly and comprehensively 
as possible are underscored by the constant, intense ref-
erence to specially high tech companies that have been 
successful with AI. The message to sceptics is that those 
who join in will almost inevitably succeed.

•	 Securing social legitimacy: It is emphasised that AI will 
bring positive, socially desirable consequences. Further-
more, it will enable the successful overcoming of social 
and environmental challenges.

However, the technological promise is only really con-
vincing if the timing is right. It has to hit the spirit of the 
times (Kieser 1997). Without question this is true for AI, as 
it speaks to the zeitgeist about the need to modernise society 
through new technologies, especially through digitalisation.

To sum up: the technological promise of AI has the char-
acter of an unquestionable technological utopia. This is 
because AI is presented as the technological means to over-
come the many urgent challenges facing society, and bring 
about a better society. The specific utopian aspect consists 
in the fundamental assumption that humanity will prove able 
to cope with the technological increase in its power and con-
trol over the whole of nature, contrary to ever-burgeoning 
technology-based scenarios of horror and disaster (Münkler 
1997, p. 62f.)

But actually there is more at stake: there is a techno-uto-
pian dream of being able to rationally plan and control the 
development of society, made possible by technology – to 
transcend intransparent social complexity, interest-driven 

political discussions and time-consuming democratic pro-
cedures. For many protagonists, this dream seems to be 
in reach. From this perspective, complex cause-and-effect 
analyses, the conflict-laden interpretation of contradictory 
scientific research results, and the interest-dependent formu-
lation of action and solution strategies become unnecessary. 
Instead, the technology promises an autonomous and smart, 
seemingly objective solution to overpowering problems for 
society such as the climate crisis. This is the expectation 
that Evgeny Morozov has summarised as “solutionism” 
(Morozov 2013, p. 5). Ultimately, this links back to the old 
technocratic vision of society, in which fundamental and 
desirable transformations in society can be achieved by tech-
nological means alone, while political means are less suited 
to bringing about social change.
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