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Abstract
If we could build artificial persons (APs) with a moral status comparable to this of a typical human being, how should we 
design those APs in the right way? This question has been addressed mainly in terms of designing APs devoted to being 
servants (AP servants) and debated in reference to their autonomy and the harm they might experience. Recently, it has been 
argued that even if developing AP servants would neither deprive them of autonomy nor cause any net harm, then develop-
ing such entities would still be unethical due to the manipulative attitude of their designers. I make two contributions to 
this discussion. First, I claim that the argument about manipulative attitude significantly shifts the perspective of the whole 
discussion on APs and that it refers to a much wider range of types of APs than has been acknowledged. Second, I investigate 
the possibilities of developing APs without a manipulative attitude. I proceed in the following manner: (1) I examine the 
argument about manipulativeness; (2) show the important novelty it brings to a discussion about APs; (3) analyze how the 
argument can be extrapolated to designing other kinds of Aps; and (4) discuss cases in which APs can be designed without 
manipulativeness.
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1 Introduction

In the movie “Bicentennial Man” (Columbus 1999) a robot 
named Andrew, played by Robin Williams, becomes recog-
nized as morally equal to human beings. Andrew possesses 
human-level intelligence and experiences sensations and 
emotions. As a matter of fact, recognizing him as a human 
person confirms that although he is an artificial being, he 
does not differ from a natural human being in any way that 
is relevant in terms of ascribing moral personhood. It is 
extremely unclear whether such robots with human-level 
intelligence and other properties that will enable them to 
be recognized as persons morally equal to humans will ever 
actually exist. Yet, some people—not only in sci-fi and pop 
culture, but also in academic fields (Schwitzgebel and Garza 
2015; Tavani 2018; Gellers 2021; Gordon and Gunkel 2021; 
Gordon 2022; Mamak 2022)—are discussing ethical dilem-
mas that would arise if such beings could be developed. In 
general, many of these considerations revolve around the 
question, how should we design such artificial persons in 

an ethically right way, considering not only the well-being 
of humans and the environment, but also of these artificial 
persons themselves? In particular, some wonder whether we 
should design them as our servants.

The scenario and the questions mentioned above are the 
key issues of the debate to which this paper would like to 
contribute. This debate is clearly different from the major-
ity of academic debates about robots. The debates that refer 
to robots who are persons tend to ask what properties such 
entities should possess to achieve such—or similar—moral 
status and in what way their personhood could and should be 
recognized, but the debate this study contributes to begins 
with the assumption that such entities will exist and the 
questions signalized above will be answered. Moreover, 
while most other debates focus on how robots and the way 
they are designed will affect the well-being of humans, the 
current discussion concentrates—at least for the most part—
on the well-being of robotic artificial persons.

Hence, the initial and main question of the debate that this 
study engages with is: assuming that we could build robots 
that would possess all necessary features to consider them 
(artificial) persons (APs), would it be good for these robots 
to be designed to desire to be servants of human beings (AP 
servants)? The discussion has been initiated by Mark Walker 
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(2006, 2016) and Steve Petersen (2007, 2011, 2017) and 
continued by John Danaher (2013, 2019), Maciej Musiał 
(2017), and Sven Nyholm (2020)—the topic has also found 
some attention outside of typical academic discussions (see: 
Rini 2017; Bloom and Walker 2018). In a nutshell, Walker 
and Petersen have provided the two dominant positions in 
the discussion. Walker argued that designing AP servants is 
wrong, since it negatively affects their autonomy and harms 
them, while Petersen disagreed with Walker, claiming that 
we could design AP servants without harming them and 
diminishing their autonomy. Danaher, Musiał and Nyholm 
have generally positioned their views in reference to these 
two main positions, also focusing on the well-being of AP 
servants in terms of the process of designing and its poten-
tially harmful and autonomy-diminishing consequences.

Recently, Bartek Chomanski (2019) has provided an 
interesting contribution to this dispute. In brief, Choman-
ski argues that (1) there are some plausible conceptions of 
autonomy according to which artificial persons designed to 
be servants would not need to lose their autonomy when 
being designed to desire to serve humans, (2) there are some 
plausible scenarios in which such a situation would not result 
in net harm, yet (3) the designers express manipulativeness 
towards AP servants, and hence (4) the process of designing 
APs in such a way is unethical. Hence, Chomanski defends 
a somewhat counterintuitive claim that designers are being 
manipulative while APs need not be manipulated.

In my considerations, I leave the problems of autonomy, 
harm and net benefits aside and focus on the issue of the 
manipulativeness of the designers. My main claim is that 
Chomanski’s argument about designers being manipulative 
significantly shifts the perspective of the whole discussion 
about APs and that it refers to a much wider range of kinds 
of APs than Chomanski acknowledges. Moreover, I exam-
ine how to develop APs without being manipulative. To 
make my point, I (1) examine Chomanski’s argument about 
manipulativeness, (2) show the important novelty it brings 
to a discussion about APs, (3) analyze how the argument 
can be extrapolated to designing other kinds of Aps and 
(4) discuss cases in which APs can be developed without 
designers being manipulative.

Some may argue that the whole discussion presented here 
is unrealistic and pointless. Obviously, APs with human-
level intelligence who could be recognized as moral persons 
or possess similar moral status do not exist and it is far from 
clear whether they will exist in the near future, or at all. It 
seems that one of the crucial points is that there is no agree-
ment on the possibility of robots with human-level intelli-
gence. Positions on this issue range from radical skepticism 
and denial of such a possibility to a firm belief about the 
imminence of a super-intelligent AI that will surpass even 
the most intelligent human beings. This lack of consensus 
seems to be clearly reflected in the disagreement among five 

of the founders of AI—John McCarthy, Marvin Minsky, Oli-
ver Selfridge, Ray Solomonoff, and Trenchard Moore—who 
were asked about the possibility of human-level AI at the 
meeting celebrating the 50th anniversary of the conference 
on which the foundation of AI as a discipline took place 
(Bringsjord and Naveen 2018). Hence, while the number of 
scholars who seriously consider a scenario of robots with 
human-level intelligence and a moral status of a person (or 
similar) steadily increases (also outside the debate about 
AP servants, e.g. (Neely 2014; Schwitzgebel and Garza 
2015; Gunkel 2018; Gordon 2020, 2021; Gunkel and Wales 
2021)), the prospect of such entities remains extremely 
uncertain. In this case, is there any point in speculating about 
designing them in an ethical way? I believe there is, regard-
less of whether such entities will ever exist or not.

Generally, while I do not share Petersen’s optimism that 
APs with human-level intelligence will arrive rather sooner 
than later, I agree with him that since we cannot rule out 
with certainty the possibility that APs will exist someday, 
it is better to be prepared for them than not (Petersen 2007, 
44). I also assert that Jacob Turner might be right when he 
claims that if we had known the dangers of global warming 
at the dawn of the Industrial Revolution, we might have been 
able to avoid it (Turner 2019, 35). While such a point of 
view might seem both excessively cautious (by assuming we 
should always worry about risks and dangers) and optimistic 
(by assuming that by knowing the risk we could avoid it), it 
does not mean it is obviously wrong.

But even if there will never be any APs, and human-level 
intelligence will never emerge, the discussion about design-
ing them is still not pointless. First, it is connected with 
some other ethical discussions and may contribute to them. 
Petersen argues that there is a strong connection between the 
discussion on APs and some of the current problems facing 
population ethics (Petersen 2007, 44), while Musiał shows 
that many problems with designing APs are analogous to 
those associated with the prenatal enhancement of human 
beings (Musiał 2017). Second, discussing problems with 
designing APs enables us to consider whether we would 
like to be able to develop such APs at all. What I mean is that 
highlighting the ethical problems with designing robots that 
are persons and possess human-level intelligence can allow 
us to make a more informed decision on whether making 
attempts to develop such APs is worthwhile at all. Hence, 
speculations such as those presented here may prevent us 
from spending a lot of resources on creating a world with 
ethically problematic APs that cause more trouble than they 
are worth, or may alternatively motivate us to achieve—let’s 
say—a reality in which we are gods who create a new artifi-
cial species and make the world more beautifully diversified 
and less anthropocentric. By imagining possible futures, we 
can better decide which future we currently want to work 
towards.
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2  Manipulativeness

The main novelty and central claim of Chomanski’s contri-
bution is the argument that designing artificial servants is 
wrong because it involves manipulativeness on the side of 
designers. In his understanding of manipulativeness, Cho-
manski follows Marcia Baron’s interpretation of Aristotle, 
which makes the following claim:

“What one gets wrong, in [certain] forms of manipula-
tiveness, and what the corresponding virtuous person gets 
right, is how much to steer others—and which others, and 
how, and when, and toward what ends; and more generally, 
to what extent—and how and when and to whom and for 
what sorts of ends—to seek to influence others’ conduct. 
… The manipulative person is too ready to think appropri-
ate—or appropriate for him—to orchestrate things so as to 
lead others to act as he wants them to.” (Baron 2003, 48).

In a very clear manner, Chomanski shows that designers 
of AP servants are being manipulative in the abovemen-
tioned sense:

“By programming AIs with overwhelming desires to be 
servants, their programmers are set on making it close to 
impossibly psychologically difficult for the AIs to act in any 
way other than to pursue the life-plan that they are given: 
even a determined AI servant would likely not pick a dif-
ferent career path. This might be so even if they are pro-
grammed with the capacity to reflect on their own desires. 
Upon being told to build an AI servant, the programmers 
cannot help but suppose that the servant’s decision about 
what life plane to pursue are for the programmers to make.

The programmers position themselves so as to be able 
to steer the choices of AI servants with a high degree of 
efficacy, by constructing the AIs’ psychology in the way just 
specified. They orchestrate the AIs’ choice space in such 
a way that only a very narrow range of options is realisti-
cally available to them. The AIs’ number of options, when it 
comes to career choice, is reduced to basically one. The AIs’ 
own capacity to respond to reasons, or to engage in reason-
ing, is ignored. The act of thus limiting another’s options 
and disregarding their rational capacities is expressive of 
manipulativeness on the programmers’ part—that is, of 
being willing to orchestrate another’s choices in an excessive 
manner. It is, therefore, wrong” (Chomanski 2019, 1006).

Hence, Chomanski believes that designing artificial 
servants involves manipulativeness on the side of design-
ers since by selecting specific features of the designee 
(e.g., the desire to serve), they are “willing to orchestrate 
another’s choices in an excessive manner” by—I take the 
following features as crucial—“limiting another’s options” 
and “disregarding their rational capacities.” Hence, Cho-
manski contends that designing people to serve is wrong 
because it involves the manipulativeness of the designers.

A few clarifications on the concept of manipulative-
ness seem worth making. First, clearly, Baron’s account of 
manipulativeness represents only one of many approaches to 
this problem. However, I find her approach plausible, and I 
concede that Chomanski’s application of her concept to the 
problem of designing APs is plausible as well. As a result, 
I follow their approach here, although I am aware that there 
are also other paths to approaching manipulativeness. Sec-
ond, for the sake of clarity, Baron assumes that manipula-
tiveness as a vice is always objectionable (Baron 2003, 39). 
However, she believes that manipulativeness can sometimes 
be justified, particularly when applied to avoid significant 
harm (Baron 2003, 48)—I follow these assumptions as well. 
Third, both manipulativeness itself, as well as its justifica-
tion, seem to be matters of degree. Being manipulative is 
characterized by expressions such as “excessive,” “how 
much,” or “too ready,” and neither Baron nor Chomanski 
provides any strict demarcating line between “proper” and 
“excessive,” etc. Hence, manipulativeness can be more or 
less intensive and probably also more or less objectionable. 
Analogously, there are diverse ways in which manipulative-
ness can be justified, and it seems that it can also be justified 
to a higher or lesser degree. The point here is that while 
manipulativeness is an objectionable vice, it is neither neces-
sarily a great vice (though it might be) nor an unjustifiable 
vice (at least in some contexts). Hence, while the presence of 
manipulativeness in some action—e.g., designing APs—is 
always objectionable, it should not be simply considered 
as directly resulting in banning the action in question, par-
ticularly because the wrongness of manipulativeness can be 
somehow justified. Fourth, one could wonder how exactly 
manipulativeness impacts one’s character. I agree with Cho-
manski when he argues that apart from the fact that manip-
ulativeness is a vice and an expression of a bad attitude 
towards APs, it can also additionally corrupt one’s character 
(Chomanski 2019, 1010). By expressing a manipulative atti-
tude towards APs, one may generalize and strengthen it, and 
then express it towards other entities—including animals or 
humans—as a result. Such a mechanism is widely discussed 
in the case of relationships with robots in general (e.g. sex 
robots and their mistreatment), or with some fictional repre-
sentations in general (playing brutal video games or consum-
ing violent pornography)—a comprehensive analysis of this 
mechanism has been provided by Danaher (2017a). While 
this topic has been the subject of an enormous amount of 
discussion and disagreement, Chomanski seems to be right 
in his suggestion that if the bad attitude towards a fictional or 
representational entity raises concerns as to whether this atti-
tude should be extended to human beings or animals, then 
a bad attitude towards APs—who are recognized as actual 
persons in the moral sense—raises even more concerns.

Finally, it is worth noticing that the object of manipula-
tiveness in the case of Chomanski’s elaborations is desires 
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(whether manipulativeness would take place in reference to 
designing some other features of APs, e.g. their embodi-
ment, is a topic for another interesting discussion). Hence, 
it is worth clarifying how Chomanski (and Petersen) under-
stand the concept of desire. According to both authors, APs’ 
desires would not differ from the desires of human beings 
except in their origin, since they would not be a result of 
natural evolution and/or socialization (as they are—at least 
for now—in the case of human beings), but of intentional 
“prenatal” designing. Hence, they would be—analogously 
to human beings, at least in most accounts—mental states 
that are dispositions for actions. Moreover, fulfilling these 
desires would result in APs experiencing pleasure. Both 
Petersen (2017, 290) and Chomanski (2019, 1000) empha-
size that these desires could be reflected and, as a result 
of such reflection, APs could persuade themselves not to 
follow them, even if—as it is in the case of AP servants—
these desires were as strong as the desire for food in the case 
of human beings. This means that APs desires would have 
a conscious character, instead of being some unconscious 
instincts. Hence, to reiterate, the character of the desires 
designed into APs would not differ significantly from the 
character of the desires of human beings (except in terms 
of their origin).

3  Manipulativeness as a shift 
in the discussion

The claim about manipulativeness is—as it has been already 
mentioned—an important shift in the discussion. The nov-
elty it brings is not only the argument and its content but also 
the perspective that differs from the perspective that has been 
dominating the discussion since its origins. Both Walker and 
Petersen were focused on the question of whether or not 
designing artificial servants wrongs them. As Petersen puts it 
in the title of one of his papers (Petersen 2017), the question 
is “Is it good for them too?” (“them” refers to AP servants). 
The same refers to Musiał and Danaher.

Hence, Chomanski’s claim about manipulativeness is 
not focused on the main topic of the discussion to date—
the well-being of the designee—and instead focuses on the 
attitude of the designers. What makes the argument about 
manipulativeness and the shift in the perspective an inter-
esting contribution is that even if one assumes that APs’ 
autonomy and general well-being are not harmed by design-
ing them as servants, the process of designing AP servants 
remains objectionable due to the manipulativeness of the 
designers. This is an important shift, since it shows that even 
if the consequences of designing AP servants can be ethical 
both for themselves and for society in general, something 
can still be wrong with the whole process due to the attitudes 
of the designers.

Actually, it seems that Chomanski’s shift of perspective 
largely depends on the fact that he—without stating it explic-
itly—embraces virtue ethics and considers manipulative-
ness as a vice, following Baron in that regard. Hence, it is 
worth comparing it with some other accounts that approach 
similar problems from the perspective of virtue ethics. The 
closest and most obvious account is Petersen’s approach 
(2007, 290–291). Petersen also briefly engages with virtue 
ethics and, however, he worries about the well-being and 
character of the designee, while Chomanski focuses on the 
well-being and character of the designer. Somewhat more 
distant and less obviously similar accounts are those that 
use virtue ethics in examining ethical problems with robots 
that are not persons. In particular, Rob Sparrow (2017, 2021) 
claims that virtue ethics enables us to clarify what is ethi-
cally objectionable in a situation in which a human being 
treats a robot which is not a person violently (e.g. by raping 
it), even if the robot is not—and cannot be—harmed. This 
objectionability results from the fact that this behaviour is 
an expression of vice: a negative trait in one’s character. It is 
clear that it is similar to Chomański’s approach, in the sense 
that virtue ethics enables us to condemn some actions taken 
towards robots, even if the robots do not suffer any harm 
because of them. Yet, the crucial difference is that Sparrow 
focuses solely on the character of the users of already exist-
ing robots, while Chomanski concentrates on the character 
of the designers of robots that are not yet built. In other 
words, Sparrow shows that it is bad for one’s character to use 
robots in particular ways, while Chomanski demonstrates 
that it is bad for one’s character to design robots in a specific 
manner. To be sure, Sparrow emphasizes the role of design-
ers and the importance of the process of designing robots, 
yet he does that in terms of the duties of designers and the 
consequences of their actions rather than in terms of their 
character traits (2017, 474–475). Hence, Chomanski’s posi-
tion seems to be novel and specific in terms of focusing on 
the character of robot designers, and particularly on the vice 
of manipulativeness. In the next section, I focus only on the 
presence of manipulativeness on the side of designers in the 
cases of various types of APs.

4  Manipulativeness in designing various 
types of APs

The idea that the discussion about AP servants actually 
refers to a broader range of cases is not entirely new. For 
instance, Petersen, Musiał and Danaher have suggested 
that many issues connected to designing AP servants are in 
many relevant respects similar to the discussion of geneti-
cally enhancing human beings. Hence, many questions that 
appear regarding designing APs can be extrapolated to cases 
of genetic enhancement and vice versa. However, in this 
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section, my aims are more modest: I only examine which 
kinds of APs inevitably involve manipulativeness as a part 
of their design.

4.1  AP servants

Chomanski directly addresses the question of whether it is 
possible to design AP servants without manipulativeness, 
and I believe that he is right when he claims there is no way 
to design AP servants without the designers being manipula-
tive (2019, 1011–1012). However, it is important to note that 
the kind of APs that Chomanski discusses is one of many, so 
it is at least possible that the APs discussed by Chomanski 
do have to be designed with manipulativeness, but some oth-
ers do not. First, it is worth examining what exact features 
Chomanski ascribes to the AP servants that he discusses.

Chomanski initiates his investigations by asserting that 
AP servants should necessarily meet two conditions: the 
human-level AI condition (they should have “human-level 
intelligence, (…) autonomy, rationality, the possession of a 
moral character and a conception of the good” (Chomanski 
2019, 995)) and the servitude condition (they “will have to 
be programmed in such a way as to be reliably willing to 
serve the relevant human needs (…) above almost all else” 
(Chomanski 2019, 996)). Hence, the first crucial feature of 
APs discussed by Chomanski is that they are artificial enti-
ties that possess all the necessary qualities to be considered a 
person, whatever these qualities are (Chomanski emphasizes 
that one of them should be human-level intelligence). This 
approach is common to all discussions about the APs men-
tioned above and is shared in my considerations presented 
below and the reason for this is obvious: if we want to dis-
cuss any group of artificial persons, they need to possess the 
features that persons possess (whatever these features are).

As for the servitude condition, it differentiates the kind of 
APs that Chomanski discusses from other kinds of APs. This 
condition makes the APs discussed by Chomanski servants 
and seems to refer both to—to refer to Petersen’s distinc-
tion—“general servitude” and “specific servitude” (Petersen 
2017, 289–291) (actually, Chomanski in his more recent text 
also distinguishes between these two kinds of servitude, 
although without using such terms (2021, 185)). General 
servants are those who do not have desires for any particular 
servitude actions, but for general servitude toward human 
beings, whatever they ask for—they simply have a “general” 
desire to serve humans. Specific servants are those who have 
a desire to do some particular tasks, such as a desire to wash 
clothes, iron them, etc. However, it is worth mentioning that 
specific servitude refers not only to APs designed to per-
form mundane tasks clearly being a kind of servitude, such 
as washing or ironing. It also refers to those that would be 
designed to be piano players or mathematicians. Moreover, 
it needs to be emphasized that both Petersen and Chomanski 

assume that the intensity of desires—either general or spe-
cific—to serve would be analogous to human beings’ desire 
for food and water. Hence, both general and specific AP 
servants are designed to be “willing to serve the relevant 
human needs (…) above almost all else” and thus are meet-
ing Chomanski’s servitude condition.

It seems that in the case of both general and specific AP 
servants, the manipulativeness of designers is clear. Design-
ers implement a general desire to serve or particular desires 
to perform some serving tasks and hence are “willing to 
orchestrate another’s choices in an excessive manner” by 
limiting another’s options and disregarding their rational 
capacities. Designers simply want both general and specific 
AP servants to do what they have been programmed to with-
out taking other options into account or reasoning whether 
it is good to do so. Hence, both cases are clear examples of 
manipulativeness.

There are two main reasons why general and specific AP 
servants are designed with inevitable manipulativeness in 
mind. The first is the strength of desires that are assigned 
to them. The second is a lack of alternative—not designed 
by the programmers—desires they could obtain and follow. 
These two features limit APs’ options and express a disre-
gard for their rational capacities and therefore enable pro-
grammers to believe they can lead AP servants to act as they 
want them to. Hence, it is worth considering cases of APs in 
which desires programmed by designers are weaker and can 
be accompanied by desires not programmed by designers.

4.2  AP workers

One such case is described in Chomański’s more recent 
paper, in which he discusses the case of APs made for profit 
(Chomanski 2021)—I will call them AP workers. Clearly, 
AP workers would meet the human-level AI condition, and 
they have all the features necessary to consider them per-
sons equal to human beings. They would be designed to 
be able to participate in a labor market, but also—as Cho-
manski suggests—“a life outside of their work” (Chomanski 
2021, 192). They could neither be owned by anyone nor be 
designed with a desire to cause suffering. Such AP workers 
could be hired by various companies that would pay the 
designers of AP workers for training them, analogous to 
how teams who have trained football players receive some 
money from their first employers. Finally, they would not be 
servants, either general or specific. What Chomanski means 
by this is that AP workers would possess neither a general 
desire to serve others unconditionally nor a narrow range 
of desires to perform certain particular tasks. Instead, they 
would possess a broad range of abilities, particularly the 
ability to learn. Moreover, AP workers would not be uncriti-
cal of their employers and their given tasks.
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While AP workers would have to be designed to desire to 
work to some degree—otherwise, Chomanski’s whole idea 
of APs made for profit would be pointless—this desire would 
not be as strong as in the case of AP servants. Chomanski 
mentions that AP workers could not only choose which 
company they would like to work for but also quit their job 
at a particular company to move to another, or they could 
also resign from working altogether (2021, 190). Moreover, 
Chomanski asserts that AP workers would also have “a life 
outside of their work” (Chomanski 2021, 192). While this 
statement is not elaborated by Chomanski, it seems reason-
able to claim that this means that AP workers would have 
some desires that not only would not refer to work but also 
would not be programmed by the designers but would be 
acquired by AP workers themselves during their existence.

Before getting to the question of whether AP workers can 
be designed without manipulativeness on the side of design-
ers, it is worth discussing the concept of AP workers in more 
detail, since it may raise understandable doubts and skepti-
cism. Again, to imagine such a situation, we can recall the 
robot Andrew from “Bicentennial Man”, who earns money 
by building and repairing clocks and is able to pay a human 
engineer to improve his embodiment with his own funds. 
Actually, a similar scenario is also debated outside the sci-
ence-fiction realm. Samir Chopra with Laurence F. White 
(2011, 162–170) and Jacob Turner (2019, 197–201) discuss 
providing AI with legal personhood and, as a result, with 
a right to own property and money, to conclude contracts, 
or to sue others. Yet, one could wonder whether it is the 
right thing to do. Even assuming that we would agree that 
APs are persons in the moral sense, why would we decide 
that they are also persons in the legal sense and grant them 
powers such as those mentioned above? Why would people 
decide that robots can earn money and own goods? While 
there are various arguments for and against such a resolu-
tion, one possible answer is that if we recognize APs as 
moral persons equal to humans, and design them to have 
their desires and require some resources to maintain—such 
as electricity—and they were nobody’s property (since it 
is rather uncontroversial that moral persons should not be 
owned by anyone), then letting them work and earn is prob-
ably the best way to enable them to achieve those desires 
and obtain the resources. Otherwise, we would have to pro-
vide them with electricity and other goods for free, which 
seems even more controversial, or to ignore their desires 
and needs, which would also be highly questionable, since 
we would be the ones who brought them into a miserable 
existence. Then, in a sense, granting robots moral person-
hood and making them equal to humans results in problems 
that can be solved by granting them legal personality. Such a 
scenario of course remains highly speculative and even more 
controversial. Yet, to repeat, one of the side- or meta-aims 
of this study is to signal the problems that would appear if 

robots became persons, and hence to enable us to decide 
whether developing such robots is an aim we would like to 
try to achieve at all.

Let us get back to the bottom line: Does designing such 
AP workers involve a manipulativeness on the side of 
designers? I believe it does. One could claim that a manipu-
lativeness is not present because the desires programmed 
by designers for AP workers are significantly weaker than 
those programmed for AP servants, and also because AP 
workers can have their own desires not programmed by the 
designers. I assert that this only means that the manipulative-
ness is weaker, and not that it is utterly absent. Moreover, as 
Chomański shows in his “manipulativeness without manipu-
lation” claim, when we discuss a designer’s manipulative-
ness, we do not necessarily have to consider whether anyone 
is actually manipulated as a result or the consequences of 
manipulativeness in general. To remind, manipulativeness 
means “willing to orchestrate another’s choices in an exces-
sive manner” by “limiting another’s options” and “disre-
garding their rational capacities.” I contend that in the case 
of AP workers, designers attempt to lead APs to act as they 
want them to—they want to receive money from the com-
pany, and it is possible only if APs want to work and do so 
efficiently, so they design AP workers in such a way. In this 
sense, they aim to limit APs’ options and disregard their 
rational capacities to shape their own future, though to a 
lesser degree than in the case of AP servants, but still. Actu-
ally, my claim that manipulativeness is present even if the 
designed desires are not overwhelming and accompanied 
by other, non-designed desires seems to be compatible with 
Chomanski’s approach—he asserts that manipulativeness is 
present even if designers “do not exercise complete control 
over the AI’s psychological profile” (2019, 1012). However, 
one could formulate at least three doubts about the claim that 
designing AP workers is manipulative.

Regarding the first doubt, one could claim that designing 
AP workers does not have to necessarily involve manipu-
lativeness and that to eliminate it, it is enough to design 
weaker desires and leave more room for other desires. In 
other words, one could argue that the only reason why the 
case of AP workers involves manipulativeness is that the 
desires programmed by the designers are too strong and that 
they influence the APs too much in comparison to their other 
desires not programmed by the designers. As a result, to 
eliminate manipulativeness, it is sufficient to weaken the 
former and increase room for the latter. I disagree with this. 
I believe that in such a case, designers are still “willing to 
orchestrate another’s choices in an excessive manner.” Actu-
ally, the fact that they are willing to orchestrate another’s 
choices is unequivocal. What might be equivocal is whether 
they do so in an excessive manner. I believe that they do 
so, since they attempt to significantly limit APs’ options 
by disregarding their rational capacities. In particular, the 
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disregard for rational capacities is excessive, since there 
are ways to limit others’ options without disregarding their 
rational capacities, as I show in the next paragraph. Moreo-
ver, I believe that additional excessiveness stems from the 
fact that such orchestration is not unavoidable, since it is 
possible to design APs without intentionally determining 
their future and orchestrating their choices—I discuss such 
cases in the next section. Therefore, I contend that if (1) 
we can make attempts to program some desires into APs 
without disregarding their rational capacities and (2) we 
can bring APs to life without intentionally determining their 
desires, then ignoring these opportunities results in an exces-
sive willingness to orchestrate another’s choices and, hence, 
involves manipulativeness.

Regarding the second doubt, one could argue that the 
understanding of manipulativeness demonstrated above is 
too broad, particularly because parenting and education 
turn out to be manipulative in light of it. After all, parenting 
and education are not unavoidable and may involve limit-
ing options and disregarding rational capacities. This means 
that parenting and education can involve manipulativeness 
but do not have to. In particular, parenting and education 
can respect the rational capacities of the entity in ques-
tion. Parenting and education can be about persuading and 
explaining, which respect the rational capacities of a child, 
but can also be about forcing and ordering, which disregard 
the rational capacities of a child. The latter case involves 
manipulativeness, while the former does not. Therefore, my 
understanding of manipulativeness covers some parenting 
and education cases in which a child’s rational capacities are 
not respected. However, parenting and education that respect 
the rational capacities of a child are not manipulative, even 
though they may lead to a limitation of options and are not 
unavoidable. Simply speaking, parenting and education 
may be free of manipulativeness. In contrast, I believe that 
designers who choose to intentionally design APs do not—
and actually cannot—respect the rational capacities of the 
APs they design. They do not raise or teach APs by ask-
ing, persuading, and explaining some things. They simply 
program particular desires without asking, persuading or 
explaining—without taking APs’ rational capacities into 
account. This is a crucial difference between the intentional 
design of APs on the one hand and parenting and educating 
on the other. This is why I believe that while parenting and 
education—of both human beings and APs—do not have 
to involve manipulativeness, intentionally designing APs is 
unavoidably manipulative.

Regarding the third doubt, one could assert that in some 
cases, manipulativeness can prevent some significant harm 
or create some significant good and that in such cases, 
manipulativeness could be justified. While this might be 
true, this neither means that in such cases, manipulativeness 
is absent nor that it is not objectionable—it only means it 

can be justified. For instance, one of the conditions that Cho-
manski proposes AP workers should meet is designing them 
not to desire to intentionally cause another’s suffering. Such 
designing involves being manipulative (since it expresses 
a “willing to orchestrate another’s choices in an excessive 
manner” by “limiting another’s options” and “disregarding 
their rational capacities”), yet this manipulativeness can be 
justified. Recall that in this study, I do not claim that the 
presence of manipulativeness either always or sometimes 
should directly result in condemning or banning an action 
that involves it. My aim is only to discuss in which cases 
of designing APs manipulativeness is present and in which 
cases it is not. Hence, to return to the bottom line, if the 
intentional design is the problem, then probably the best way 
to avoid the presence of manipulativeness is to develop APs 
without intentionally designing their desires. The following 
section discusses what this may look like.

5  Designing APs without manipulativeness: 
AP randoms

There seem to be two alternatives to the intentional design 
of AP desires. The first is to not design any “innate” desires 
at all, and the second is to randomize the selection of APs’ 
desires, making it nonintentional. I will call APs resulting 
from these two modes of designing “AP randoms” to empha-
size their main feature, which is their random character. 
Now, I briefly describe both modes of the non-manipulative 
design of AP randoms and I then discuss various dilemmas 
connected to bringing AP randoms to existence.

The first way of avoiding an intentional design of 
desires—and hence avoiding manipulativeness—is to not 
design any desires at all. AP randoms resulting from such a 
design would be “tabula rasa” with regard to desires. How-
ever, such an approach can be problematic if we recognize 
that some visions of personhood might consider “innate” 
desires a constitutive feature of personhood. In other words, 
from some perspectives on personhood, one cannot be a 
person without possessing some “innate” desires. If these 
were some specific desires, they could be intentionally pro-
grammed into APs and probably would not involve manipu-
lativeness, since they are unavoidable in terms of being a 
necessary condition of regarding APs as persons. If these 
were some desires in general, they could be programmed by 
following the second approach to avoiding the intentional 
design of desires. This means that both methods can be com-
bined, at least to a degree.

The second way of avoiding the intentional design of 
desires—and hence avoiding manipulativeness—is to rand-
omize the selection of desires programmed into APs. Again, 
such randomization would refer to all the desires of APs 
apart from those that would be seen as constitutive of their 
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personhood. APs’ desires would be randomly selected by 
an algorithm, which would work in a way that the designers 
could not predict (otherwise, the designers would still be 
manipulative). Moreover, the algorithm would not possess 
the status of a person (otherwise, the algorithm itself would 
be guilty of manipulativeness). Actually, Petersen mentions 
such a possibility when he examines what kinds of buttons 
can be pushed on a hypothetical machine able to create per-
sons—Person-O-Matic—naming them “typical persons” 
(Petersen 2017, 286–287).

Apart from implementing one or both methods of non-
intentional design, it is crucial to make such APs capable of 
changing their desires, at least to the degree that is given to 
human beings. It is important because otherwise, design-
ers could still be accused of manipulativeness. They would 
excessively orchestrate APs’ choices, limit their options 
and disregard their reasoning by making them unable to 
change their desires in any way. Hence, such APs with 
random desires would have to be able to understand, criti-
cally reconsider and transform their various features to free 
designers from being accused of being manipulative. Actu-
ally, Chomanski and Petersen consider a very similar abil-
ity a condition of the personhood of APs and refer to this 
as “a capability of reflection.” Chomanski follows Petersen, 
who in turn follows Harry Frankfurt and contends that “It is 
plausibly a necessary condition of personhood that one be 
able to reflect on one’s desires, for example, and reconsider 
them” (Petersen 2011, 289). Chomanski follows Petersen’s 
account of reflection and asserts that reflection is a necessary 
condition for autonomy: “AI servants would be autonomous 
(…) provided that they are given the capacity to genuinely 
reflect on, and possibly change, their motivations, etc. (Cho-
manski 2019, 1003)).” In turn, I believe that programming a 
capacity for reflection into AP randoms would additionally 
enable their designers to avoid manipulativeness.

It is worth noting that taking all of these measures against 
manipulativeness would have significant consequences. 
Specifically, developing AP randoms would result in cre-
ating APs who are unpredictable and uncontrollable at a 
level comparable to that of human beings. Such APs would 
no longer more or less faithfully achieve aims designed by 
humans but would follow their own—unpredictable and 
uncontrollable—aims, which might be incoherent with 
humans’ aims. Most likely, the most radical example of 
this is the fact that in the randomized selection of AP ran-
doms’ desires, to avoid manipulativeness, we would have to 
enable the algorithm to choose features we might consider 
unethical. For instance, one could argue that enabling the 
algorithm to program into AP a desire to cause suffering to 
others would be wrong. However, eliminating such a desire 
from the range of available features might be considered 
manipulative, since it fulfils the features of being “willing 
to orchestrate another’s choices in an excessive manner”: it 

limits APs’ options, disregards rational capacities and is not 
necessary. Of course, one could argue that manipulativeness 
is far less important than reducing suffering and that the lat-
ter can justify the former. Moreover, the fact that we would 
choose to avoid manipulativeness and enable APs to possess 
“innate” desires to cause suffering does not mean that we 
would simply accept this desire and its consequences—we 
could try to prevent it through socialization, as we do in the 
case of human beings who seem to share similar desires. Of 
course, the efficiency of such attempts would depend on the 
quality of socialization, the strength of desires and many 
other factors. Hence, the question is whether we want APs 
to be unable to hurt others or to be able to hurt others but 
choose not to do so. However, whatever we would choose to 
do with particularly controversial desires such as the desire 
to cause another’s suffering, the bottom line here is that AP 
randoms developed in both aforementioned ways would 
be unpredictable and uncontrollable to a degree similar to 
human beings.

The obvious question is, what would be the point of 
developing AP randoms, and is it worth developing them 
at all? The general answer seems to be that the role of AP 
randoms in our lives would be analogous to the role of other 
human beings. As, somewhat romantically, Walker puts it, 
“we should create this sort of AI because we intend to love 
them, and hope that they love us; just as we intend and hope 
the same for our human children” (Walker 2006). Petersen 
also, while discussing “typical persons,” argues that they 
“could plausibly bring ethical benefit to a great many cou-
ples who are not otherwise able to have biological children” 
(Petersen 2017, 287). John Danaher takes this idea one step 
further and presents the interesting and controversial idea of 
artificial offspring, who—as he sees it—could be in some 
ways better than natural offspring (Danaher 2017b).

Such ideas of embracing AP randoms involve a signifi-
cant shift in our attitude toward technological artifacts. Of 
course, ideas of embracing any APs or providing robots 
with rights also involve them, but the case of AP ran-
doms seems so radical that it illustrates the consequences 
of such embracing in a particularly stark and clear man-
ner. In brief, this seems to illustrate that embracing AP 
randoms in particular and, to a lesser degree, APs in 
general involves some shifts in our perception of tech-
nological artifacts and our relations to them. First, and 
probably most generally, AP randoms would not be tools 
made to be used for humans’ own good and to achieve 
humans’ aims (as in the case of other technological arti-
facts), but persons created to be with humans who follow 
their own aims and try to achieve their own benefit. It is 
worth emphasizing that the good and aims of AP randoms 
may not be coherent with humans’ good and aims, and 
sometimes the former may remain in contrast and compete 
with the latter. Moreover, as I have already mentioned, 
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AP randoms would be uncontrollable and unpredictable 
(to a greater degree than other types of APs and in stark 
contrast to other technological artifacts). This means that 
AP randoms would not be typical technological artifacts 
created to make humans’ lives easier (however, while the 
intentional purpose of most technological artifacts is to 
make humans’ lives easier, it is not rare for unintentional 
consequences of their implementation to have the opposite 
effect) but rather would make our lives more complicated 
(which, of course, does not mean “worse”).

To be clear, the fact that we can design APs without 
manipulativeness by developing AP randoms does not 
mean that we should do so. First, while manipulativeness 
may always be objectionable, it might also be justifiable. 
Hence, it is plausible to say that its presence might be jus-
tified by defending some other values or preventing some 
other harms. In other words, while AP randoms seem to 
be the best (or even the only) means to design APs without 
manipulativeness, it does not matter that they are generally 
the best means to design APs. Second, and more generally, 
designing AP randoms in particular and, to a lesser degree, 
APs in general involves the abovementioned shifts in our 
attitude towards technology—from a controllable and pre-
dictable tool that serves our aims and makes our lives easier 
to an uncontrollable and unpredictable person who has its 
own aims, tries to achieve its own good, often competing 
with humans beings in doing so, and hence makes our lives 
more complicated. Whether we should make these shifts and 
elevate the status of technology is a matter of very detailed 
debate and by no means can be decided or even examined 
here.

Hence, to repeat, while there is a reasonable scenario in 
which we could design APs without being manipulative, it 
is by no means the only reasonable scenario on the table. 
There are also scenarios in which we can consider manipu-
lativeness non-objectionable or objectionable but justifiable 
and develop not only AP randoms but also AP workers and 
AP servants. There is a possible scenario in which we could 
develop AP workers and AP servants instead of AP randoms 
(probably to avoid the unpredictability and uncontrollability 
of the latter). Finally, there is a scenario in which we should 
not develop any APs at all.

Advocating for any of these scenarios requires taking a 
position on the aforementioned shifts in our attitudes toward 
technology. Clearly, such a position does not have to involve 
a binary “yes or no” decision, but it may agree or disagree 
with the shifts to some degree. This of course involves exam-
ining many issues—not only manipulativeness—connected 
to APs’ good (e.g., their autonomy) and humans’ good (for 
instance, perspectives of technological unemployment or 
the meaningfulness of human life) and perspectives on their 
hierarchy ranging from anthropocentric humanism to anti-
anthropocentric posthumanism. Again, all of this is a matter 

of a detailed debate, and examining this here is beyond the 
scope of this study.

6  Conclusion

In this study, I have discussed Chomanski’s claim about 
manipulativeness to show that it significantly shifts the 
whole discussion on AP servants on the one hand and can be 
extrapolated to other kinds of APs on the other. Specifically, 
I have asserted that any design that intentionally determines 
AP’s desires involves manipulativeness. Moreover, I have 
examined a way of designing APs that enables avoiding the 
presence of manipulativeness and have briefly discussed its 
consequences.
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