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Abstract
We consider the PBW basis of the quantum toroidal algebra of gln, which was devel-
oped in Negut, (Adv. Math. 372, 2020), and prove commutation relations between
its generators akin to the ones studied in Burban and Schiffmann (Duke Math. J.
161(7):1171–1231, 2012) for n = 1. This gives rise to a new presentation of the
quantum toroidal algebra of type A.

Keywords Quantum toroidal algebra · PBW basis

1 Introduction

Let us fix n > 1, and consider the type A quantum affine algebra:

Uq(ġln) = Uq(ṡln)⊗ Uq(ġl1)

(dots will replace hats in the present paper) whose generators are of two kinds:

• the simple root generators {x±i }i∈Z/nZ of Uq(ṡln)

• the imaginary root generators {p±k}k∈N of Uq(ġl1)

Our main object of study is the typeA quantum toroidal algebra, which was shown
in [10] to factor, as a vector space, in terms of slope subalgebras:

Uq,q(g̈ln)
∼=

→⊗

μ∈Q�∞
Bμ (1.1)

where if b
a
is a reduced fraction with b ∈ Z and a ∈ N � 0, we have:

B b
a

∼−→ Uq(ġl n
g
)⊗g (1.2)
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A. Negut,

where g = gcd(n, a). The isomorphisms (1.2) imply that the simple and imagi-
nary generators of quantum affine algebras give rise to the following elements of
Uq,q(g̈ln):

• Simple root generators P
(k)
[i;j)

defined for all:

(i, j) ∈ Z
2

(n, n)Z
, i �≡ j mod n, k ∈ Z s.t. gcd(k, j − i) = 1 (1.3)

• Imaginary root generators P
(k′)
lδ,r defined for all:

r ∈ Z/gZ, k′ ∈ Z, l ∈ Z (1.4)

We will often extend the notation (1.3) by setting:

P
(k)
[i;i+nl)

:= P
(k)
lδ,i (1.5)

whenever gcd(k, nl) = 1.

The elements P
(k)
[i;j)

and P
(k′)
lδ,r lie in Bμ ⊂ Uq,q(g̈ln), where the slope μ is defined

as:

μ = k

j − i
for (1.3) and μ = k′

nl
for (1.4)

and the subscript of the P ’s refers to their grading as elements of Uq,q(g̈ln), where:

[i; j) =
{

ς i + ...+ ς j−1 if i ≤ j

−ς j − ...− ς i−1 if i > j
, ς i = (0, ..., 0, 1, 0, ..., 0︸ ︷︷ ︸

1 on ith position

), δ = (1, ..., 1)

(1.6)
lie in Zn. See Section 3.14 for the definition of the root generators introduced above,
as well as for the precise combinatorics behind their indexing sets. As shown in [10],
ordered products of the root generators described above give rise to a PBW basis
of the quantum toroidal algebra. The main goal of the present paper is to compute
commutation relations between the aforementioned root generators, which will allow
us to give a new presentation of the quantum toroidal algebra:

Theorem 1.1 The map P
(k)
[i;j)


→ p
(k)
[i;j)

, P (k)
lδ,r 
→ p

(k)
lδ,r yields an isomorphism:

(1.7)

where for any coprime integers a, b with g = gcd(n, a), we set:

E b
a
:= Uq(ġl n

g
)⊗g (1.8)
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The PBW Basis of Uq,q (g̈ln )

and we label the simple and imaginary root generators by:

Uq

(
ġl n

g

)⊗g � 1⊗ ...⊗ 1⊗ x±i ⊗ 1⊗ ...⊗ 1
︸ ︷︷ ︸

x±i on rth position

� p
(±b)
±[ai+r;a(i+1)+r)

∈ E b
a

Uq

(
ġl n

g

)⊗g � 1⊗ ...⊗ 1⊗ p±k ⊗ 1⊗ ...⊗ 1︸ ︷︷ ︸
p±k on rth position

� p

(
± bkn

g

)

± akδ
g

,r
∈ E b

a

The relations among the various p
(k)
[i;j)

, p
(k′)
lδ,r ∈ C are, for all indices, as follows:

[
p

(k)
[i;j)

, p
(k′)
lδ,r

]
= x

(k),(k′)
[i;j),lδ,r (1.9)

if

∣∣∣∣det
(

k k′
j − i nl

)∣∣∣∣ = gcd(k′, nl), and:

p
(k)
[i;j)

p
(k′)
[i′;j ′)q

◦ − p
(k′)
[i′;j ′)p

(k)
[i;j)

q• = y
(k),(k′)
[i;j),[i′;j ′) (1.10)

if det

(
k k′

j − i j ′ − i′
)
= gcd(k + k′, j − i + j ′ − i′). Above, the elements:

x
(k),(k′)
[i;j),lδ,r ∈ E k+k′

j−i+nl

and y
(k),(k′)
[i;j),[i′;j ′) ∈ E k+k′

j−i+j ′−i′

as well as the numbers ◦, • ∈ {−1, 0, 1}, will be defined explicitly in Theorem 4.3.

One can better understand the intuition behind Theorem 1.1 by associating vectors:

(j− i, k) and (nl, k′) to the generators P
(k)
[i;j)

and P
(k′)
lδ,r , respectively. Then (1.7) states

that generators whose associated vectors are parallel obey the relations in the algebras
(1.2), while relations (1.9) and (1.10) state that generators whose associated vectors
are “close to each other” also obey a certain commutation relation.

Although we only consider n > 1, the n = 1 analogue of Theorem 1.1 would
be precisely the main result of [13], where Schiffmann established the isomorphism
between the Ding-Iohara-Miki algebra (the n = 1 version of the quantum toroidal
algebra) and the elliptic Hall algebra studied by Burban-Schiffmann in [1]. Indeed,
the n = 1 version of relations (1.9) and (1.10) were shown in loc. cit. to hold in the
Hall algebra of the category C1 of coherent sheaves over an elliptic curve over Fq .
The dream would be to find an analogue Cn of the aforementioned category, whose
double Hall algebra is isomorphic to the quantum toroidal algebra, for all n. While
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we do not have a precise proposal for such a category, Theorem 1.1 gives hints as to
what such a Cn should be, by positing that the generators:

{
P

(k)
[i;j)

, P
(k′)
lδ,r

}
∈ Uq,q(g̈ln) (1.11)

be related to the classes of indecomposable objects in Cn and that relations (1.9),
(1.10) provide information on the extensions between these objects in Cn.

The structure of this paper is the following:

• In Section 2, we review the quantum affine algebra Uq(ġln).
• In Section 3, we review the shuffle algebra A and its isomorphism with Uq,q

(g̈ln).
• In Section 4, we properly state and prove Theorem 1.1.
• In Section 5, we state and prove an alternate version of Theorem 1.1, which will

yield a different presentation of Uq,q(g̈ln), that will be used in [11].
• In Section 6, we provide an index of notations.

2 QuantumAlgebras

The main purpose of the present section is to review the quantum algebra Uq(ġln).

• In Section 2.1, we review bialgebras, pairings and the Drinfeld double
• In Section 2.2, we recall the definition of Uq(ṡln) as a bialgebra
• In Section 2.3, we recall the definition of Uq(ġl1) as a bialgebra; we also point

out the non-degeneracy of the pairings (2.20) and (2.28) in Remark 2.2
• In Section 2.4, we study Uq(ġln) = Uq(ṡln)⊗Uq(ġl1) and its generators e±[i;j)

• In Section 2.5, we discuss the PBW basis, the grading, and the classification of
primitive elements of Uq(ġln)

• In Section 2.6, we connect the generators x±i , p±k of Uq(ṡln)⊗Uq(ġl1) with the
generators e±[i;j) of Uq(ġln) (see Definition 2.4)

• In Section 2.7, we define the order n automorphism of Uq(ġln), and prove a
Proposition that will be used later on

• In Section 2.8, we consider elements ē±[i;j) ∈ Uq(ġln), which are closely related
to the antipodes of e±[i;j)

2.1 Bialgebras

All algebras A considered in the present paper are bialgebras over a field F, meaning
that they are endowed with a product and coproduct:

A⊗ A
∗−→ A A

�−→ A⊗ A

which are associative and coassociative, respectively. All our bialgebras will be
endowed with a unit 1 : F → A and a counit ε : A → F. The most important
property of the data above is compatibility between product and coproduct:

�(a ∗ a′) = �(a) ∗�(a′) (2.1)
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∀a, a′ ∈ A. We will often use Sweedler notation for the coproduct, namely:

�(a) = a1 ⊗ a2 (2.2)

∀a ∈ A, which implies the existence of a hidden summation sign in front of the
tensor in the right-hand side (so the full notation would be �(a) = ∑

ia1,i ⊗ a2,i
with i running over some indexing set). Then (2.1) can be written as:

(aa′)1 ⊗ (aa′)2 = a1a
′
1 ⊗ a2a

′
2

Given bialgebras A+ and A−, a bialgebra pairing between them:

〈·, ·〉 : A+ ⊗ A− → F (2.3)

is an F–linear pairing which satisfies the properties:

〈a ∗ a′, b〉 = 〈a ⊗ a′, �op(b)〉 (2.4)

〈a, b ∗ b′〉 = 〈�(a), b ⊗ b′〉 (2.5)

for all a, a′ ∈ A+ and b, b′ ∈ A− (where �op denotes the opposite coproduct) and
〈a, 1〉 = ε(a), 〈1, b〉 = ε(b) for all a and b. We will often abuse notation by writing:

〈b, a〉 = 〈a, b〉
for all a ∈ A+, b ∈ A−.

Definition 2.1 [3] Given any two bialgebras A+ and A− with a bialgebra pairing
(2.3) between them, consider the vector space:

A = A+ ⊗ A−

It can be made into a bialgebra by requiring that A+ ∼= A+ ⊗ 1 and A− ∼= 1 ⊗ A−
are sub-bialgebras of A, which freely generate A subject to the relations:

a1b1〈a2, b2〉 = 〈a1, b1〉b2a2 (2.6)

∀a ∈ A+, b ∈ A−, where in (2.6) we use Sweedler notation (2.2) for �(a) and �(b).

2.2 Quantum affine groups I

Throughout the present paper, Kronecker δ symbols are considered mod n, i.e., δi
j =

1 if i ≡ j mod n, and 0 otherwise. Consider the type A quantum group:1

Uq(ṡln) = Q(q)〈x±i , ψ±1
s , c±1〉i∈Z/nZ

s∈{1,...,n} (2.7)

modulo the fact that c is central, as well as the following relations:

ψsψs′ = ψs′ψs (2.8)

ψsx
±
i = q±(δi+1

s −δi
s )x±i ψs (2.9)

[x±i , x±j ] = 0 if j /∈ {i − 1, i + 1} (2.10)

1Note that the algebra below is slightly larger than the usual type A quantum group, as it contains
ψ1, ..., ψn and not just their ratios. We choose this definition for notational convenience.
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[x±i , [x±i , x±j ]q ]q−1 = 0 if j ∈ {i − 1, i + 1} (2.11)

[x+i , x−j ] =
δ
j
i

q − q−1

(
ψi+1

ψi

− ψi

ψi+1

)
(2.12)

2for all i, j ∈ Z/nZ and s, s′ ∈ {1, ..., n}, where we write:
[a, b]q = ab − qab (2.13)

We will extend the indexing set of the ψ’s to all integers by setting:

ψs+n = cψs (2.14)

∀s ∈ Z. The counit given by ε(x±i ) = 0, ε(ψs) = 1 and the coproduct given by:

�(c) = c ⊗ c, �(ψs) = ψs ⊗ ψs (2.15)

�(x+i ) = ψi+1

ψi

⊗ x+i + x+i ⊗ 1 (2.16)

�(x−i ) = 1⊗ x−i + x−i ⊗ ψi

ψi+1
(2.17)

make Uq(ṡln) into a bialgebra. It is easy to see that the “half” subalgebras:

U≥
q (ṡln) = Q(q)〈x+i , ψ±1

s , c±1〉i∈Z/nZ

s∈{1,...,n} ⊂ Uq(ṡln) (2.18)

U≤
q (ṡln) = Q(q)〈x−i , ψ±1

s , c±1〉i∈Z/nZ

s∈{1,...,n} ⊂ Uq(ṡln) (2.19)

are bialgebras. There is a bialgebra pairing:

U≥
q (ṡln)⊗ U≤

q (ṡln)
〈·,·〉−→ Q(q) (2.20)

determined by properties (2.4)–(2.5), the formulas:

〈x+i , x−j 〉 =
δi
j

q−1 − q
and 〈ψs, ψs′ 〉 = q

−δs
s′ (2.21)

(all other pairings between the generators are trivial). It is well-known that (2.7) is
a Drinfeld double with respect to the pairing (2.20) (see Subsection 2.10 of [10] for
the precise statement, as in entails identifying the Cartan elements ψs in the positive
half (2.18) with the same-named elements in the negative half (2.19)). Let:

U±
q (ṡln) ⊂ Uq(ṡln) (2.22)

be the subalgebras generated by {x±i }i∈Z/nZ.

2.3 The Heisenberg algebra

We also consider the q–deformed Heisenberg algebra:

Uq(ġl1) = Q(q)〈p±k, c
±1〉k∈N (2.23)

2As written, the q-Serre relation (2.11) assumes n > 2. For n = 2, one must replace it with a similar
expression which is cubic in x±i .
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where c is central and the p±k all commute, except for:

[pk, p−k] = k · ck − c−k

qk − q−k

The counit ε(pk) = 0, ε(c) = 1 and the coproduct given by �(c) = c ⊗ c and:

�(pk) = ck ⊗ pk + pk ⊗ 1 (2.24)

�(p−k) = 1⊗ p−k + p−k ⊗ c−k (2.25)

make Uq(ġl1) into a bialgebra. As in the previous subsection, it is easy to see that the
Heisenberg algebra is the Drinfeld double of its two halves:

U≥
q (ġl1) = Q(q)〈pk, c

±1〉k∈N ⊂ Uq(ġl1) (2.26)

U≤
q (ġl1) = Q(q)〈p−k, c

±1〉k∈N ⊂ Uq(ġl1) (2.27)

with respect to the bialgebra pairing:

U≥
q (ġl1)⊗ U≤

q (ġl1)
〈·,·〉−→ Q(q) (2.28)

which is determined by properties (2.4)–(2.5) and the formula:

〈pk, p−k〉 = k

q−k − qk
(2.29)

(all other pairings between the generators are trivial). We will write:

U±
q (ġl1) ⊂ Uq(ġl1) (2.30)

for the subalgebras generated by {p±k}k∈N.

Remark 2.2 The pairings (2.20) and (2.28) are non-degenerate: for the former this is
proved in [9], while for the latter, non-degeneracy holds because the bases:

{pλ = pλ1pλ2 . . . }λ=(λ1≥λ2≥... ) ⊂ U+
q (ġl1)

{p−μ = p−μ1p−μ2 . . . }μ=(μ1≥μ2≥... ) ⊂ U−
q (ġl1)

have the property that 〈pλ, p−μ〉 = δ
μ
λ · non-zero constant. This underscores a slight

imprecision in our terminology: when we call the pairings (2.20) and (2.28) non-
degenerate, what we are actually claiming (and using in the present paper) is the
non-degeneracy of their restrictions to the ± subalgebras, namely:

U+
q (ṡln) ⊗ U−

q (ṡln)
〈·,·〉−→ Q(q) (2.31)

U+
q (ġl1) ⊗ U−

q (ġl1)
〈·,·〉−→ Q(q) (2.32)

One can still make sense of the non-degeneracy of the pairings (2.20) and (2.28),
but this would require certain modifications, such as working over the ring of power
series in log(q), replacing ψs by log(ψs) in the definition of the quantum group, and
adding more central elements. We will not need this extra layer of complexity.
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2.4 Quantum affine groups II

Let us consider the bialgebra:

Uq(ġln) = Uq(ṡln)⊗ Uq(ġl1)/(c ⊗ 1− 1⊗ c) (2.33)

By combining the results of [2] and [4], the algebra Uq(ġln) is generated by:

〈e±[i;j), ψ
±1
s , c±1〉s∈{1,...,n}

(i<j)∈ Z2
(n,n)Z

(2.34)

where the generators e±[i;j) satisfy quadratic relations (the famous RT T = T T R

relations of [7, 12], see [10] for an overview), and their coproduct is given by:

�(e[i;j)) =
j∑

s=i

e[s;j)

ψs

ψi

⊗ e[i;s) (2.35)

�(e−[i;j)) =
j∑

s=i

e−[i;s) ⊗ e−[s;j)

ψi

ψs

(2.36)

We conclude that Uq(ġln) is generated by either the set of generators (2.34) or by:

〈x±i , p±k, ψ
±1
s , c±1〉i∈Z/nZ

k∈N,s∈{1,...,n} (2.37)

The connection between these two generating sets is given by:

e[i;i+1) = x+i (q − q−1) (2.38)

e−[i;i+1) = x−i (q−2 − 1) (2.39)

We do not know an explicit formula for p±k in terms of the e±[i;j), but we will
explain how to obtain an implicit connection in the following subsections.

2.5 Primitive elements I

The generators e±[i;j) give rise to PBW bases of the subalgebras:

U±
q (ġln) = Q(q)〈x±i , p±k〉i∈Z/nZ,k∈N = Q(q)〈e±[i;j)〉

(i<j)∈ Z2
(n,n)Z

⊂ Uq(ġln)

(2.40)
by which we mean that U±

q (ġln) is spanned, as a Q(q)–vector space, by products of
e±[i;j)’s in a specific order (for example, ascending order of j−i, and then ascending
order of i mod n to break ties). We note the triangular decomposition:

Uq(ġln) = U+
q (ġln)⊗ U0

q (ġln)⊗ U−
q (ġln)

where U0
q (ġln) = Q(q)[ψ±1

s , c±1]1≤s≤n. The algebra Uq(ġln) is graded by Z
n, with:

deg e±[i;j) = ±[i; j), degp±k = ±kδ, degψs = 0 (2.41)

where [i; j) and δ = (1, . . . , 1) are defined in (1.6). For all s, consider:

ϕs = ψs+1

ψs

(2.42)
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It is easy to see that the coproduct of any element x ∈ U±
q (ġln) takes the form:

�(x) =
n∏

i=1

ϕ
ki

i ⊗ x + . . .︸︷︷︸
intermediate terms

+x ⊗ 1 if x ∈ U+
q (ġln) (2.43)

�(x) = 1⊗ x + . . .︸︷︷︸
intermediate terms

+x ⊗
n∏

i=1

ϕ
ki

i if x ∈ U−
q (ġln) (2.44)

if deg(x) = (k1, . . . , kn) ∈ Z
n, where the intermediate terms are all of the form

x′ ⊗ x′′ with deg x′, deg x′′ �= 0. An element x ∈ U±
q (ġln) is called primitive if its

coproduct has no intermediate terms. The following is a well-known result.

Lemma 2.3 The only primitive elements of U±
q (ġln) are {x±i }i∈Z/nZ, {p±k}k∈N and

their scalar multiples.

Proof The product of the pairings (2.20) and (2.28) yields a bialgebra pairing:

U≥
q (ġln)⊗ U≤

q (ġln)
〈·,·〉−→ Q(q) (2.45)

such that its restriction to:

U+
q (ġln)⊗ U−

q (ġln)
〈·,·〉−→ Q(q) (2.46)

is non-degenerate (see Remark 2.2). Thus, let us consider a primitive element:

a ∈ U±
q (ġln)

Because �(a) has no intermediate terms, properties (2.4) and (2.5) imply that a pairs
trivially with any product of two or more of the generators {x∓i }i∈Z/nZ and {p∓k}k∈N.
By subtracting from a appropriate multiples of {x±i }i∈Z/nZ and {p±k}k∈N, we may
replace the word “two” in the previous sentence by “one”. Thus, a pairs trivially with
U∓

q (ġln), hence a = 0 by the non-degeneracy of (2.46).

2.6 Primitive elements II

Lemma 2.3 implies that p±k is the unique, up to constant multiple, sum of products
of e±[i;j)’s which is primitive and has degree±kδ. To determine the p±k completely,
we need to fix this constant multiple. To this end, consider the pairing:

U≥
q (ġln)⊗ U≤

q (ġln)
〈·,·〉−→ Q(q) (2.47)

generated by properties (2.4) and (2.5) and the assignments:

〈ψs, ψs′ 〉 = q
−δs

s′ (2.48)

〈e[i;j), e−[i;j)〉 = 1− q−2 (2.49)
and all other pairings among the generators e±[i;j) and ψs are 0. On general grounds,
the pairing (2.47) is the tensor product of the pairings (2.20) and (2.28), although one
would need to modify the latter by replacing the right-hand side of (2.29) by some
other non-zero constant which depends on k. This has to do with the ambiguity in
defining p±k up to scalar multiple, which we will now fix.
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Definition 2.4 Fix arbitrary parameters π+, π− such that π+π− = q−1. Let:

p±k ∈ U±
q (ġln) (2.50)

be the unique product of e±[i;j)’s of degree ±kδ which is primitive and satisfies:

〈p±k, e∓[u;u+nk)〉 = ±πnk± (2.51)

for all u ∈ Z/nZ.

Together with (2.38)–(2.39), the Definition above completely determines the cor-
respondence between the two systems of generators (2.34) and (2.37) ofUq(ġln). The
existence of elements p±k defined in terms of e±[i;j)’s which satisfy the conditions
of Definition 2.4 was established in [10], where we also proved that:

[pk, pl] = kδ0k+l

(ck − c−k)(qnk − q−nk)

(qk − q−k)2
(2.52)

2.7 Alternate generators I

Let Uq(ġln)
′ ⊂ Uq(ġln) denote the subalgebra generated by all e±[i;j) and all ratios

(2.42) and their inverses. It is easy to see that the assignments:

e±[i;j) 
→ e±[i+1;j+1), ϕs 
→ ϕs+1

gives rise to an order n automorphism:

τ : Uq(ġln)
′ → Uq(ġln)

′ (2.53)

Since τ also preserves the coproduct and the pairing, the uniqueness part of Defi-
nition 2.4 implies that p±k is invariant under τ . In fact, the uniqueness of primitive
elements means that any:

x± ∈ U±
q (ġln) (2.54)

of degree /∈ {ς1, ..., ςn} is completely determined by the intermediate terms of its
coproduct and, if deg x± = ±kδ, the extra information of 〈x±, p∓k〉.

Proposition 2.5 Suppose we are given elements:

f±[i;j) ∈ U±
q (ġln) (2.55)

of degree ±[i; j), for all (i ≤ j) ∈ Z
2

(n,n)Z
. Moreover, assume that:

• the elements (2.55) satisfy (2.35)–(2.36) with f instead of e
• we have τ(f±[i;j)) = f±[i+1;j+1) for all i < j
• we have f±[i;i) = 1 and f±[i;i+1) = e±[i;i+1) for all i

Then there exist constants α1, α2, ... ∈ Q(q) such that:

f±[i;j) =

⌊
j−i
n

⌋

∑

k=0

e±[i;j−nk)g±k (2.56)

where
∑∞

k=0g±kx
k = exp

(∑∞
k=1αkp±kx

k
)
.

286



The PBW Basis of Uq,q (g̈ln )

Proof Let us prove (2.56) when ± = +, and leave the analogous case where ± = −
as an exercise to the interested reader. As a consequence of (2.24), we have:

�(gk) =
∑

a+b=k

gac
b ⊗ gb (2.57)

for all k ∈ N. Since:

gk = αkpk + (a sum of products of more than one pl)

one can inductively define the scalars αk by the condition that:

〈f[i;i+nk), p−k〉 =
〈

k∑

l=0

e[i;i+n(k−l))gl, p−k

〉
(2.58)

for all i ∈ Z/nZ (indeed, because the automorphism τ permutes the elements e[i;j)

and f[i;j) and preserves the elements p−k and gl and the pairing, if (2.58) holds for
a single i, then it holds for all i). Let us now prove (2.56) by induction on j − i.
The base case holds by the third bullet in the statement of the Proposition. As for the
induction step, the first bullet in the statement of the Proposition implies that:

�(LHS of (2.56)) =
j∑

s=i

f[s;j)

ψs

ψi

⊗ f[i;s) (2.59)

while (2.35) and (2.57) imply:

�(RHS of (2.56)) =

⌊
j−i
n

⌋

∑

k=0

⎛

⎝
j−nk∑

s=i

f[s;j−nk)

ψs

ψi

⊗ f[i;s)

⎞

⎠
(
∑

a+b=k

gac
b ⊗ gb

)

=
j∑

t=i

⎛

⎜⎜⎝

⌊
j−t
n

⌋

∑

a=0

f[t;j−na)ga

ψt

ψi

⊗

⌊
t−i
n

⌋

∑

b=0

f[i;t−nb)gb

⎞

⎟⎟⎠ (2.60)

where between the first and second lines of (2.60), we changed variables according
to t = s + nb. By the induction hypothesis of (2.56), the intermediate terms in the
right-hand sides of (2.59) and (2.60) are equal to each other, thus:

a = LHS of (2.56)− RHS of (2.56)

is primitive. Since deg a = [i; j), Lemma 2.3 gives us only two situations when the
primitive element a can be non-zero. The first of these is when j = i + 1, and it
cannot happen in the induction step, only in the base case. The second of these is
when j = i + nk, in which case a is a multiple of pk . However, (2.58) implies that:

〈a, p−k〉 = 0

from which (2.29) yields a = 0.
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2.8 The antipodemap

It is well-known that the bialgebra Uq(ġln) is in fact a Hopf algebra, and let S be the
antipode map. Recall the arbitrary parameters π+, π− such that π+π− = q−1 that
we fixed in Definition 2.4. The formula:

S±1(e±[i;j)) = ψ±1
i

ψ±1
j

ē±[i;j) · π2(j−i)
∓ (2.61)

defines elements ē±[i;j) ∈ U±
q (ġln). Then formulas (2.35)–(2.36) imply:

j∑

s=i

ē±[s;j)e±[i;s) · π2(i−s)
∓ = 0 (2.62)

for all i < j . Moreover, we have the following coproduct formulas:

�(ē[i;j)) =
j∑

s=i

ψj

ψs

ē[i;s) ⊗ ē[s;j) (2.63)

�(ē−[i;j)) =
j∑

s=i

ē−[s;j) ⊗ ψs

ψj

ē−[i;s) (2.64)

Moreover, as a consequence of (2.51) and (2.62), we note that:

〈p±k, ē∓[u;u+nk)〉 = ∓π−nk± (2.65)

for all u ∈ Z/nZ. The reason for the formulas above is the fact that the pairing of
ē∓[s;j)e∓[i;s) with p±k is trivial unless s ∈ {i, j}, due to the fact that p±k is primitive.

3 The Shuffle Algebra

The main purpose of the present section is to study the shuffle algebra A.

• In Section 3.1, we introduce the rational functions ζ
(

zia

zjb

)

• In Section 3.2, we use the aforementioned ζ to define the shuffle algebra A+
• In Section 3.3, we define the grading on A+ and A− = (A+)op

• In Section 3.4, we extend the algebras A+, A− to A≥, A≤
• In Section 3.5, we define coproducts on the extended algebras A≥, A≤
• In Section 3.6, we define the Drinfeld double A = A≥ ⊗A≤
• In Section 3.7, we define slope subalgebras B±μ ⊂ A± for any μ ∈ Q

• In Section 3.8, we explain how to visualize slope subalgebras in terms of the
degrees of their coproducts, using the notion of hinges

• In Section 3.9, we construct the Drinfeld doubles Bμ ⊂ A, recall the fact that
they are isomorphic to tensor products of quantum groups in Proposition 3.6, and
construct the important elements (3.59)–(3.62) in Bμ

• In Section 3.10, we rescale the previously defined elements as in (3.66)–(3.69),
with the goal of matching them with e±[i;j) and ē±[i;j) of the previous section
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• In Section 3.11, we define the linear maps α±[i;j) on A±[i;j), which will help us
fix elements of the shuffle algebra which are a priori determined up to scalar

• In Section 3.12, we show that the restriction of α±[i;j) to the slope subalgebras
Bμ is given by pairing with the elements (3.66) and (3.68)

• In Section 3.13, we compute a part of the coproduct of the elements (3.66)
• In Section 3.14, we construct elements of the slope subalgebras Bμ which behave

like the primitive generators of quantum groups (under Proposition 3.6)
• In Section 3.15, we perform the analogous treatment for the subalgebra B∞

3.1 Notation

Let q be a formal parameter. Consider the following bilinear form on Z
n:

〈k, l〉 =
n∑

i=1

(ki li − ki li+1) (3.1)

(where we identify ln+1 = l1) for any k = (k1, ..., kn) and l = (l1, ..., ln). Also let:

|k| = k1 + ...+ kn (3.2)

for any k ∈ Z
n. We will now recall the type Ân trigonometric version of the shuffle

algebra studied in [6]. For each i ∈ {1, ..., n}, consider an infinite family of variables
zi1, zi2, .... We call i the color of the variable zia , and we call a rational function:

R(..., zia, ...)
1≤i≤n
1≤a≤ki

(3.3)

color-symmetric if it is symmetric in the variables zi1, ..., ziki
for each i separately.

Often, we will write explicit formulas for rational functions (3.3) that include zia for
any i ∈ Z, with the convention that:

zia should be replaced with zīaq
−2
⌊

i−1
n

⌋

(3.4)

where ī is the residue class of i in the set {1, ..., n}. A particular example of this
convention is the following color-dependent rational function:

ζ

(
zia

zjb

)
=
⎛

⎝ziaqq
2
⌈

i−j
n

⌉

− zjbq
−1

ziaq
2
⌈

i−j
n

⌉

− zjb

⎞

⎠
δ
j
i −δ

j
i+1

(3.5)

for any variables zia , zjb of colors i, j ∈ Z, respectively. Remember that Kronecker
δ symbols are taken mod n in the present paper, unless explicitly stated otherwise.

3.2 The shuffle algebra

Let F = Q(q, q
1
n ) and consider the set of color-symmetric rational functions:

V =
⊕

k∈Nn

F(..., zi1, ..., ziki
, ...)color symmetric

1≤i≤n (3.6)
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We make the above vector space into a F−algebra via the shuffle product:

R(..., zi1, ..., ziki
, ...) ∗ R′(..., zi1, ..., zik′i , ...) =

1

k! · k′! · (3.7)

Sym

⎡

⎢⎣R(..., zi1, ..., ziki
, ...)R′(..., zi,ki+1, ..., zi,ki+k′i , ...)

n∏

i,i′=1

a≤ki∏

a′>k′
i′

ζ

(
zia

zi′a′

)
⎤

⎥⎦

for all rational functions R and R′ in k and k′ variables, respectively. In (3.7), Sym
denotes symmetrization with respect to the:

(k+ k′)! :=
n∏

i=1

(ki + k′i )! (3.8)

permutations that preserve the color of the variables modulo n.

Definition 3.1 The shuffle algebra is the subspace A+ ⊂ V of rational functions:

R(..., zi1, ..., ziki
, ...) = r(..., zi1, ..., ziki

, ...)
∏n

i=1
∏1≤a≤ki

1≤b≤ki+1
(ziaq − zi+1,bq−1)

(3.9)

where r is a color-symmetric Laurent polynomial that satisfies the wheel conditions,
i.e., the fact that for all i ∈ {1, ..., n} we have:

r(..., zia, ...)|zi1 
→w,zi2 
→wq±2,zi∓1,1 
→w = 0 (3.10)

3.3 Horizontal and vertical degree

It is straightforward to prove that A+ is an algebra (see, for example, [10]). To a
rational function R(..., zi1, ..., ziki

, ...) of homogeneous degree d , we may associate
its “horizontal” and “vertical” degrees, as follows:

hdeg R = (k1, ..., kn) ∈ N
n (3.11)

vdeg R = d ∈ Z (3.12)

Thus, the algebra A+ is graded by Nn × Z, and we will denote its graded pieces by:

A+ =
⊕

k∈Nn

Ak (3.13)

Ak =
⊕

d∈Z
Ak,d (3.14)

Let:

A− = (A+)op (3.15)

so a rational function R as in (3.9) may be regarded as either:

R+ ∈ A+ or R− ∈ A−
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If R+ has degree (k, d), then we assign R− degree (−k, d) and write:

A− =
⊕

k∈Nn

A−k (3.16)

A−k =
⊕

d∈Z
A−k,d (3.17)

The naive slope of an element R± ∈ A± is defined as:

vdeg R

|hdeg R| (3.18)

3.4 The extended shuffle algebra

Define the extended shuffle algebras as:

A≥ = 〈A+, ψ±1
s , c±1, c̄±1, as,1, as,2, ...〉s∈{1,...,n} (3.19)

A≤ = 〈A−, ψ±1
s , c±1, c̄±1, as,−1, as,−2, ...〉s∈{1,...,n} (3.20)

modulo the fact that c and c̄ are central, and the following relations:

[ψs, ψs′ ] = 0, [as,±d, ψs′ ] = 0, [as,±d, as′,±d ′ ] = 0 (3.21)

ψsR
± = q±(ks−1−ks)R±ψs (3.22)

[as,d , R+] = R+
⎛

⎝
ks−1∑

t=1

zd
s−1,t −

ks∑

t=1

zd
st

⎞

⎠ (3.23)

[as,−d, R−] = R−
⎛

⎝q−d

ks−1∑

t=1

z−d
s−1,t − qd

ks∑

t=1

z−d
st

⎞

⎠ (3.24)

for all s, s′ ∈ {1, ..., n}, d, d ′ > 0 and R±(..., zi1, ..., ziki
, ...) ∈ A±. In all formulas

above and henceforth, we extend the indexing set of the ψ’s and the a’s by setting:

ψs+n = cψs, as+n,d = as,dq−2d (3.25)

for all s, d ∈ Z.

Remark 3.2 The algebras (3.19) and (3.20) were defined in [10], albeit in different
notation. Explicitly, the generators as,±d were packaged in loc. cit. as:

ϕ+s (z) =
∞∑

d=0

ϕs,d

zd
= ψs+1

ψs

exp

[ ∞∑

d=1

(qdas,d − q−das+1,d )(q−d − qd)

dzd

]
(3.26)

ϕ−s (z) =
∞∑

d=0

ϕs,−d

z−d
= ψs

ψs+1
exp

[ ∞∑

d=1

(as,−d − as+1,−d)(q−d − qd)

dz−d

]
(3.27)

The discussion in loc. cit. had set c̄ = 1, but the general case is analogous.
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3.5 The coproduct

One of the main reasons for defining the extended shuffle algebras A≥ and A≤ is
that they admit topological coproducts, as defined in [10]:3

�(ψs) = ψs ⊗ ψs, �(c) = c ⊗ c, �(c̄) = c̄ ⊗ c̄ (3.28)

�(as,d) = c̄d ⊗ as,d + as,d ⊗ 1 (3.29)
�(as,−d) = 1⊗ as,−d + as,−d ⊗ c̄−d (3.30)

for all s ∈ {1, ..., n} and d > 0, as well as (let c̄1 = c̄ ⊗ 1 and c̄2 = 1⊗ c̄):

�(R+) =
l≤k∑

l∈Nn

[∏a>li
1≤i≤nϕ

+
i (ziac̄1)⊗ 1

]
R+(zi,a≤li ⊗ zi,a>li c̄1)

∏1≤i≤n
1≤i′≤n

∏a≤li
a′>li′

ζ(zi′a′ c̄1/zia)
(3.31)

�(R−) =
l≤k∑

l∈Nn

R−(zi,a≤li c̄2 ⊗ zi,a>li )
[∏a≤li

1≤i≤n1⊗ ϕ−i (ziac̄2)
]

∏1≤i≤n
1≤i′≤n

∏a≤li
a′>li′

ζ(ziac̄2/zi′a′)
(3.32)

for all R± ∈ A±k. To think of (3.31) as a tensor, we expand the right-hand side in
non-negative powers of zia/zi′a′ for a ≤ li and a′ > li′ , thus obtaining an infinite
sum of monomials. In each of these monomials, we put the symbols ϕi,d to the very
left of the expression, then all powers of zia with a ≤ li , then the ⊗ sign, and finally
all powers of zia with a > li . The powers of the central element c̄1 = c ⊗ 1 are
placed in the first tensor factor. The resulting expression will be a power series, and
therefore lies in a completion of A≥ ⊗A≥. The same argument applies to (3.32).

3.6 The pairing and Drinfeld double

Finally, we showed in [10] that there exists a bialgebra pairing:

A≥ ⊗A≤ 〈·,·〉−→ F (3.33)

given by:

〈ψs, ψs′ 〉 = q
−δs

s′ , 〈as,d , as′,−d ′ 〉 =
δs
s′δ

d
d ′d

qd − q−d
(3.34)

for s, s′ ∈ {1, ..., n} and d, d ′ ∈ N, as well as:

〈R+, R−〉 = (1− q−2)|k|

k!
∮

R+(..., zia, ...)R−(..., zia, ...)
∏n

i,j=1
∏(i,a) �=(j,b)

a≤ki ,b≤kj
ζ(zia/zjb)

1≤i≤n∏

1≤a≤ki

dzia

2πizia

(3.35)

for any R+ ∈ Ak and R− ∈ A−k (all other pairings are 0). In formula (3.35), the
contour integral is set up in such a way that the variable zia goes over a contour which
surrounds only the poles at zibq

2, zi−1,b, zi+1,bq
−2 for all i ∈ {1, ..., n} and all a, b

3Note that only the c̄ = 1 case of the following formulas was defined in loc. cit., but the general definition
below is analogous. In fact, we are simply modifying the coproduct of loc. cit. by the central element c̄

raised to the power equal to the vertical degree in one of the tensor factors, so all properties proved in loc.
cit. (coassociativity, compatibility of product and coproduct etc.) carry over to the present situation.
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(a particular choice of contours which achieves this is explained in Proposition 3.9 of
[10]). The pairing (3.33) allows us to construct the Drinfeld double:

A = A≥ ⊗A≤ /(c ⊗ 1− 1⊗ c, c̄ ⊗ 1− 1⊗ c̄, ψs ⊗ 1− 1⊗ ψs) (3.36)

The main goal of setting up the above double shuffle algebra is the following:

Theorem 3.3 [10] There is an isomorphism of bialgebras Uq,q(g̈ln)
∼= A.4

The construction of an algebra homomorphism Uq,q(g̈ln) → A goes back to
work of Enriquez [5], so the main technical point of Theorem 3.3 is that this homo-
morphism is surjective. In other words, we prove that the Feigin-Odesskii wheel
conditions (3.10) are sufficient for describing the quantum toroidal algebra.

Proposition 3.4 We have the following commutation relations in A:

[as,d , as′,d ′ ] = δs
s′δ

0
d+d ′d

c̄d − c̄−d

q−d − qd
(3.37)

[as,d , R−] = R−c̄d

⎛

⎝
ks∑

t=1

zd
st −

ks−1∑

t=1

zd
s−1,t

⎞

⎠ (3.38)

[as,−d, R+] = R+c̄−d

⎛

⎝qd

ks∑

t=1

z−d
st − q−d

ks−1∑

t=1

z−d
s−1,t

⎞

⎠ (3.39)

for all s, s′ ∈ {1, ..., n}, d, d ′ > 0 and R±(..., zi1, ..., ziki
, ...) ∈ A±. Moreover:

[(zk
i1)

+, (z−k′
j1 )−] = δi

j (q
−2 − 1)

⎧
⎨

⎩

ϕi,k−k′ c̄k′ if k > k′
ϕi,0c̄

k′ − ϕ−1
i,0 c̄−k if k = k′

−ϕi,k−k′ c̄−k if k < k′
(3.40)

for all i, j ∈ {1, ..., n}, where ϕs,±d are the series coefficients of ϕ±s of (3.26)–(3.27).

Proof Let us apply (2.6) for a = as,d and b = as′,−d ′ :

c̄d〈as,d , as′,−d ′ 〉 + as,das′,−d ′ 〈1, c̄−d ′ 〉 = 〈c̄d , 1〉as′,−d ′as,d + 〈as,d , as′,−d ′ 〉c̄−d

Then (3.34) implies (3.37). As for (3.38), note that (3.32) implies:

�(R−) = 1⊗ R−(..., zi1, ..., ziki
, ...)+ ...+ R−(..., zi1c̄2, ..., ziki

c̄2, ...)

⊗
n∏

i=1

ki∏

a=1

ϕ−i (zij c̄2)

4The interested reader may find the definition of Uq,q (g̈ln) in [10, Subsection 2.25], but we will not need
it in the present paper.
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where ... in the middle stand for terms which pair trivially with as,d or powers of c̄,
for degree reasons. Therefore, applying (2.6) for a = as,d and b = R− gives us:

c̄dR−(..., zij c̄2, ...)

〈
as,d ,

n∏

i=1

ki∏

a=1

ϕ−i (zij c̄2)

〉

+as,dR−(..., zij c̄2, ...)

〈
1,

n∏

i=1

ki∏

a=1

ϕ−i (zij c̄2)

〉
= 〈c̄d , 1〉R−as,d

Since c̄ is group-like and pairs trivially with anything, the terms denoted by c̄2 in the
formula above do not change the values of any of the pairings. Moreover, the pairings
on the second line are both equal to 1. As for the pairing on the first line, a simple
consequence of (3.27) and (3.29) is that

〈
as,d ,

n∏

i=1

ki∏

a=1

ϕ−i (zia)

〉
=

∞∑

d ′=1

n∑

i=1

ki∑

j=1

〈as,d , ai,−d ′ − ai+1,−d ′ 〉(q−d ′ − qd ′)

d ′z−d ′
ij

=
ks−1∑

j=1

zd
s−1,j −

ks∑

j=1

zd
sj

which proves (3.38). Formula (3.39) is proved analogously, so we leave it as an exer-
cise. Relation (3.40) is straightforward, and we leave to the interested reader (a proof
was also given in [10], where this relation was compared to the defining commutation
relation between the two halves of the quantum toroidal algebra).

3.7 Slope subalgebras

Let us now recall the factorization of A into slope subalgebras from [10]:

A± =
⊗

μ∈Q
B±μ (3.41)

where the product is taken in increasing order of μ. We will now describe B±μ .

Definition 3.5 For any shuffle element R± ∈ A±k and any μ ∈ Q, if the limit:

lim
ξ±1→∞

R±(..., ξzi1, ..., ξzili , zi,li+1, ..., ziki
, ...)

ξ±μ|l| (3.42)

exists and is finite for all l = (l1, ..., ln), then we say that R± has slope ≤ μ.

It is elementary to show that the subspace of A± of elements of slope ≤ μ is a
subalgebra (see [10] for a proof), and we will denote it by:

A±≤μ ⊂ A± (3.43)
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and its graded pieces by:

A≤μ|±k = A±k ∩A±≤μ (3.44)

A≤μ|±k,d = A±k,d ∩A±≤μ (3.45)

Let us now connect the above slope property with the coproduct. We have:

�(R+) = �μ(R+)+ (anything)⊗ (naive slope < μ) (3.46)

�(R−) = �μ(R−)+ (naive slope < μ)⊗ (anything) (3.47)

for any R± ∈ A±≤μ, where the leading terms �μ are defined by:

�μ(R+) =
l∈Nn∑

l≤k
(ϕk−l ⊗ 1) lim

ξ→∞
R+(zi,a≤li ⊗ ξ · zi,a>li c̄1)

ξμ|k−l|q〈k−l,l〉 (3.48)

�μ(R−) =
l∈Nn∑

l≤k
lim
ξ→0

R−(ξ · zi,a≤li c̄2 ⊗ zi,a>li )

ξ−μ|l|q−〈l,k−l〉 (1⊗ ϕ−l) (3.49)

where ϕk =∏n
i=1ϕ

ki

i for all k = (k1, ..., kn), and ϕi = ψi+1
ψi

. The vector spaces:

B±μ =
μ|k|∈Z⊕

k∈Nn

Bμ|±k :=
μ|k|=d⊕

k∈Nn

A≤μ|±k,±d ⊂ A± (3.50)

are subalgebras, and their extended versions:

B≥μ =
〈
B+μ , ψ±1

s , c±1, c̄±1
〉

s∈{1,...,n} ⊂ A≥ (3.51)

B≤μ =
〈
B−μ , ψ±1

s , c±1, c̄±1
〉

s∈{1,...,n} ⊂ A≤ (3.52)

are bialgebras with respect to the coproducts (3.48) and (3.49), respectively. There-
fore, the decomposition (3.41) does not preserve the bialgebra structure, but instead
the coproduct of x ∈ B±μ is the leading order term of the coproduct of x ∈ A±.

3.8 Hinges

We may visualize the coproduct � as follows. To a shuffle element R± ∈ A±k,d ,
we associate the lattice point/vector (±|k|, d). For any shuffle element R+ ∈ A+,
consider its coproduct (in Sweedler notation):

�(R+) = R+
1 ⊗ R+

2 (3.53)
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In any tensor R+
1 ⊗R+

2 that appears as a summand in �(R+), the vectors associated
to R+

1 and R+
2 are as in the picture below:

The point where the arrows meet will be called the hinge of the tensor R+
1 ⊗ R+

2 .
Then a shuffle element R+ has slope ≤ μ if and only if all the summands in �(R+)

have hinge at slope ≤ μ measured from the origin.
Similarly, consider any shuffle element R− ∈ A− and its coproduct:

�(R−) = R−
1 ⊗ R−

2 (3.54)

In any tensor R−
1 ⊗R−

2 that appears as a summand in �(R−), the vectors associated
to R−

1 and R−
2 are as in the picture below:

The point where the arrows meet will be called the hinge of the tensor R−
1 ⊗ R−

2 .
Then a shuffle element R− has slope ≤ μ if and only if all the summands in �(R−)

have hinge at slope ≥ μ measured from the origin.

3.9 Drinfeld double of slope subalgebras

The bialgebra pairing between A≥ and A≤ restricts to a bialgebra pairing:

B≥μ ⊗ B≤μ
〈·,·〉−→ F (3.55)

and the Drinfeld double:

Bμ := B≥μ ⊗ B≤μ
/
(c ⊗ 1− 1⊗ c, c̄ ⊗ 1− 1⊗ c̄, ψs ⊗ 1− 1⊗ ψs) (3.56)

corresponding to the above data yields a homomorphism:

Bμ ⊂ A (3.57)

as algebras.
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Proposition 3.6 For any coprime a ∈ N and b ∈ Z, we have an isomorphism:


 : Uq

(
ġl n

g

)⊗g ∼−→ B b
a

(3.58)

where g = gcd(n, a). The isomorphism 
 preserves the bialgebra structures.

We will now construct explicit elements of B±μ which correspond under 
 to
the generators (2.34) of quantum affine algebras. These elements were initially
constructed in [10] under the names E and F , but we will relabel them as follows:

A
μ

±[i;j)
= Sym

⎡

⎢⎣

∏j−1
a=i

(
zaq

2a
n

)�±μ(a−i+1)�−�±μ(a−i)�

(
1− ziq

2

zi+1

)
...
(
1− zj−2q

2

zj−1

)
∏

i≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎦

±

(3.59)

Ā
μ

±[i;j)
= Sym

⎡

⎢⎣

∏j−1
a=i

(
zaq

2a
n

)�±μ(a−i+1)�−�±μ(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)
∏

i≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎦

±

(3.60)

B
μ

±[i;j)
= Sym

⎡

⎢⎣

∏j−1
a=i

(
zaq

2a
n

)�±μ(a−i+1)�−�±μ(a−i)�

(
1− zi+1

zi

)
...
(
1− zj−1

zj−2

)
∏

i≤a<b<j

ζ

(
za

zb

)
⎤

⎥⎦

±

(3.61)

B̄
μ

±[i;j)
= Sym

⎡

⎢⎣

∏j−1
a=i

(
zaq

2a
n

)�±μ(a−i+1)�−�±μ(a−i)�

(
1− zi

zi+1

)
...
(
1− zj−2

zj−1

)
∏

i≤a<b<j

ζ

(
za

zb

)
⎤

⎥⎦

±

(3.62)

for all (i < j) ∈ Z
2/(n, n)Z and μ ∈ Q such that k = μ(j − i) ∈ Z. The super-

script + or − indicates that the corresponding rational functions will be considered
elements of either A+ or A−. We will often write:

A
(±k)
±[i;j)

= A
μ

±[i;j)
(3.63)

to emphasize the fact that degA
(±k)
±[i;j)

= (±[i; j),±k). Moreover, we set:

A
μ

±[i;j)
= 0 (3.64)

if μ(j − i) /∈ Z. The analogous notations apply to Ā, B and B̄ instead of A.

Remark 3.7 In order to think of the right-hand sides of the expressions (3.59)–(3.62)
as shuffle elements, we regard each za as a variable of color a for all a ∈ {i, ..., j−1}.
By convention (3.4), this entails replacing:

za � z
ā,
⌈

a−i+1
n

⌉q
−2
⌊

a−1
n

⌋

(3.65)

for all a, which puts A
μ

±[i;j)
, Ā

μ

±[i;j)
, B

μ

±[i;j)
, B̄

μ

±[i;j)
in the form (3.9).

Proposition 3.8 [10] For any μ ∈ Q, the elements (3.59)–(3.62) lie in B±μ .
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3.10 Generators of slope subalgebras

For any i < j and μ ∈ Q, consider the following elements of A±:

E
μ

[i;j)
= Ā

μ

[i;j)
(3.66)

Ē
μ

[i;j)
= A

μ

[i;j)
·
(
−q

2
n−
)i−j

(3.67)

E
μ

−[i;j)
= B̄

μ

−[i;j)
(3.68)

Ē
μ

−[i;j)
= B

μ

−[i;j)
·
(
−q

2
n+
)i−j

(3.69)

where:

q+ = q and q− = q−nq−1 (3.70)

We will henceforth take the liberty to use the notations (3.63)–(3.64) with E and Ē

instead of A. We have the following formulas for the coproduct �μ:

�μ

(
E

μ

[i;j)

)
=

j∑

s=i

E
μ

[s;j)

ψs

ψi

c̄μ(s−i) ⊗ E
μ

[i;s) (3.71)

�μ

(
Ē

μ

[i;j)

)
=

j∑

s=i

ψj

ψs

c̄μ(j−s)Ē
μ

[i;s) ⊗ Ē
μ

[s;j)
(3.72)

�μ

(
E

μ

−[i;j)

)
=

j∑

s=i

E
μ

−[i;s) ⊗ E
μ

−[s;j)

ψi

ψs

c̄μ(i−s) (3.73)

�μ

(
Ē

μ

−[i;j)

)
=

j∑

s=i

Ē
μ

−[s;j)
⊗ ψs

ψj

c̄μ(s−j)Ē
μ

−[i;s) (3.74)

Formulas (3.71) and (3.73) were proved in [10] when c̄ = 1, but the general c̄ situ-
ation is analogous. Formulas (3.72) and (3.74) are proved analogously, so we leave
them as exercises (alternatively, they follow from (3.71), (3.73) and (3.75)).

Proposition 3.9 The elements E
μ

±[i;j)
and Ē

μ

±[i;j)
are related by:

j∑

s=i

Ē
μ

±[s;j)
E

μ

±[i;s)q
2(i−s)

nh∓ = 0 (3.75)

for all i < j , where we write h = j−i
gcd(μ(j−i),j−i)

.

Proof Since �x� = �x� + 1− δx∈Z, it is elementary to see that:

Ē
μ

[i;j)
= −q2q

2
n · (3.76)
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Sym

⎡

⎢⎣

∏μ(s−i)∈Z
i<s<j

zsq
2
n

zs−1

∏j−1
a=i

(
zaq

2a
n

)�μ(a−i+1)�−�μ(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)
∏

i≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎦

Therefore, we conclude that when ± = +, the LHS of (3.75) is:

Sym

⎡

⎢⎣X ·
∏j−1

a=i

(
zaq

2a
n

)�μ(a−i+1)�−�μ(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)
∏

i≤a<b≤j

ζ

(
zb

za

)
⎤

⎥⎦

where:

X = 1−
(
q2q

2
n

)1− j−i
h

μ(s−i)∈Z∏

i<s<j

zsq
2
n

zs−1

−
μ(t−i)∈Z∑

i<t<j

(
q2q

2
n

)1− j−t
h

(
1− zt

zt−1q2

) μ(s−i)∈Z∏

t<s<j

zsq
2
n

zs−1

Being a telescoping sum, it is clear that X = 0, thus proving (3.75) when ± = +.
The case when ± = − is proved analogously, so we leave it as an exercise.

3.11 Linear maps

The isomorphism 
 of Proposition 3.6 sends:

1⊗ ...⊗ e±[s;t) ⊗ ...⊗ 1
︸ ︷︷ ︸

e±[s;t) on rth position

∈ U±
q

(
ġl n

g

)⊗g 
� E
(b(t−s))
±[as+r,at+r)

1⊗ ...⊗ ψs ⊗ ...⊗ 1︸ ︷︷ ︸
ψs on rth position

∈ U0
q

(
ġl n

g

)⊗g 
� c̄bsψr+sa

Therefore, the central element of Uq

(
ġl n

g

)⊗g

is sent to c
a
g c̄

bn
g under 
. As for:


(1⊗ ...⊗ p±k ⊗ ...⊗ 1) ∈ Bμ (3.77)

these are only determined up to constant multiple, as are primitive elements of
quantum groups. To fix these multiples, we will consider the following linear maps:

α±[i;j) : A±[i;j) → F (3.78)

given by (in what follows, we write ±h for the homogeneous degree of R±):

α[i;j)(R
+) = R+(1i , ..., 1j−1)

∏
i≤a<b<j ζ

(
1b

1a

) (1− q−2)j−iq
− gcd(h,j−i)

n+
∏j−1

a=i q

2a
n

(⌊
h(a−i+1)

j−i

⌋
−
⌊

h(a−i)
j−i

⌋)

+

(3.79)

α−[i;j)(R
−) = R−(q2i , ..., q2(j−1))

∏
i≤a<b<j ζ

(
q2a

q2b

) (1− q−2)j−iq
− gcd(h,j−i)

n−
∏j−1

a=i q

2a
n

(⌈
h(a−i)
j−i

⌉
−
⌈

h(a−i+1)
j−i

⌉)

−

(3.80)
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where in the RHS of either expression above, we plug in the number 1 (respectively
q2a) into a variable of color a of the rational functionR, for all a ∈ {i, ..., j−1}. Note
that one needs to cancel the poles of ζ(q2a−2b) against the poles of the specialization
R(q2i , ..., q2j−2) in order for the fraction (3.80) to be well-defined. Formulas (3.79),
(3.80) are constant multiples of the linear maps α[i;j), β[i;j) of [10].

Proposition 3.10 If we let ±hi = vdeg R±
i , then we have:

α±[i;j)(R
±
1 R±

2 ) = α±[s;j)(R
±
1 )α±[i;s)(R±

2 ) · q
h1(s−i)−h2(j−s)

n± (3.81)

if ∃ s such that hdeg R±
1 R±

2 = ±[i; j), hdeg R±
1 = ±[s; j) and hdeg R±

2 = ±[i; s).
If such an s does not exist, then the RHS of (3.81) is set equal to 0, by convention.

Up to certain powers of q±, Proposition 3.10 is equivalent to Lemma 3.20 of [10].5

Lemma 3.11 [10] Any element of Bμ which is primitive for �μ (i.e., all intermediate
terms in its coproduct vanish) and is annihilated by all the α±[i;j), vanishes.

3.12 Pairing formulas I

The following result connects the maps α±[i;j) to the pairing (3.55), and implies the
non-degeneracy of the latter (as expected from the isomorphism (3.58):

Proposition 3.12 [10] For any R± ∈ B±μ and any i < j , we have:
〈
R±, E

μ

∓[i;j)

〉
= α±[i;j)(R

±) · q
gcd(μ(j−i),j−i)

n± (3.83)

Moreover, for all j ′ − i′ = j − i ∈ N we have:

α±[i′;j ′)
(
E

μ

±[i;j)

)
= δ

(i,j)

(i′,j ′)(1− q−2)q
− gcd(μ(j−i),j−i)

n± (3.84)

α±[i′;j ′)
(
Ē

μ

±[i;j)

)
= δ

(i,j)

(i′,j ′)(1− q2)q
gcd(μ(j−i),j−i)

n± (3.85)

As a consequence of (3.83) and (3.84), we conclude that:
〈
E

μ

[i;j)
, E

μ

−[i′;j ′)
〉
= δ

(i,j)

(i′,j ′)(1− q−2) (3.86)

The Kronecker delta symbol δ(i,j)

(i′,j ′) is 1 if and only if (i, j) ≡ (i′, j ′) mod (n, n)Z.

In Definition 2.4, we have fixed the primitive elements p±k of quantum groups
by specifying their pairings with e±[i;j). Proposition 3.12 implies that the primitive

5We leave the details on establishing the equivalence to the interested reader, and note that it requires one
to use the elementary identity:

j−1∑

a=i

a

(⌊
h(a − i + 1)

j − i

⌋
−
⌊

h(a − i)

j − i

⌋)
= hi + h(j − i)− h+ (j − i)− gcd(h, j − i)

2
(3.82)
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elements inside Bμ can be equivalently determined by specifying their images under
the linear maps α±[i;j). We will specify these images in Section 3.14.

3.13 Coproduct formulas I

The following statement is our first computation of the coproduct of an element in
the shuffle algebra that goes beyond the leading order term.

Proposition 3.13 Assume gcd(j − i, k) = 1, and consider the lattice triangle T :

uniquely determined as the triangle of maximal area situated completely below the
vector (j − i, k), which does not contain any lattice points inside. Let μ denote the
slope of one of the edges of T , as indicated in the pictures above. Then:

�
(
E

(k)
[i;j)

)
= ψj

ψi

c̄k ⊗ E
(k)
[i;j)

+ E
(k)
[i;j)

⊗ 1+ (tensors with hinge strictly below T )

+
∑

i≤s<t≤j

⎧
⎪⎨

⎪⎩

ψj

ψt

E
(•)
[s;t)

ψs

ψi

c̄k−•⊗Ē
μ

[t,j)E
μ

[i;s) for the picture on the left

E
μ

[t,j)

ψt

ψs

Ē
μ

[i;s)c̄
•⊗E

(•)
[s;t) for the picture on the right

(3.87)

where • = k − (j − i + s − t)μ. Similarly, consider the lattice triangle T :

of maximal area situated completely below the vector (i − j,−k), which does not
contain any lattice points inside. Then we have:

�
(
E

(−k)
−[i;j)

)

= 1⊗ E
(−k)
−[i;j)

+ E
(−k)
−[i;j)

⊗ ψi

ψj

c̄−k + (tensors with hinge strictly below T )

+
∑

i≤s<t≤j

⎧
⎨

⎩
Ē

μ

−[t,j)E
μ

−[i;s) ⊗
ψt

ψj

E
(•)
−[s;t)

ψi

ψs

c̄−k−• for the picture on the left

E
(•)
−[s;t) ⊗ E

μ

−[t,j)
ψs

ψt
Ē

μ

−[i;s)c̄
• for the picture on the right

(3.88)

where • = −k + (j − i + s − t)μ.
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Proof Let us recall that:

E
(k)
[i;j)

= Sym

⎡

⎢⎣

∏j−1
a=i

(
zaq

2a
n

)�μ(a−i+1)�−�μ(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)
∏

i≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎦ (3.89)

By (3.31), the coproduct �
(
E

(k)
[i;j)

)
is computed by taking an arbitrary set:

C ⊂ {i, ..., j − 1}
and expanding the rational function E

(k)
[i;j)

by sending the variables {za}a∈C to ∞,

while keeping the variables {za}a∈C̄ fixed, where C̄ = {i, ..., j − 1}\C. Therefore,

the second tensor factor R in any summand of �
(
E

(k)
[i;j)

)
has the property that:

hdeg R = #C

Meanwhile, total homogeneous degree of R in the variables C satisfies (see (3.89)):

vdeg R ≤
∑

a∈C

⌊
k(a − i + 1)

j − i

⌋
−
⌊

k(a − i)

j − i

⌋
− #{a ∈ C s.t. a − 1 ∈ C̄} (3.90)

Let us assume that C is a union of blocks of consecutive integers:

C = {i1, ..., j1 − 1} � ... � {iv, ..., jv − 1}
where i ≤ i1 < j1 < i2 < j2 < ... < iv < jv ≤ j . Therefore, we have:

hdeg R =
v∑

u=1

(ju − iu) (3.91)

while (3.90) gives us:

vdeg R ≤
v∑

u=1

(⌊
k(ju − i)

j − i

⌋
−
⌊

k(iu − i)

j − i

⌋)
− v + δi

i1

= gcd(k,j−i)=1=
v∑

u=1

(⌊
k(ju − i)

j − i

⌋
−
⌈

k(iu − i)

j − i

⌉)
(3.92)

We conclude that all tensors appearing in (3.87) will have hinge (x, y), where x is
the RHS of (3.90) and y is less than or equal to the RHS of (3.92). Such a hinge lies
strictly below the triangle T , except in the following situations:

• in the case depicted on the left of the figure, if:

C = {i, ..., s − 1} � {t, ..., j − 1} (3.93)

for certain i ≤ s < t ≤ j . The reason for this is that each summand on the
second row of the RHS of (3.92) is ≤ (ju − iu)μ with equality if and only if
u = 1, i1 = i or u = v, jv = j , by the fact that the triangle T has no lattice points
inside. Failure of equality to hold would force the vector (x, y) to lie below the
line of slope μ.
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• in the case depicted on the right of the figure, if:

C = {s, ..., t − 1} (3.94)

for certain i ≤ s < t ≤ j . The reason for this is that we may rewrite (3.92) as:

k − y = k − vertical degree ≥
v∑

u=0

(⌈
k(iu+1 − i)

j − i

⌉
−
⌊

k(ju − i)

j − i

⌋)
(3.95)

where we write iv+1 = j and j0 = i. Each summand in the right-hand side of
(3.95) is ≥ (iu+1 − ju)μ, with equality if and only if either u = 0 or u = v, by
the fact that the triangle T has no lattice points inside. Failure of equality to hold
would force the vector (x, y) to lie below the line of slope μ.

The analysis in the two bullets above shows that the summands on the second line
of (3.87) correspond to the choices (3.93) and (3.94), respectively. More specifically,
the second tensor factors of the summands in question consist of the leading order
terms of E

(k)
[i;j)

when we send the variables {za, a ∈ C} to∞. Explicitly, in the case
depicted on the left, we multiply the variables zi, ..., zs−1, zt , ..., zj−1 in (3.89) by ξ

and compute the leading order term as ξ →∞ is (we let ν(j − i) = k):

Sym

⎡

⎢⎣zt−1

∏t−1
a=s

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

(
1− zs+1

zsq2

)
...
(
1− zt−1

zt−2q
2

)
∏

s≤a<b<t

ζ

(
zb

za

)
⎤

⎥⎦

lim
ξ→∞

i≤a<s∏

s≤b<t

ζ

(
zb

ξza

) s≤a<t∏

t≤b<j

ζ

(
ξzb

za

)

·Sym
⎡

⎢⎣

∏s−1
a=i

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zs−1

zs−2q
2

)
∏

i≤a<b<s

ζ

(
zb

za

) i≤a<s∏

t≤b<j

ζ

(
zb

za

)

(−q2)
j−1∏
a=t

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

zt

(
1− zt+1

zt q2

)
...
(
1− zj−1

zj−2q
2

)
∏

t≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎥⎥⎦

By (3.76) and (3.89), the symmetrizations above are responsible for the elements:

E
(•)
[s;t) and Ē

μ

[t,j)E
μ

[i;s)

in (3.87), respectively, while the limit on the second line of the expression above is a
power of q which is precisely accounted for by the fact that some of the ψ’s are on
the other side of E in (3.87) when compared to (3.31). Similarly, in the case depicted
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on the right, we multiply the variables zs, ..., zt−1 in (3.89) by ξ and send ξ → ∞.
Then the leading order term in ξ is (we let ν(j − i) = k):

Sym

⎡

⎢⎣(−q2)zs−1

∏s−1
a=i

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

(
1− zi+1

ziq
2

)
...
(
1− zs−1

zs−2q
2

)
∏

i≤a<b<s

ζ

(
zb

za

) i≤a<s∏

t≤b<j

ζ

(
zb

za

)

∏j−1
a=t

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

(
1− zt+1

zt q2

)
...
(
1− zj−1

zj−2q
2

)
∏

t≤a<b<j

ζ

(
zb

za

)
⎤

⎥⎦

lim
ξ→∞

i≤a<s∏

s≤b<t

ζ

(
ξzb

za

) s≤a<t∏

t≤b<j

ζ

(
zb

ξza

)

Sym

⎡

⎢⎣

∏t−1
a=s

(
zaq

2a
n

)�ν(a−i+1)�−�ν(a−i)�

zs

(
1− zs+1

zsq2

)
...
(
1− zt−1

zt−2q
2

)
∏

s≤a<b<t

ζ

(
zb

za

)
⎤

⎥⎦

By (3.76) and (3.89), the symmetrizations above are responsible for the elements:

E
μ

[t,j)Ē
μ

[i;s) and E
(•)
[s;t)

in (3.87), respectively, while the limit on the third line of the expression above is a
power of q which is precisely accounted for by the fact that some of the ψ’s are on
the other side of E in (3.87) when compared to (3.31). Formula (3.88) is proved by
an analogous argument to (3.87), and is therefore left as an exercise to the reader.

3.14 Primitive elements of slope subalgebras

We are ready to define the shuffle elements featured in Section 1. Let:

P
(k)
[i;j)

= qq
1
n

q − q−1
· E(k)

[i;j)
=
(
qq

1
n

)−1

q−1 − q
· Ē(k)

[i;j)
(3.96)

P
(−k)
−[i;j)

= q− 1
n

q−1 − q
· E(−k)

−[i;j)
= q

1
n

q − q−1
· Ē(−k)

−[i;j)
(3.97)

for all i < j and k such that gcd(k, j − i) = 1. We have P
(±k)
±[i;j)

∈ B k
j−i

, and:

� k
j−i

(
P

(k)
[i;j)

)
= ψj

ψi

c̄k ⊗ P
(k)
[i;j)

+ P
(k)
[i;j)

⊗ 1 (3.98)

� k
j−i

(
P

(−k)
−[i;j)

)
= 1⊗ P

(−k)
−[i;j)

+ P
(−k)
−[i;j)

⊗ ψi

ψj

c̄−k (3.99)

By (3.84), it is easy to see that:

α±[u;v)

(
P

(±k)
±[i;j)

)
= ±δ

(i,j)

(u,v) (3.100)
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∀(u, v) ∈ Z
2

(n,n)Z
. Proposition 3.6 implies that there exist unique elements:

P
(±k′)
±lδ,r ∈ B k′

nl

∀k′ ∈ Z, l ∈ N, r ∈ Z/gZ (3.101)

(where g = gcd(n, denominator of k′
nl

)) completely determined by the condition:

�k′
nl

(
P

(k′)
lδ,r

)
= cl c̄k′ ⊗ P

(k′)
lδ,r + P

(k′)
lδ,r ⊗ 1 (3.102)

�k′
nl

(
P

(−k′)
−lδ,r

)
= 1⊗ P

(−k′)
−lδ,r + P

(−k′)
−lδ,r ⊗ c−l c̄−k′ (3.103)

and the normalization:

α±[u;u+nl)

(
P

(±k′)
±lδ,r

)
= ±δr

u mod g (3.104)

∀u ∈ {1, ..., n}. To summarize, under the isomorphism (3.58):

• P
(±k)
±[i;j)

correspond to the simple root generators x±s
• P

(±k′)
±lδ,r correspond to the imaginary root generators p±t

We will often write P
(±k′)
±[i;i+nl)

= P
(±k′)
±lδ,i if gcd(k′, nl) = 1.

3.15 Primitive elements of the vertical subalgebra

To complete the definition of the root generators of A, we set:

P
(±k)
0δ,r = ±ar,±kq

±(2r−1)k
n (3.105)

for all r ∈ Z/nZ and k ∈ N. Moreover, we define:

E∞
[r;r)(z) =

∞∑

d=0

E
(d)
[r;r)
zd

= exp

[ ∞∑

d=1

ar,d(1− q−2d)

dzd
q

2(r−1)d
n

]
(3.106)

Ē∞
[r;r)(z) =

∞∑

d=0

Ē
(d)
[r;r)
zd

= exp

[ ∞∑

d=1

ar,d(1− q2d)

dzd
q

2rd
n

]
(3.107)

E∞
−[r;r)(z) =

∞∑

d=0

E
(−d)
−[r;r)
z−d

= exp

[ ∞∑

d=1

ar,−d(qd − q−d)

dz−d
q−

2(r−1)d
n

]
(3.108)

Ē∞
−[r;r)(z) =

∞∑

d=0

Ē
(−d)
−[r;r)
z−d

= exp

[ ∞∑

d=1

ar,−d(q−d − qd)

dz−d
q−

2rd
n

]
(3.109)

Comparing the definitions above with (3.26)–(3.27), we see that:

ϕ±r (z) = ψ±1
r+1

ψ±1
r

Ē∞
±[r;r)

(
zq

2r
n

)
E∞
±[r+1;r+1)

(
zq

2(r−1)
n

)
(3.110)

This concludes the description of the generators considered in Theorem 4.3.
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4 The Statement and Proof of Theorem 1.1

In the present section, we will fully state and prove Theorem 1.1 (i.e., Theorem 4.3).

• In Section 4.1, we connect the slope subalgebras Bμ with the quantum groups of
Section 2, by establishing an explicit map between their generators

• In Section 4.2, we give the full statement of Theorem 1.1, by giving the explicit
form of relations (1.9) and (1.10), in the guise of (4.12), (4.13), (4.14), and (4.15)

• In Section 4.3, we prove relations (4.12) and (4.14)
• In Section 4.4, we work out the pairings between the P

(±k)
±[i;j)

’s and E
(∓k′)
∓[i′;j ′)’s

• In Section 4.5, we present an analogue of the computation of Section 3.13
• In Section 4.6, we prove relations (4.13) and (4.14)
• In Section 4.7, we prove our main Theorem
• In Section 4.8, we consider a smaller set of generators of Uq,q(g̈ln) from the one

of Theorem 4.3, and deduce the relations among these generators

4.1 The isomorphism between slope subalgebras and quantum affine groups

For any pair of coprime integers (a, b) ∈ N× Z � (0, 1), we let:

E b
a
:= Uq

(
ġl n

g

)⊗g

(4.1)

where g = gcd(n, a). We will write p
(±k)
±[i;j)

, p
(±k′)
±lδ,r for the primitive generators of

E b
a
, where the sets of indices are such that the assignment:

P
(±k)
±[i;j)


→ p
(±k)
±[i;j)

, P
(±k′)
±lδ,r 
→ p

(±k′)
±lδ,r (4.2)

for all k
j−i

= k′
nl
= b

a
and r ∈ Z/gZ yields an algebra isomorphism:

B b
a

∼−→ E b
a

(4.3)

that is obtained by composing (3.58) with (4.1). We will write:

e
(±k)
±[i;j)

, ē
(±k)
±[i;j)

∈ E b
a

(4.4)

for the images of the elements E
(±k)
±[i;j)

, Ē
(±k)
±[i;j)

under the isomorphisms (4.3).

Remark 4.1 For any μ ∈ Q�∞, we extend the scalars fromQ(q) toQ
(
q, q

1
n

)
, and

identify the central elements of the abstract algebras Eμ according to the rule:
(
central element of E b

a

)
= c

a
g c̄

bn
g

where g = gcd(n, a), for two henceforth fixed central elements c, c̄. Moreover, we
identify the Cartan elements of all the abstract algebras Eμ according to the rule:

(
ψs on pth factor of Uq

(
ġl n

g

)⊗g ∼= E b
a

)
= ψp+sa c̄

bs
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where ψ1, ..., ψn are the Cartan elements of E0 = Uq(ġln). This implies the relations:

c, c̄ central, ψsψs′ = ψs′ψs (4.5)

ψsp
(±k)
±[i;j)

= q±(δ
j
s −δi

s )p
(±k)
±[i;j)

ψs, ψsp
(±k)
±lδ,r = p

(±k)
±lδ,rψs (4.6)

in the subalgebras Eμ for all applicable indices i, j, s, s′, k, l, r .

4.2 The full statement of themain Theorem

Recall that we abbreviate q+ = q and q− = q−1q−n. We write:

δ
j

i mod g =
{
1 if i ≡ j mod g

0 otherwise
(4.7)

If g = n, we abbreviate the notation (4.7) to δ
j
i . For any i, j, i′, j ′ ∈ Z, recall that:

δ
(i,j)

(i′,j ′) =
{
1 if (i, j) ≡ (i′, j ′) mod (n, n)

0 otherwise
(4.8)

Let us consider the linear combination:

p̃
(±k)
±[i;j)

=
∑

x∈Z/nZ

p
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·−kx

±
q2± − 1

⎤

⎦ (4.9)

whenever gcd(k, j − i) = 1. The following is result is elementary, so we leave its
proof as an exercise to the interested reader:

Lemma 4.2 For any k which is coprime with n, we have:

M+M− = Id

where M± is the n× n matrix whose (a, b)th entry is q−1δa
b + (q − q−1)

q
2
n ·±k(a−b)

±
q2±−1

.

Therefore, we conclude that (4.9) is equivalent to the following:

p
(±k)
±[i;j)

=
∑

x∈Z/nZ

p̃
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎤

⎦ (4.10)

We are now ready to give the complete statement of Theorem 1.1:

Theorem 4.3 We have an algebra isomorphism:

(4.11)

where the defining relations in C are of the four types below.
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Type 1: for all6 i ≤ j , l ≥ 0 and k, k′ ∈ Z such that:

d := det

(
k k′

j − i nl

)

satisfies |d| = gcd(k′, nl), we set (letting g = gcd
(
n, nl

d

)
) for any r ∈ Z/gZ:

[
p

(±k)
±[i;j)

, p
(±k′)
±lδ,r

]
= ±p

(±k±k′)
±[i;j+ln)

(
δr
i mod gq

d
n± − δr

j mod gq
− d

n±
)

(4.12)

Type 2: under the same assumptions as in Type 1, we set:
[
p

(±k)
±[i;j)

, p
(∓k′)
∓lδ,r

]
= ±(c±l c̄±k′)

d
|d|p(±k∓k′)

±[i;j−nl)

(
δr
i mod gq

d
n∓ − δr

j mod gq
− d

n∓
)

[
p̃

(±k)
±[i;j)

, p
(∓k′)
∓lδ,r

]
= ±

⎛

⎝ ψ±1
j c̄±k

ψ±1
i q

1−δi
j

⎞

⎠

d
|d|

p
(±k∓k′)
∓[j−nl;i)

(
δr
i mod gq

d
n∓ − δr

j mod gq
− d

n∓
)

(4.13)

with the first equation in (4.13) holding if j − i > nl (or j − i = nl and k > k′) and
the second equation holding if j − i < nl (or j − i = nl and k < k′).

Type 3: for all7 i ≤ j , i′ ≤ j ′ and k, k′ ∈ Z such that:

det

(
k k′

j − i j ′ − i′
)
= gcd(k + k′, j − i + j ′ − i′)

we set:

p
(±k)
±[i;j)

p̃
(±k′)
±[i′;j ′)q

δi
j ′−δi

i′ − p̃
(±k′)
±[i′;j ′)p

(±k)
±[i;j)

q
δ
j

j ′−δ
j

i′ =
(s,t)≡(i′,j ′)∑

i≤t and s≤j

ē
μ

±[s,j)e
μ

±[i;t)
q−1 − q

(4.14)

where μ = k+k′
j−i+j ′−i′ .

Type 4: for all7 i ≤ j , i′ ≤ j ′ and k, k′ ∈ Z such that:

det

(
k k′

j − i j ′ − i′
)
= gcd(k − k′, j − i − j ′ + i′)

we set:

[
p

(±k)
±[i;j)

, p
(∓k′)
∓[i′;j ′)

]
= 1

q − q−1

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(s,t)≡(i′,j ′)∑
i≤s≤t≤j

e
μ

±[t,j)

ψ±1
j ′ c̄±k′

ψ±1
i′

ē
μ

±[i;s) if j − i ≥ j ′ − i′

(s,t)≡(i,j)∑
i′≤s≤t≤j ′

ē
μ

∓[t,j ′)
ψ±1

j c̄±k

ψ±1
i

e
μ

∓[i′;s) if j − i < j ′ − i′

(4.15)
where μ = k−k′

j−i−j ′+i′ .

6We only allow i = j in the following if k > 0 and l = 0 if k′ > 0
7We only allow i = j in the following if k > 0, and i′ = j ′ if k′ > 0
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4.3 Proof of commutation relations I

Let us define the following analogues, in the algebra A, of formulas (4.9)–(4.10):

P̃
(±k)
±[i;j)

=
∑

x∈Z/nZ

P
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·−kx

±
q2± − 1

⎤

⎦ (4.16)

P
(±k)
±[i;j)

=
∑

x∈Z/nZ

P̃
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎤

⎦ (4.17)

The first of these formulas is a definition, and the second one is a property.

Proposition 4.4 Formula (4.12) holds in A ∼= Uq,q(g̈ln) with p ↔ P .

Proof Let us first assume j − i > 0 and l > 0, and let:

LHS =
[
P

(±k)
±[i;j)

, P
(±k′)
±lδ,r

]
= P

(±k)
±[i;j)

P
(±k′)
±lδ,r − P

(±k′)
±lδ,r P

(±k)
±[i;j)

Formulas (3.98)/(3.99) and (3.102)/(3.103) imply that:

�
(
P

(±k)
±[i;j)

)
= ∗ ⊗ P

(±k)
±[i;j)

+ P
(±k)
±[i;j)

⊗ ∗ + ... (4.18)

�
(
P

(±k′)
±lδ,r

)
= ∗ ⊗ P

(±k′)
±lδ,r + P

(±k′)
±lδ,r ⊗ ∗ + ... (4.19)

where the ∗’s stand for various products of ψ±1
s , c±1, c̄±1, and the ellipses stand for

tensors with hinge strictly below the vectors ±(j − i, k) and ±(nl, k′), respectively
(see Section 3.8 for the definition of hinges). The assumption |knl − k′(j − i)| =
gcd(k′, nl) implies that there are no lattice points strictly inside the triangle spanned
by the aforementioned vectors. Therefore, the commutator of (4.18) and (4.19) is:

�(LHS) = ∗ ⊗ LHS+ LHS⊗ ∗ + ... (4.20)

where the ellipsis denotes tensors with hinge situated strictly below±(j− i+nl, k+
k′). As a consequence of our assumption, we have gcd(j− i+nl, k+k′) = 1, hence:

LHS is a primitive element of Bμ, for μ = k + k′

j − i + nl

Since the right-hand side of relation (4.12) is also a primitive element of Bμ,
Lemma 3.11 reduces our problem to proving that the two sides of (4.12) take the
same values under the linear maps α±[u;u+j−i+nl), for all u ∈ Z/nZ:

α±[u;u+j−i+nl)(LHS)

= α±[u;u+j−i+nl)

(
P

(±k)
±[i;j)

P
(±k′)
±lδ,r

)
− α±[u;u+j−i+nl)

(
P

(±k′)
±lδ,r P

(±k)
±[i;j)

)

(3.81)= α±[u+nl;u+j−i+nl)

(
P

(±k)
±[i;j)

)
α±[u;u+nl)

(
P

(±k′)
±lδ,r

)
q

d
n±
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−α±[u+j−i;u+j−i+nl)

(
P

(±k′)
±lδ,r

)
α±[u;u+j−i)

(
P

(±k)
±[i;j)

)
q
− d

n±
(3.100),(3.104)=

= δi
uδ

r
i mod gq

d
n± − δi

uδ
r
j mod gq

− d
n±

(3.100)= α[u;u+j−i+nl)(RHS)

where d = knl − k′(j − i). This proves (4.12) in the case j − i > 0 and l > 0.
When j − i > 0 and l = 0, our assumption requires j = i + 1 and (4.12) reads:

[
P

(±k)
±[i;i+1), P

(±k′)
±0δ,r

]
= ±P

(±k±k′)
±[i;i+1)

(
δr
i q

− k′
n± − δr

i+1q
k′
n±
)

(4.21)

which is a simple application of (3.23)–(3.24) and (3.105).
When j−i = 0 and l > 0, our assumption forces k = 1, nl|k′, and we must prove:

[
P

(±1)
±[i;i), P

(±k′)
±lδ,0

]
= ±P

(±1±k′)
±[i;i+ln)

(
ql± − q−l±

)
(4.22)

We will prove the case± = +, and leave the analogous case± = − as an exercise to
the interested reader. Moreover, to keep the notation simple we will assume k′ = 0,
as the general case can be obtained by simply multiplying all the rational functions

below by the monomial
∏n

i=1
∏l

s=1z
k′
nl

is . Let us write:

P
(0)
lδ,0 = R(z11, ..., z1l , ..., zn1, ..., znl) (4.23)

where the rational function R has total homogeneous degree 0. By assumption, the
hinge of any tensor in the coproduct �(R) lies strictly below the vector (nl, 0).
Therefore, the hinge of any tensor in the coproduct of the element:

[
P

(1)
[i;i), P

(0)
lδ,0

]
(3.23)= R̃ := q

2i−1
n

(
l∑

s=1

zi−1,s −
l∑

s=1

zis

)
· R (4.24)

lies strictly below the vector (nl, 1). This implies that the expression (4.24) is some
linear combination of the primitive shuffle elements P

(1)
[1;1+nl)

, ..., P (1)
[n;n+nl)

, hence:

LHS of (4.22) =
n∑

r=1

cr · P (1)
[r;r+nl)

(4.25)

To determine the constants cr , we apply the linear maps α[r;r+nl) of (3.79) to the
expression above, for any r ∈ {1, ..., n}. By (3.100), we have:

R̃

∣∣∣
zr 
→1,...,zr+nl−1 
→1

· (1− q−2)nlq− 1
n

q
2(r+nl−1)

n
∏

r≤a<b<r+nl ζ(1)
= cr

for all r ∈ {1, ..., n}. Recall that the specialization above involves regarding the vari-
ables in (4.23) as having colors r, r + 1, ..., r + nl − 1, and specializing them to the
value 1 in this convention. This implies that cr = 0 for r �≡ i, because R̃ is a multiple
of the factor

∑
s(zi−1,s − zis), which goes to 0 under this specialization. However,

when r = i, the given specialization corresponds to setting:

zi,s 
→ q2s−2, ..., zn,s 
→ q2s−2, z1,s 
→ q2s , ..., zi−1,s 
→ q2s
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for all s ∈ {1, ..., l}, according to convention (3.4). Thus, we obtain:

(q2l − 1) · R
∣∣∣
zi 
→1,...,zi+nl−1 
→1

· (1− q−2)nlq
2i−1

n q− 1
n

q
2(i+nl−1)

n
∏

i≤a<b<i+nl ζ(1)
= ci

To compute the left-hand side of the expression above, we recall that α[i;i+nl)(R) = 1
due to (3.104), hence:

R

∣∣∣
zi 
→1,...,zi+nl−1 
→1

· (1− q−2)nlq−l

∏
i≤a<b<i+nlζ(1)

= 1

By dividing out the previous equalities, we obtain ci = ql − q−l . Plugging this
formula (as well as cr = 0 for r �≡ i mod n) into (4.25) precisely establishes
(4.22).

Proposition 4.5 Formula (4.14) holds in A ∼= Uq,q(g̈ln) with p ↔ P .

Proof We will only prove the case when ± = +, as the case ± = − is analogous.
We will first deal with the case when j > i and j ′ > i′, and discuss the situation
when we have equality at the end of the proof. To keep the notation simple, we will
set c̄ = 1 in all formulas for the coproduct (this will have no bearing whatsoever on
the validity of the argument). If we use (4.17), the relation we need to prove reads:

P
(k)
[i;j)

P
(k′)
[i′;j ′)q

δi
j ′−δi

i′ − P
(k′)
[i′;j ′)P

(k)
[i;j)

q
δ
j

j ′−δ
j

i′

=
∑

x∈Z/nZ

(s,t)≡(i′+x,j ′+x)∑

i≤t and s≤j

Ē
μ

[s,j)E
μ

[i;t)
q−1 − q

⎡

⎣q
−δi′

j ′ δ0x + δi′
j ′(q − q−1)

q
2
n
·k′x

−
q2− − 1

⎤

⎦

(4.26)

We will prove this formula by induction on # = j − i + j ′ − i′ ∈ N (the base case
# = 1 is vacuous). We may use (3.96) to rewrite the LHS of (4.26) as:

LHS =
(

E
(k)
[i;j)

E
(k′)
[i′;j ′)q

δi
j ′−δi

i′ − E
(k′)
[i′;j ′)E

(k)
[i;j)

q
δ
j

j ′−δ
j

i′
)

q2q
2
n

(q − q−1)2
(4.27)

Our assumption implies that gcd(j − i, k) = gcd(j ′ − i′, k′) = 1, as depicted below:

Therefore, Proposition 3.13 implies:

�
(
E

(k)
[i;j)

)
= ψj

ψi

⊗E
(k)
[i;j)

+E
(k)
[i;j)

⊗1+
∑

i≤s<t≤j

ψj

ψt

E
(•)
[s;t)

ψs

ψi

⊗Ē
μ

[t,j)E
μ

[i;s)+... (4.28)
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where • is shorthand for k−μ(j − i + s − t) and the ellipsis stands for tensors with
hinge strictly below the vector (j − i + j ′ − i′, k + k′). Similarly, (3.46) implies:

�
(
E

(k′)
[i′;j ′)

)
= ψj ′

ψi′
⊗ E

(k′)
[i′;j ′) + E

(k′)
[i′;j ′) ⊗ 1+ ... (4.29)

where the ellipsis stands for tensors with hinge strictly below the vector (j ′ − i′, k′).
Taking an appropriate q–commutator of (4.28) and (4.29) yields:

�(LHS) = ψjψj ′

ψiψi′
⊗ LHS+ LHS⊗ 1+ ...

+
(

ψj

ψi

E
(k′)
[i′;j ′)q

δi
j ′−δi

i′ − E
(k′)
[i′;j ′)

ψj

ψi

q
δ
j

j ′−δ
j

i′
)

q2q
2
n

(q − q−1)2
⊗ E

(k)
[i;j)

+
∑

i≤s<t≤j

(
ψj

ψt

E
(•)
[s;t)

ψs

ψi

E
(k′)
[i′;j ′)q

δi
j ′−δi

i′ − E
(k′)
[i′;j ′)

ψj

ψt

E
(•)
[s;t)

ψs

ψi

q
δ
j

j ′−δ
j

i′
)

× q2q
2
n

(q − q−1)2
⊗ Ē

μ

[t,j)E
μ

[i;s) (4.30)

where the ellipsis (above and henceforth) stands for tensors with hinge strictly below
the vector (j − i+ j ′ − i′, k+ k′). By (3.22), the second line of the expression above
vanishes and hence LHS ∈ Bμ, while the third line equals:

∑

i≤s<t≤j

ψj

ψt

(
E

(•)
[s;t)E

(k′)
[i′;j ′)q

δs
j ′−δs

i′ −E
(k′)
[i′;j ′)E

(•)
[s;t)q

δt
j ′−δt

i′
) q2q

2
n

(q−q−1)2

ψs

ψi

⊗Ē
μ

[t,j)E
μ

[i;s)

By the induction hypothesis of (4.26), the expression above equals:

∑

x∈Z/nZ

(s′,t ′)≡(i′+x,j ′+x)∑

s≤t ′ and s′≤t

∑

i≤s<t≤j

ψj

ψt

Ē
μ

[s′,t)E
μ

[s;t ′)γ
−
i′j ′k′(x)

ψs

ψi

⊗ Ē
μ

[t,j)E
μ

[i;s)

(3.71),(3.72)=
∑

x∈Z/nZ

(s′,t ′)≡(i′+x,j ′+x)∑

i≤t ′ and s′≤j

�μ(Ē
μ

[s′;j)
)�μ(E

μ

[i;t ′))γ
−
i′j ′k′(x) (4.31)

where (recall that q+ = q and q− = q−nq−1, the symbol a denotes the residue class
of a in the set {1, ..., n}, and δi

j is 1 if i ≡ j mod n and 0 otherwise):

γ±ijk(x) = δ0x
q
−δi

j

q−1 − q
− δi

j

q
2
n
·kx

±
q2± − 1

(4.32)

Plugging formula (4.31) into the third line of (4.30), we conclude that the interme-
diate terms in �μ of either side of relation (4.26) are equal. Thus, to establish this
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relation, all that remains to show is that its left- and right-hand sides take the same
values under the maps α[u;v) for all [i; j)+ [i′; j ′) = [u; v) ∈ N

n:

α[u;v)(LHS)

=
[
α[u;v)(E

(k)
[i;j)

E
(k′)
[i′;j ′))q

δi
j ′−δi

i′ − α[u;v)(E
(k′)
[i′;j ′)E

(k)
[i;j)

)q
δ
j

j ′−δ
j

i′
]

q2q
2
n

(q−q−1)2

(3.81),(3.84)= δi′
u δi

j ′q
d
n q

δi
j ′−δi

i′ − δi
uδ

j

i′q
− d

n q
δ
j

j ′−δ
j

i′ (4.33)

where d = gcd(k + k′, j − i + j ′ − i′). Meanwhile, (3.81) and (3.84)–(3.85) imply:

α[u;v)(RHS) =
∑

x∈Z/nZ

(s,t)≡(i′+x,j ′+x)∑

i≤t and s≤j

α[u;v)

(
Ē

μ

[s,j)E
μ

[i;t)
)

γ−
i′j ′k′(x)

= (1−q−2)δi
uq

− d
n γ−

i′j ′k′(j−i′)+ (1−q2)δj
v q

d
n γ−

i′j ′k′(i−i′)

+(1− q−2)(1− q2)

i<t,s<j,μ(j−s)∈Z∑

[i;t)+[s;j)=[u;v)

×δi
uδ

t
sδ

v
j q

gcd(μ(j−s),j−s)−gcd(μ(t−i),t−i)
n γ−

i′j ′k′(s − i′) (4.34)

Hence the proof of the Proposition is completed by the following identity:

Claim 4.6 The right-hand sides of (4.33) and (4.34) are equal.

Proof Let us assume i′ ≡ j ′, u ≡ i, v ≡ j mod n, since otherwise the last line of
(4.34) vanishes termwise, and the problem is trivial. Therefore:

RHS of (4.34) = (1− q−2)q−
d
n γ−

i′j ′k′(j − i′)+ (1− q2)q
d
n γ−

i′j ′k′(i − i′)

+(1− q−2)(1− q2)

e∈{1,...,d−1}∑

s=j−(d−e)a, t=i+da

q
d−2e

n γ−
i′j ′k′(s − i′)

where we write v − u = da, k + k′ = db with a and b coprime. If we plug formula
(4.32) into the expression above, then the right-hand side of (4.34) equals:

(1− q−2)q−
d
n

⎛

⎝ δi′
j

1− q2
+ q

2
n
·k′(j−i′)

−
1− q2n−

⎞

⎠+ (1− q2)q
d
n

⎛

⎝ δi′
i

1− q2
+ q

2
n
·k′(i−i′)

−
1− q2n−

⎞

⎠

+(1− q−2)(1− q2)
∑

e∈{1,...,d−1}
q

d−2e
n

⎛

⎝ δi′
i+ea

1− q2
+ q

2
n
·k′(i+ea−i′)

−
1− q2n−

⎞

⎠ (4.35)

By assumption, we have (k+k′)(j ′−i′)−k′(v−u) = d ⇒ b(j ′−i′)−k′a = 1. Since
j ′ ≡ i′, this implies that k′a ≡ −1 modulo n, so we have the elementary identity:

δi′
i+ea = q

− 2
n− Fe−1 − Fe, where Fe = q

2
n
·k′(i+ea−i′)

−
1− q2n−
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With this substitution, formula (4.35) for the right-hand side of (4.34) reads:

(1− q−2)q−
d
n

(
δi′
j · q2

1− q2
+ q

− 2
n− Fd−1

)
+ (1− q2)q

d
n

(
δi′
i

1− q2
+ F0

)

+(1−q−2)(1− q2)q
d
n

∑

e∈{1,...,d−1}

⎛

⎝q
− 2

n− q− 2
n

1− q2
· q− 2(e−1)

n Fe−1− q2

1− q2
· q− 2e

n Fe

⎞

⎠

Using q
− 2

n− q− 2
n = q2, the formula above is easily seen to be a telescoping sum. After

canceling the various Fe’s, we obtain the right-hand side of (4.33), as required.

The only remaining case is when either i = j or i′ = j ′. In this case, our assump-
tions force i = j , k = 1 and j ′ − i′|k′ + 1. To keep the notation simple we will
assume k′ = −1, as the general case can be obtained by simply multiplying all the

rational functions below by the monomial
∏j ′−1

a=i′ (zaq
2a
n )

k′+1
j ′−i′ . We must prove that:

[
P

(1)
[i;i), P̃

(−1)
[i′;j ′)

]
= q

δi
i′−δi

j ′
(s,t)≡(i′,j ′)∑

s≤i≤t

Ē0
[s,i)E

0
[i;t)

q−1 − q
(4.36)

Recall that:

P
(−1)
[i′;j ′) =

qq
1
n E

(−1)
[i′;j ′)

q − q−1

Since the shuffle elements P̃
(−1)
[i;j ′) are connected to the shuffle elements P

(−1)
[i′;j ′) by the

linear transformation (4.16), then formulas (5.98) and (5.100) show that:

P̃
(−1)
[i′;j ′) =

q
1
n F

(−1)
[i′;j ′)

q − q−1

where, in notation analogous to that of Section 5, we set:

F
(0) or (−1)
[i′;j ′) = qj ′−i′ · Sym

⎡

⎢⎣

(
zi′q

2i′
n

)0 or −1

(
1− zi′+1

zi′

)
...
(
1− zj ′−1

zj ′−2

)
∏

i′≤a<b<j ′
ζ

(
za

zb

)
⎤

⎥⎦

F̄
(0) or (−1)
[i′;j ′) = (−qq

2
n )j

′−i′ · Sym

⎡

⎢⎢⎢⎣

(
zj ′−1q

2(j ′−1)
n

)0 or −1

(
1− zi′

zi′+1

)
...
(
1− zj ′−2

zj ′−1

)
∏

i′≤a<b<j ′
ζ

(
za

zb

)
⎤

⎥⎥⎥⎦
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By (3.23) and (3.105), we therefore have:
[
P

(1)
[i;i), P̃

(−1)
[i′;j ′)

]

= qj ′−i′

q − q−1
· Sym

⎡

⎢⎢⎢⎢⎣

∑a≡i−1
i′≤a<j ′

za

zi′
q

2(a−i′+1)
n −

a≡i∑
i′≤a<j ′

za

zi′
q

2(a−i′)
n

(
1− zi′+1

zi′

)
...
(
1− zj ′−1

zj ′−2

)
∏

i′≤a<b<j ′
ζ

(
za

zb

)

⎤

⎥⎥⎥⎥⎦

= qj ′−i′

q−q−1
· Sym

⎡

⎢⎢⎢⎢⎣

δi
j ′

zj ′−1
zi′

q
2(j ′−i′)

n −δi
i′ +

a≡i∑
i′<a<j ′

za−1−za

zi′
q

2(a−i′)
n

(
1− zi′+1

zi′

)
...
(
1− zj ′−1

zj ′−2

)
∏

i′≤a<b<j ′
ζ

(
za

zb

)

⎤

⎥⎥⎥⎥⎦

= 1

q − q−1

⎛

⎝−δi
j ′ · F̄ (0)

[i′;j ′) − δi
i′ · F (0)

[i′;j ′) −
a≡i∑

i′<a<j ′
F̄

(0)
[i′;a)

F
(0)
[a;j ′)

⎞

⎠

In the notation of (5.21) and (5.24), the expression above equals:

Z̄0
[i′;j ′),[i;i)
q−1 − q

(5.26)= q
δi
i′−δi

j ′ · Y 0
[i;i),[i′;j ′)
q−1 − q

(see Remark 5.6 for the reason why we are allowed to apply Proposition 5.4 for μ =
0). Since the right-hand side of the expression above is identical to the right-hand
side of (4.36), the proof is complete.

4.4 Pairing formulas II

For all collections of indices for which the two sides of the pairings below have
complementary degrees, formulas (3.83) and (3.100)/(3.104) imply:

〈
P

(±k)
±[i;j)

, E
(∓k)

∓[i′;j ′)
〉
= ±δ

(i,j)

(i′,j ′) · q
gcd(k,j−i)

n± (4.37)
〈
P

(±k)
±lδ,r , E

(∓k)

∓[i′;j ′)
〉
= ±δr

i′ mod g · q
gcd(k,nl)

n± (4.38)

where g = gcd(n, denominator k
nl

). Then formula (3.75) implies:

〈
P

(±k)
±[i;j)

, Ē
(∓k)

∓[i′;j ′)
〉
= ∓δ

(i,j)

(i′,j ′) · q
− gcd(k,j−i)

n± (4.39)
〈
P

(±k)
±lδ,r , Ē

(∓k)

∓[i′;j ′)
〉
= ∓δr

i′ mod g · q
− gcd(k,nl)

n± (4.40)

where we used the fact that the P ’s pair trivially with products of two or more E’s or
Ē’s of the same slope (because the P ’s are primitive). Note that (3.96) implies:

〈
P

(k)
[i;j)

, P
(−k)

−[i′;j ′)
〉
= δ

(i,j)

(i′,j ′)
q−1 − q

(4.41)
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whenever gcd(j − i, k) = 1. A straightforward reformulation of Lemma 4.2 implies:

〈
P̃

(k)
[i;j)

, P̃
(−k)

−[i′;j ′)
〉
= δ

(i,j)

(i′,j ′)
q−1 − q

(4.42)

where P̃
(±k)
±[i;j)

is connected to P
(±k)
±[i;j)

by (4.16).

4.5 Coproduct formulas II

Consider the following analogue of Proposition 3.13:

Proposition 4.7 For any k ∈ Z and l ∈ N, consider the diagram:

and let T have minimal area among all lattice triangles contained strictly below the
vector (nl, k) (there are exactly d := gcd(nl, k) such triangles). Then we have:

�
(
P

(k)
lδ,r

)
= cl c̄k ⊗ P

(k)
lδ,r + P

(k)
lδ,r ⊗ 1+ (tensors with hinge strictly below T )

+qδ0x (1− q−2)

n∑

i=1

P
(k−y)

[i;i+nl−x)

ψi c̄
y

ψi−x

⊗P̃
(y)

[i−x;i)
(

δr
i−x mod gq

− d
n+ − δr

i mod gq
d
n+
)

(4.43)

where g = gcd
(
n, nl

d

)
. Similarly, consider the diagram:

and let T have minimal area as described above. Then we have:

�
(
P

(−k)
−lδ,r

)
= 1⊗ P

(−k)
−lδ,r + P

(−k)
−lδ,r ⊗ c−l c̄−k + (tensors with hinge strictly below T )

+qδ0x (1− q−2)

n∑

i=1

P̃
(−k+y)

−[i;i+nl−x)

⊗P
(−y)

−[i−x;i)
ψi c̄

y−k

ψi+nl−x

(
δr
i−x mod gq

d
n− − δr

i mod gq
− d

n−
)

(4.44)

Proof We will prove (4.43), and leave the analogous formula (4.44) as an exercise
to the interested reader. As a consequence of (3.102) and the definition of hinges,
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we conclude that any summand R+
1 ⊗ R+

2 that appears in the LHS of (4.43) has
hinge below the vector (nl, k). Now fix such a summand with hinge exactly equal to
(x, y) as depicted in the figure above. Since the coproduct is coassociative, the tensor
factors R+

1 and R+
2 each have the property that any summand in their coproduct has

hinge below the vector (nk, l), and hence below the triangle T by the minimality
hypothesis. Therefore, R+

1 and R+
2 must be primitive:

�
(
P

(k)
lδ,r

)
= cl c̄k ⊗ P

(k)
lδ,r + P

(k)
lδ,r ⊗ 1

+
n∑

i,i′=1

ν(i, i′)P (k−y)

[i;i+nl−x)

ψi′+x

ψi′
c̄y ⊗ P̃

(y)

[i′;i′+x)
+ ... (4.45)

for some scalars ν(i, i′), where the ellipsis stands for summands with hinge strictly
below T . It therefore remains to determine these scalars, and by (4.41) we have:

ν(i, i′)
(q−1 − q)2

=
〈
�
(
P

(k)
lδ,r

)
, P

(y−k)

−[i;i+nl−x)
⊗ P̃

(−y)

−[i′;i′+x)

〉

(2.5)=
〈
P

(k)
lδ,r , P

(y−k)

−[i;i+nl−x)
P̃

(−y)

−[i′;i′+x)

〉

The product of P ’s in the right-hand side satisfies the hypotheses of (4.14), hence:

ν(i, i′)
(q−1 − q)2

=
〈
P

(k)
lδ,r , q

δi
i′−δi−x

i′ +δi−x

i′+x
−δi

i′+x P̃
(−y)

−[i′;i′+x)
P

(y−k)

−[i;i+nl−x)

+q
δi
i′−δi

i′+x

q−1 − q

∑

(s,t)≡(i′,i′+x)

Ē
k
nl

−[s,i+nl−x)E
k
nl

−[i;t)

〉

Note that P
(k)
lδ,r pairs trivially with all products of more than one P, P̃ , Ē, E in the

formula above, as a consequence of (3.46) and (3.102). Therefore, we conclude that:

ν(i, i′)
q−1 − q

= q
δi
i′−δi

i′+x

〈
P

(k)
lδ,r , E

k
nl

−[i;i+nl)
δi−x
i′ + Ē

k
nl

−[i−x;i+nl−x)
δi′+x
i

〉

(4.38),(4.40)= δi
i′+xq

δ0x−1
(
δr
i mod gq

d
n − δr

i−x mod gq
− d

n

)

Plugging this formula in (4.45) implies (4.43).

Proposition 4.8 In the second line of either (4.43) or (4.44), one could move the
tilde from the first P to the second P , without changing the values of these formulas.

Proof We will prove the claim which pertains to (4.43), since the case of (4.44) is
analogous. The Proposition is only non-trivial if n|x, which we henceforth assume.
The assumption on the minimal triangle T implies that:

xk − ynl = d (4.46)
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and it is an elementary exercise (which we leave to the interested reader) to show
that n|x implies that g = gcd(n, nl

d
) = 1. Also, since n|x then (4.16)–(4.17) read:

P
(k−y)

[i;i+nl−x)
=

n∑

s=1

P̃
(k−y)

[s;s+nl−x)

⎡

⎣q−1δi
s + (q − q−1)

q
2
n
·(k−y)(s−i)

−
q2− − 1

⎤

⎦

P̃
(y)

[i−x;i) =
n∑

s=1

P
(y)

[s−x;s)

⎡

⎣q−1δi
s + (q − q−1)

q
2
n
·y(i−s)

+
q2+ − 1

⎤

⎦

Therefore, we have:

n∑

i=1

P
(k−y)

[i;i+nl−x)
⊗ P̃

(y)

[i−x;i) =
n∑

s,s′=1

P̃
(k−y)

[s;s+nl−x)
⊗ P

(y)

[s′−x;s′)

·
n∑

i=1

⎡

⎣q−1δi
s + (q − q−1)

q
2
n
·(k−y)(s−i)

−
q2− − 1

⎤

⎦

×
⎡

⎣q−1δi
s′ + (q − q−1)

q
2
n
·y(i−s′)

+
q2+ − 1

⎤

⎦

As a consequence of Lemma 4.2 (which we may apply because n|x ⇒ n|d ⇒ n|k),
the second line of the expression above is δs

s′ , as we needed to prove.

4.6 Proof of commutation relations II

We will now use the results proved in the previous subsection in order to complete
the proof of Theorem 4.3.

Proposition 4.9 Formula (4.13) holds in A ∼= Uq,q(g̈ln) with p ↔ P .

Proof We will only prove the case when ± = +, as the case ± = − is completely
analogous. We divide the proof into several cases, depending on the relative sizes of
j − i and nl. In the case j − i > nl > 0, consider the triangles:
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Denote a = P
(k)
[i;j)

and b = P
(−k′)
−lδ,r . If we let μ = k′

nl
, then (3.87) implies:

�(a)= ψj

ψi

c̄k ⊗ a + a ⊗ 1+
∑

i≤s<t≤j

ψj

ψt

P
(•)
[s;t)

ψs

ψi

c̄k−• ⊗ Ē
μ

[t,j)E
μ

[i;s) + ... if d >0

�(a)= ψj

ψi

c̄k ⊗ a + a ⊗ 1+
∑

i≤s<t≤j

E
μ

[t,j)

ψt

ψs

Ē
μ

[i;s)c̄
• ⊗ P

(•)
[s;t) + ... if d <0

where • = k−μ(j − i+ s− t) and the ellipsis denotes tensors with hinge below the
triangle T . Meanwhile, (3.47) and the fact that b is primitive imply that:

�(b) = 1⊗ b + b ⊗ c−l c̄−k′ + ...

where the ellipsis stands for tensors with hinge strictly below the vector (−nl,−k′).
Then the only non-trivial pairings in relation (2.6) for our choice of a, b are:

ab +
∑

i≤s<t≤j

ψj

ψt

P
(•)
[s;t)

ψs

ψi

c̄k−• 〈Ēμ

[t,j)E
μ

[i;s), b
〉
= ba if d > 0

ab = ba +
∑

i≤s<t≤j

c−l c̄−k′P (•)
[s;t)

〈
E

μ

[t,j)

ψt

ψs

Ē
μ

[i;s)c̄
•, b
〉

if d < 0

The fact that b is primitive implies that it pairs trivially with any non-trivial product
between an Eμ and an Ēμ, so the only non-zero pairings above are those for (s, t) ≡
(i, j − nl) and (i + nl, j) modulo (n, n). Using (4.38) and (4.40), the formula above
yields precisely (4.13).

In the case nl > j − i > 0, consider the triangles:

Let a = P̃
(k)
[i;j)

and b = P
(−k′)
−lδ,r . By (3.46), we have:

�(a) = ψj

ψi

c̄k ⊗ a + a ⊗ 1+ ...

where the ellipsis denotes tensors with hinge strictly below the vector (j − i, k).
Meanwhile, (4.44) for−(x, y) chosen as the bottom-most vertex of T in the diagrams
above yields:

�(b) = 1⊗ b + b ⊗ c−l c̄−k + ...+ q
δi
j (1− q−2)·

n∑

s=1

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P
(k−k′)
−[s;s+nl−j+i)

⊗ P̃
(−k)
−[s−j+i;s)

ψs c̄
k−k′

ψs+nl−j+i

(
δr
s−j+i mod gq

d
n−−δr

s mod gq
− d

n−
)

if d >0

P̃
(−k)
−[s;s+j−i)

⊗ P
(k−k′)
−[s−nl+j−i;s)

ψs c̄
−k

ψs+j−i

(
δr
s+j−i mod gq

− d
n− −δr

s mod gq
d
n−
)

if d <0
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where the ellipsis denotes tensors with hinge strictly below the triangle T (note that
we invoked Proposition 4.8 in the d > 0 case above). Therefore, the only terms which
appear non-trivially in relation (2.6) for our choice of a and b are:

ab − q
δi
j−1ψj c̄

k

ψi

P
(k−k′)
−[j ;i+nl)

(
δr
i mod gq

d
n− − δr

j mod gq
− d

n−
)
= ba if d > 0

ab = ba + q
δi
j−1

P
(k−k′)
−[j−nl;i)

ψi c̄
−k

ψj

(
δr
i mod gq

d
n− − δr

j mod gq
− d

n−
)

if d < 0

This is precisely equivalent to (4.13), as we needed to prove.
When j − i = nl > 0, the assumption is only satisfied if nl|k′ and k = k′ ± 1.

We will prove the case when k = k′ + 1, and leave the analogous case of k = k′ − 1
as an exercise to the interested reader. Moreover, to keep the notation simple we will
assume k′ = 0 ⇒ k = 1, as the general case can be obtained by simply multiplying

all the rational functions below by the monomial
∏j−1

a=i (zaq
2a
n )

k′
nl . Let us write:

P
(1)
[i;j)

= R(zi, ..., zj−1)

as an element of the shuffle algebra. By (3.31)–(3.32) and (3.46)–(3.47), we have:

�(R) = R ⊗ 1+ cl c̄ ⊗ R + (q−1 − q)

n∑

s=1

clas,1 ⊗ R̃s + ...

where R̃s = R · q 2s−1
n

[
t≡s∑

i≤t<j

qq
1
n (ztq

2t
n )−1 −

t≡s−1∑
i≤t<j

q−1q− 1
n (ztq

2t
n )−1

]
, and:

�(P
(0)
−lδ,r ) = P

(0)
−lδ,r ⊗ c−l + 1⊗ P

(0)
−lδ,r + ...

where the ellipsis in the two formulas above denotes terms whose hinges are too low
to pair non-trivially with each other. Because of this, formula (2.6) therefore reads:

R · P (0)
−lδ,r + (q−1 − q)

n∑

s=1

clas,1

〈
R̃s, P

(0)
−lδ,r

〉
= P

(0)
−lδ,r · R (4.47)

The formula above implies (4.13), once we invoke (3.105) and the following claim:

〈
R̃s, P

(0)
−lδ,r

〉
= δi

s ·
ql− − q−l−
q − q−1

· q 2s−1
n (4.48)

To prove (4.48), we will establish the following:

Claim 4.10With the notation above, we have:

R̃s = − q
2s−1

n

q − q−1

⎡

⎣Ē
(0)
[i;j)

+ E
(0)
[i;j)

+
t≡s∑

i<t<j

Ē
(0)
[t;j)

E
(0)
[i;t)

⎤

⎦ (4.49)
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Then (4.48) follows from relations (4.38) and (4.40), as well as the fact that P (0)
−lδ,r is

primitive, hence pairs trivially with any product of an E and an Ē in formula (4.49).

Proof of Claim 4.10We have:

R̃s = q2q
2s−1

n

q − q−1
· Sym

⎡

⎢⎣
∑t≡s

i≤t<j

zj−1
zt

q
2(j−t)

n −∑t≡s−1
i≤t<j

zj−1
zt

q−2q
2(j−t−1)

n

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)

∏

i≤a<b<j

ζ

(
zb

za

)⎤

⎦

= q2q
2s−1

n

q − q−1
· Sym

⎡

⎢⎣
δi
s

zj−1
zi

q
2(j−i)

n − δ
j
s q−2 +∑t≡s

i<t<j

zj−1
zt

q
2(j−t)

n

(
1− zt

zt−1q
2

)

(
1− zi+1

ziq
2

)
...
(
1− zj−1

zj−2q
2

)

∏

i≤a<b<j

ζ

(
zb

za

)⎤

⎦

According to formulas (3.59), (3.60), (3.66) and (3.67), the formula above is equal to
the right-hand side of (4.49).

When j − i > nl = 0, the assumption of Proposition 4.9 is only satisfied if
j = i + 1, in which case the desired relation reads:

[
P

(k)
[i;i+1), P

−k′
−0δ,r

]
= c̄−k′P (k−k′)

[i;i+1)

(
δr
i (qq

1
n )k

′ − δr
i+1(qq

1
n )−k′

)

If we make the substitution (3.105), this relation is a special case of (3.39).
When j − i = 0 and l > 0, our assumption forces k = 1 and nl|k′. To keep the

notation simple we will assume k′ = 0, as the general case can be obtained by simply

multiplying all the rational functions below by the monomial
∏n

i=1
∏l

s=1z
k′
nl

is . In this
case, we have g = 1, and the relation we must prove reads:

[
P̃

(1)
[i;i), P

(0)
−lδ,1

]
= c̄P

(1)
−[i−nl;i)

(
ql− − q−l−

)

As P
(1)
[i;i) =

∑n
u=1P̃

(1)
[u;u)

(
q−1δi

u + (q − q−1)
q
2
n ·u−i

−
q2−−1

)
, this is equivalent to:

[
P

(1)
[i;i), P

(0)
−lδ,1

]
=

n∑

u=1

c̄P
(1)
−[u−nl;u)

(
ql−−q−l−

)
⎛

⎝q−1δi
u+(q−q−1)

q
2
n
·u−i

−
q2−−1

⎞

⎠ (4.50)

To this end, let us write:

P
(0)
−lδ,1 = R(z11, ..., z1l , ..., zn1, ..., znl)
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where the rational function R has total homogeneous degree 0. By assumption, the
hinge of any tensor in the coproduct �(R) lies strictly below the vector (−nl, 0).
Therefore, the hinge of any tensor in the coproduct of the element:

[
P

(1)
[i;i), P

(0)
−lδ,1

]
(3.38)= c̄R̃ (4.51)

where

R̃ = q
2i−1

n

(
l∑

s=1

zis −
l∑

s=1

zi−1,s

)
· R (4.52)

lies strictly below the vector (−nl, 1). This implies that the expression (4.51) is some
linear combination of the shuffle elements P

(1)
−[1−nl;1), ..., P

(1)
−[n−nl;n)

, i.e.,

c̄−1 · LHS of (4.50) =
n∑

u=1

cu · P (1)
−[u−nl;u)

To determine the constants cu, we apply the linear maps α−[u;u+nl) of (3.80) to the
expression above, for any u ∈ {1, ..., n}. We have:

[
R̃|zu 
→q2u,...,zu+nl−1 
→q2(u+nl−1)

]
· (1− q−2)nlq

2u−1
n−∏

u≤a<b<u+nlζ(q2(a−b))

(3.104)= −cu

In terms of the variables z11, ..., znl , the specialization above corresponds to:

zus 
→ q2uq2−2s− , ..., zns 
→ q2nq2−2s− , z1s 
→ q2q−2s− , ..., zu−1,s 
→ q2u−2q−2s−
(4.53)

for all s ∈ {1, ..., l}. Let δa<b denote the number 1 if a < b and 0 otherwise. Given
the definition of R̃ in (4.52), we obtain:

q
2i−1

n

(
q2iq

2(i−ī)
n

−2δī<u− − q2(i−1)q
2(i−1−i−1)

n
−2δi−1<u−

)
1− q−2l−
1− q−2−

· R
∣∣∣
evaluation (4.53)

· (1− q−2)nlq
2u−1

n−∏
u≤a<b<u+nlζ(q2(a−b))

= −cu (4.54)

However, the fact that α−[u;u+nl)(P
(0)
−lδ,1) = α−[u;u+nl)(R) = −1 implies that:

R

∣∣∣
evaluation (4.53)

· (1− q−2)nlq−l−∏
u≤a<b<u+nlζ(q2(a−b))

= −1 (4.55)

Dividing (4.54) by (4.55), and using the identity q = q−nq−1− , yields:

cu =
(

qq
2(u−ī)

n
−2δī<u− − q−1q

2(u−1−i−1)
n

−2δi−1<u−
)

ql− − q−l−
1− q−2−

It is elementary to see that the RHS of the expression above equals:

(
ql− − q−l−

)
⎛

⎝q−1δi
u + (q − q−1)

q
2
n
·u−i

−
q2− − 1

⎞

⎠
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which establishes (4.50).

Proposition 4.11 Formula (4.15) holds in A ∼= Uq,q(g̈ln) with p ↔ P .

Proof We will only prove the case when ± = +, as the case ± = − is analogous.
We divide the proof into several cases, depending on the relative sizes of j − i and
j ′ − i′.

Let a = P
(k)
[i;j)

and b = P
(−k′)
−[i′;j ′), and let us assume j − i > j ′ − i′ > 0:

Note that (3.87) implies:

�(a) = ψj

ψi

c̄k ⊗ a + a ⊗ 1+
∑

i≤s<t≤j

E
μ

[t,j)

ψt

ψs

c̄•Ēμ

[i;s) ⊗ P
(•)
[s;t) + ...

where • = k−μ(j − i + s − t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . Moreover, as a consequence of (3.47) we have:

�(b) = 1⊗ b + b ⊗ ψi′

ψj ′
c̄−k′ + ...

where the ellipsis stands for tensors with hinge strictly below the vector −(j ′ −
i′, k′). By the aforementioned discussion on the possible locations of the hinges, we
conclude that the only non-zero terms in relation (2.6) applied to our choice of a and
b are:

ab +
∑

i≤s<t≤j

E
μ

[t,j)

ψt

ψs

c̄•Ēμ

[i;s) ·
〈
P

(•)
[s;t), b

〉
= ba

As a consequence of (4.41), we obtain precisely relation (4.15).
Now let us assume j ′ − i′ > j − i > 0, as in the picture below:

Formula (3.46) implies:

�(a) = ψj

ψi

c̄k ⊗ a + a ⊗ 1+ ...
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where the ellipsis stands for tensors with hinge strictly below the vector (j − i, k).
Meanwhile, formula (3.88) gives us:

�(b) = 1⊗ b+ b⊗ ψi′

ψj ′
c̄−k′ +

∑

i′≤s<t≤j ′
Ē

μ

−[t,j ′)E
μ

−[i′;s)⊗
ψt

ψj ′
P

(•)
−[s;t)

ψi′

ψs

c̄−k′−• + ...

where • = −k′+μ(j−i+s− t) and the ellipsis stands for tensors with hinge strictly
below the triangle T . As a consequence of the above discussion on the locations of
the hinges, the only non-trivial terms in relation (2.6) are:

ab +
∑

i′≤s<t≤j ′

ψj

ψi

c̄kĒ
μ

−[t,j ′)E
μ

−[i′;s) ·
〈
a,

ψt

ψj ′
P

(•)
−[s;t)

ψi′

ψs

c̄−k′−•
〉
= ba

As a consequence of (4.41), we obtain precisely relation (4.15) (after collecting
various powers of q by commuting the various ψ factors).

If j − i = j ′ − i′ > 0, then our assumptions force us to have j = i+1, j ′ = i′ +1
and k > k′. In this case, the required relation reads:

[
P

(k)
[i;i+1), P

(−k′)
−[i′;i′+1)

]
= δi

i′
q − q−1

∑

a+b=k−k′
E

(a)
[i+1;i+1)

ψi+1

ψi

c̄k′Ē(b)
[i;i)

Using the substitutions (3.96)–(3.97) and (3.106)–(3.107), the relation above is
equivalent to the particular case of (3.40) when k > k′.

The only other case covered by our assumptions is j ′ − i′ > 0 = j − i, in which
case we must have k = 1 and j ′ − i′|k′ − 1. To keep the notation simple we will
assume k′ = 1, as the general case can be obtained by simply multiplying all the

rational functions below by the monomial
∏j ′−1

a=i′ (zaq
2a
n )

k′−1
j ′−i′ . The required relation

reads:
[
P

(1)
[i;i), P

(−1)
−[i′;j ′)

]
= 1

q − q−1

r≡i∑

i′≤r≤j ′
Ē0
−[r,j ′)E

0
−[i′;r)c̄ (4.56)

Let us write:
P

(−1)
−[i′;j ′) = R(zi′ , ..., zj ′−1)

where the rational function R has total homogeneous degree −1. By assumption, the
hinge of any tensor in the coproduct �(R) lies strictly below the vector−(j ′ − i′, 1).
Therefore, the hinge of any tensor in the coproduct of the element:

[
P

(1)
[i;i), P

(−1)
−[i′;j ′)

]
(3.38)= R̃c̄, where R̃ =

⎛

⎝
a≡i∑

i′≤a<j ′
zaq

2a−1
n −

a≡i−1∑

i′≤a<j ′
zaq

2a+1
n

⎞

⎠ · R

lies on or below the vector −(j ′ − i′, 0). This implies that R̃ ∈ B0. Therefore, in
order to prove the required identity:

R̃ = 1

q − q−1

r≡i∑

i′≤r≤j ′
Ē0
−[r,j ′)E

0
−[i′;r) (4.57)

we need to show that the two sides of (4.57) have the same intermediate terms for
the coproduct �0, and also the same value under the linear maps α−[u;v) for any
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[u; v) = [i′; j ′). We will prove the statement about the coproduct by induction on
j ′ − i′ (the base case is vacuous). By (3.88), we have:

�(R) = 1⊗ R + R ⊗ ψi′

ψj ′
c̄−1 +

∑

i′≤s<t≤j ′
Ē0
−[t,j ′)E

0
−[i′;s) ⊗

ψt

ψj ′
P

(−1)
−[s;t)

ψi′

ψs

+ ...

where the ellipsis denotes tensors with hinge which are more than one unit below
the horizontal line. By commuting the expression above with the primitive element
P

(1)
[i;i), we obtain the following formula:

�(R̃) = 1⊗R̃+R̃⊗ψi′

ψj ′
+

∑

i′≤s<t≤j ′
Ē0
−[t,j ′)E

0
−[i′;s)⊗

ψt

ψj ′

[
P

(1)
[i;i), P

(−1)
−[s;t)

]
c̄−1ψi′

ψs

+...

By the induction hypothesis of (4.56), we may write the expression above as:

�(R̃) = 1⊗ R̃ + R̃ ⊗ ψi′

ψj ′
+ ...

+ 1

q − q−1

r≡i∑

i′≤s≤r≤t≤j ′
Ē0
−[t,j ′)E

0
−[i′;s) ⊗

ψt

ψj ′
Ē0
−[r,t)E

0
−[s;r)

ψi′

ψs

+ ...

By (3.73) and (3.74), the last line of the expression above matches �0 applied to the
right-hand side of (4.57). This proves that the two sides of relation (4.57) have the
same intermediate terms for the coproduct �0. Therefore, all that is left to show is
that the two sides of the aforementioned relation have the same value under the linear
maps α−[u;v), for all [u; v) = [i′; j ′). To this end, formula (3.80) reads:

α−[u;v)(LHS)

= α−[u;v)(R̃) = R̃(..., q2a, ...)(1− q−2)v−u

q
v−u
n−
∏

i≤a<b<j ζ(q2a−2b)

=
R(..., q2a, ...)

(∑a≡i
i′≤a<j ′q

2aq
2a−1

n −∑a≡i−1
i′≤a<j ′q

2aq
2a+1

n

)
(1− q−2)v−u

q
v−u
n−
∏

i≤a<b<j ζ(q2a−2b)

Since formula (3.100) gives us:

α−[u;v)(R) = R(..., q2a, ...)(1− q−2)v−u

q
2v−1

n−
∏

u≤a<b<v ζ(q2a−2b)

= −δ
(i′,j ′)
(u,v)

we conclude that:

α−[u;v)(LHS) = δ
(i′,j ′)
(u,v) q

j ′+i′−1
n−

⎛

⎝
a≡i−1∑

i′≤a<j ′
q−1q

− 2a+1
n− −

a≡i∑

i′≤a<j ′
qq

− 2a−1
n−

⎞

⎠ (4.58)
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As for the right-hand side of (4.57), we have:

α−[u;v)(RHS)

(3.81)= 1

q − q−1

r≡i∑

i′≤r≤j ′
α−[r;v)(Ē

0
−[r,j ′))α−[u;r)(E

0
−[i′;r))

(3.84),(3.85)= δ
(i′,j ′)
(u,v)

⎡

⎣δi
j ′q

−1q
i′−j ′

n− − δi
i′qq

j ′−i′
n− + (q−1 − q)

r≡i∑

i′<r<j ′
q

j ′+i′−2r
n−

⎤

⎦

(4.59)

It is easy to see that the right-hand sides of (4.58) and (4.59) are equal to each other,
thus concluding the proof of (4.56).

4.7 Proof of themain Theorem

We are now ready to prove our main Theorem.

Proof of Theorem 4.3 Propositions 4.4, 4.5, 4.9 and 4.11 imply that there exists an
algebra homomorphism:

C ϒ−→ A which sends Eμ
∼−→ Bμ

All that remains to prove is that ϒ is an isomorphism of vector spaces. Since we have
the triangular decomposition [10]:

A ∼= A+ ⊗ B∞ ⊗A− where A± =
→⊗

μ∈Q
B±μ (4.60)

then it remains to show that:

C ∼= C+ ⊗ E∞ ⊗ C− and C± =
→⊗

μ∈Q
E±μ (4.61)

where C± ⊂ C are the subalgebras generated by:
{
p

(±k)
±[i;j)

, p
(±k′)
±lδ,r

}k,k′∈Z, any r

i<j,l∈N
Both of the statements in (4.61) are immediate consequences of the following
principle (following [1, 13]). We call a “generator” of E±μ any one of the symbols:

p
(±k)
±[i;j)

or p
(±k′)
±lδ,r

with k
j−i

= μ or k′
nl
= μ.

Claim 4.12 For any generators x ∈ E±λ and y ∈ E±μ with λ > μ, we have:

xy ∈
→⊗

ν∈[μ,λ]∩Q
E±ν (4.62)
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while for any generators x ∈ E−λ and y ∈ E+μ , we have:

xy ∈

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

→⊗
ν∈[μ,∞)

E+ν ⊗ E+∞ ⊗
→⊗

ν∈(−∞,λ]
E−ν if λ < μ

→⊗
ν∈(−∞,μ]

E+ν ⊗ E−∞ ⊗
→⊗

ν∈[λ,∞)

E−ν if λ > μ

(4.63)

(when λ = μ, such formulas are implicit in the defining relations of Eμ).

Once one has Claim 4.12, it is straightforward to show (akin to the proof of Corol-
lary 5.1 of [13]) that any product of the generators of C can be written as a sum of
products of elements of E±μ in counterclockwise order of the slope ±μ. Moreover,
there can be no non-trivial linear relations among such ordered products, because
passing such a relation through the homomorphism ϒ would violate (4.60).

Proof of Claim 12 The proof follows the idea of [1, 13]. To keep the notation simple,
we will only prove (4.62), as (4.63) is an analogous exercise that we leave to the
interested reader. Moreover, we will only prove the ± = + case of (4.62), as the
± = − case is proved similarly. We use induction on the number:

# = kd ′ − k′d ∈ N

where k = vdeg x, d = |hdeg x| and k′ = vdeg y, d ′ = |hdeg y|. If # = 1, then
(4.62) is a particular case of either relation (4.12) or (4.14), which establishes the
base case of the induction. For the induction step, pick any N > 1. Let us assume
that (4.62) holds for all pairs of generators x, y with # < N , and let us prove it for
those pairs such that # = N . We note that the lattice triangle T obtained by placing
the vectors (d, k) and (d ′, k′) ∈ N× Z in succession has area precisely N/2.

Case 1 Suppose there are no lattice points contained strictly inside T . If there are no
lattice points on at least two of the edges of T (except for the vertices), then (4.62)
once again reduces to either (4.12) or (4.14). If there are lattice points on two of the
edges of T , then there are lattice points on all three edges. Then we run the argument
in Case 2 below, with the triangle T ′ therein defined to have the point (d+d ′, k+k′)/g
as a vertex, where g = gcd(d + d ′, k + k′).

Case 2 Suppose there exists a lattice point inside the triangle T . Then loc. cit.
considers a lattice triangle T ′ ⊂ T as in the picture below:
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We may choose T ′ to have minimal area, which means that we may apply (4.14):

p
(k1)
[i1;j1)p̃

(k2)
[i2;j2)q

δ
i1
j2
−δ

i1
i2 − p̃

(k2)
[i2;j2)p

(k1)
[i1;j1)q

δ
j1
j2
−δ

j1
i2 =

(s,t)≡(i2,j2)∑

s≤j1 and i1≤t

ēλ
[s,j1)e

λ
[i1;t)

q−1 − q
∈ E+λ

(4.64)
where the vectors (j1−i1, k1) and (j2−i2, k2) are as depicted in the figure above, and
[i1; j1) + [i2; j2) = hdeg x. As shown in [13], it suffices to prove that i1, j1, i2, j2
can be chosen in such a way that the RHS of (4.64) is equal to a non-zero multiple of
x + sums of products of more than one primitive generator in Bλ. Indeed, once this
is done, the induction hypothesis of (4.62) will imply that:

p
(k1)
[i1;j1)p̃

(k2)
[i2;j2)y, p̃

(k2)
[i2;j2)p

(k1)
[i1;j1)y, zy ∈

→⊗

ν∈[μ,λ]∩Q
E+ν (4.65)

for any z ∈ E+λ that is a product of more than one primitive generator. Taking an
appropriate linear combination of relations (4.65) proves (4.62) for our given x, and
thus establishes the induction step.

As we only need to prove the non-zero-ness underlined in the previous paragraph,
we might as well apply the homomorphism ϒ to (4.64) and prove this non-zero-ness
in the algebra A. The advantage to doing so is that we may apply the bialgebra pair-
ing: because ϒ(x) is a primitive generator of A, it suffices to show that i1, j1, i2, j2
can be chosen so that the right-hand side of (4.64) has non-zero pairing with any
primitive generator of B−λ of degree opposite to that of x. We will prove this by
considering the two kinds of primitive generators:

• The simple ones, i.e., ϒ(x) = P
(k)
[i;j)

with gcd(k, j − i) = 1 and j �≡ i mod n.
Then:

ϒ(RHS of (4.64)) = E
(k)
[i;j)

q−1 − q

for any choice of i = i1 < j1 = i2 < j2 = j . Then:

〈
ϒ(RHS of (4.64)), P (−k)

−[i;j)

〉
= −q−1q− 1

n

q−1 − q

as a consequence of (4.37).
• The imaginary ones, i.e., ϒ(x) = P

(k)
lδ,r . Then:

ϒ(RHS of (4.64)) = E
(k)
[i1;i1+nl)

+ Ē
(k)
[j1−nl;j1)

q−1 − q
+ ...

for any choice of i1 < j1 and i2 < j2 such that [i1; j1)+[i2; j2) = lδ, where the
ellipsis denotes sums of products of two E’s and Ē’s. Since P

(−k)
−lδ,r is primitive,

it pairs trivially with any such product, and therefore we have:

〈
ϒ(RHS of (4.64)), P (−k)

−lδ,r

〉
= qdq

d
n − q−dq− d

n

q−1 − q

where d = gcd(k, nl), as a consequence of (4.38) and (4.40).
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4.8 A smaller set of generators I

In the following equation, the first isomorphism was proved as part of the proof of
Theorem 4.3, and the second isomorphism was proved in [10]:

C± ∼= A± ∼= U±
q,q(g̈ln)

Therefore, the algebras C± are generated by the horizontal degree 1 elements:
{
p

(±k)
±[i;i+1)

}k∈Z
i∈Z/nZ

(4.66)

(this can also be shown directly from relations (4.12) and (4.14), by an argument
similar to the one in the proof of Theorem 4.3). In the following Proposition, we will
show that all the relations between generators of C+ and C− can be deduced from the
relations among the generators (4.66) and the generators of E∞.

Proposition 4.13 If C± = 〈E±μ 〉μ∈Q
/

(relations (4.12), (4.14)), then:

C ∼= C+ ⊗ E∞ ⊗ C−
/
relations (4.68)–(4.70) (4.67)

where the following are special cases of (4.12)–(4.15):
[
p

(k)
±[i;i+1), p

(±d)
0δ,r

]
= ±p

(k±d)
±[i;i+1)

(
δr
i q

− d
n± − δr

i+1q
d
n±
)

(4.68)

[
p

(k)
±[i;i+1), p

(∓d)
0δ,r

]
= ±p

(k∓d)
±[i;i+1)

(
δr
i q

− d
n∓ − δr

i+1q
d
n∓
)

c̄∓d (4.69)

and:
[
p

(k)
[i;i+1), p

(−k′)
−[i′;i′+1)

]

= δi
i′

q − q−1

·
⎛

⎝
a,b≥0∑

a+b=k−k′
e
(a)
0δ,i+1

ψi+1

ψi

c̄k′ ē(b)
0δ,i −

a,b≤0∑

a+b=k−k′
e
(a)
0δ,i+1

ψi

ψi+1
c̄−kē

(b)
0δ,i

⎞

⎠

(4.70)

for all k, k′ ∈ Z, d, d ′ ∈ N and i, i′ ∈ Z/nZ.

Proof Let C′ be the algebra in the right-hand side of (4.67). We want to show that the
natural surjective map:

C′ � C (4.71)

is an isomorphism. To this end, we will show that relation (4.15) holds in C′ (the
analogous statement for relation (4.13) will be left as an exercise to the interested
reader). Clearly, the map (4.71) restricts to isomorsphisms:

C′± ∼= C± (4.72)
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on the subalgebras generated by p
(±k)
±[i;j)

, p
(±k′)
±lδ,r for all i < j , l > 0 and k, k′ ∈ Z,

because the two algebras in (4.72) have the same generators and relations. Since the
half subalgebras C± are generated by degree one elements, then we can write:

p
(±k)
±[i;j)

=
∑

coefficient · p(±b1)
±[a1;a1+1) . . . p

(±bj−i )

±[aj−i ;aj−i+1)

p
(∓k′)
∓[i′;j ′) =

∑
coefficient · p(∓b′1)

∓[a′1;a′1+1) . . . p
(∓b′

j ′−i′ )
∓[a′

j ′−i′ ;a′j ′−i′+1)

in C′± ∼= C±, for various numbers ad, a′d, bd, b′d . Then the Leibniz rule implies that:

LHS of (4.15) =
∑

coefficient ·
j−i∑

d=1

j ′−i′∑

d ′=1

(
. . .

[
p

(±bd )
±[ad ;ad+1), p

(∓b′
d′ )

∓[a′
d′ ;a′d′+1)

]
. . .

)

in C′. One can use (4.68)–(4.70) to rewrite the expression in the right-hand side with
all products ordered as in (4.61), i.e.,

LHS of (4.15) =
∑

coefficient · . . . p(bx)
[ax ;ax+1) . . . p

(±dy)

0δ,ry
. . . p

(−b′z)
−[a′z;a′z+1) . . . (4.73)

as an identity in C′. However, the right-hand side of (4.73) is equal to the right-hand
side of (4.15) in the algebra C, because the computation above could have been done
in C just as well as in C′. Because of the triangular decomposition (4.61), we conclude
that the right-hand side of (4.73) is equal to the right-hand side of (4.15) as elements
of the vector space C+⊗ E∞⊗ C−. Therefore, the right-hand of (4.73) is equal to the
right-hand side of (4.15) in C′, precisely what we needed to show.

5 An Orthogonal Presentation

In the present section, we state and prove an alternate version of Theorem 1.1, which
will yield a different presentation of Uq,q(g̈ln), that will be used in [11].

• In Section 5.1, we consider a triangular decompositionA ∼= A↑⊗B0⊗A↓ which
is “orthogonal” to the defining triangular decomposition A = A+ ⊗ B∞ ⊗A−

• In Section 5.2, we define elements F
(±k)
±[i;j)

, F̄ (±k)
±[i;j)

to replace E
(±k)
±[i;j)

, Ē(±k)
±[i;j)

• In Section 5.3, we give formulas for the coproduct of F
(±k)
±[i;j)

and F̄
(±k)
±[i;j)

• In Section 5.4, we connect the elements E
(±k)
±[i;j)

, Ē(±k)
±[i;j)

with F
(±k)
±[i;j)

, F̄ (±k)
±[i;j)

• In Section 5.5, we define elements o
(±k)
±[i;j)

, o(±k′)
±lδ,r to replace p

(±k)
±[i;j)

, p(±k′)
±lδ,r

• In Section 5.6, we state and prove Theorem 5.7
• In Section 5.7, we consider an analogue of the situation of Section 4.8
• In the remainder of the present section, we prove the formulas in Propositions 5.4

and 5.5, which were invoked in Section 5.4

5.1 Triangular decompositions

Looking at relations (4.12)–(4.15), we observe that the commutation relations
between the generators of the quantum toroidal algebra depend quite strongly on
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whether the degree (d, k) of the generators in question lies in Nn×Z or in−N
n×Z.

This is because the triangular decomposition:

A = A+ ⊗ B∞ ⊗A− (5.1)

prefers the vertical direction, i.e., that of slope∞. In the present section, we will see
that this is just a consequence of our choice of generators. More specifically, we will
construct another decomposition, which prefers the horizontal direction:

A ∼= A↑ ⊗ B0 ⊗A↓ (5.2)

and see that the commutation relations between the generators will now depend quite
strongly on whether the degree (d, k) of the generators in question lies in Z

n × N

or Zn ×−N. This presentation will be used in [11] to compare the quantum toroidal
algebra with a new type of shuffle algebra, that will be defined therein.

Remark 5.1 We expect infinitely many triangular decompositions as (5.1) and (5.2),
indexed by a rational number μ, in which the role of the middle subalgebra is played
by Bμ. The question is to find good descriptions of the left/right subalgebras.

5.2 Alternate generators II

Recall the elements (3.59)–(3.62) of A+ ⊗ B∞ ⊗A− = A, and define:

F
(k)
[i;j)

= ψiA
(k)
[i;j)

1

ψj

c̄−k · (−q
2
n−)i−j (5.3)

F̄
(k)
[i;j)

= ψiĀ
(k)
[i;j)

1

ψj

c̄−k (5.4)

F
(−k)
−[i;j)

= 1

ψi

B
(−k)
−[i;j)

ψj c̄
k · (−q

2
n+)i−j (5.5)

F̄
(−k)
−[i;j)

= 1

ψi

B̄
(−k)
−[i;j)

ψj c̄
k (5.6)

for all (i < j) ∈ Z
2

(n,n)Z
, k ∈ N�0 (recall that q+ = q and q− = q−nq−1), as well as:

F
(−k)
[i;j)

= B
(−k)
[i;j)

· qj−i (5.7)

F̄
(−k)
[i;j)

= B̄
(−k)
[i;j)

· qj−i (−q
2
n+)j−i (5.8)

F
(k)
−[i;j)

= A
(k)
−[i;j)

· qj−i (5.9)

F̄
(k)
−[i;j)

= Ā
(k)
−[i;j)

· qj−i (−q
2
n−)j−i (5.10)
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for all (i < j) ∈ Z
2

(n,n)Z
, k ∈ N. Note that we have the following, for all k ∈ N � 0:

F
(±k)
±[i;j)

= ψ±1
i Ē

(±k)
±[i;j)

1

ψ±1
j

c̄∓k (5.11)

F̄
(±k)
±[i;j)

= ψ±1
i E

(±k)
±[i;j)

1

ψ±1
j

c̄∓k (5.12)

When k < 0, we will connect the elements E
(±k)
±[i;j)

and F
(±k)
±[i;j)

in Propositions 5.13

and 5.14. Define F
(±k)
±[i;i), F̄

(±k)
±[i;i) by formulas (5.11)–(5.12) and (3.106)–(3.109).

Definition 5.2 Consider the subalgebras:

A↑ = 〈F (k)
[i;j)

〉k>0

(i,j)∈ Z2
(n,n)Z

and A↓ = 〈F (k)
[i;j)

〉k<0

(i,j)∈ Z2
(n,n)Z

where we recall that [i; j) = −[j ; i) for all i, j ∈ Z.

5.3 Coproduct formulas III

Let us write:

F
μ

[i;j)
= F

(k)
[i;j)

and F̄
μ

[i;j)
= F̄

(k)
[i;j)

for all (i, j) ∈ Z
2

(n,n)Z
and k ∈ Z, where μ = k

j−i
. Then:

F
μ

[i;j)
, F̄

μ

[i;j)
∈ Bμ

for all (i, j) ∈ Z
2

(n,n)Z
, μ ∈ Q. Moreover, if i < j , we have the coproduct formulas:

�μ(F
μ

[i;j)
) =

j∑

s=i

F
μ

[i;s) ⊗ F
μ

[s;j)

ψi

ψs

c̄μ(i−s) (5.13)

�μ(F̄
μ

[i;j)
) =

j∑

s=i

F̄
μ

[s;j)
⊗ ψs

ψj

c̄μ(s−j)F̄
μ

[i;s) (5.14)

�μ(F
μ

−[i;j)
) =

j∑

s=i

F
μ

−[s;j)

ψs

ψi

c̄μ(s−i) ⊗ F
μ

−[i;s) (5.15)

�μ(F̄
μ

−[i;j)
) =

j∑

s=i

ψj

ψs

c̄μ(j−s)F̄
μ

−[i;s) ⊗ F̄
μ

−[s;j)
(5.16)
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if μ ≥ 0, as a consequence of (5.11)–(5.12) and (3.71)–(3.74). Meanwhile:

�μ(F
μ

[i;j)
) =

j∑

s=i

ψs

ψi

c̄μ(s−i)F
μ

[s;j)
⊗ F

μ

[i;s) (5.17)

�μ(F̄
μ

[i;j)
) =

j∑

s=i

F̄
μ

[i;s)
ψj

ψs

c̄μ(j−s) ⊗ F̄
μ

[s;j)
(5.18)

�μ(F
μ

−[i;j)
) =

j∑

s=i

F
μ

−[i;s) ⊗
ψi

ψs

c̄μ(i−s)F
μ

−[s;j)
(5.19)

�μ(F̄
μ

−[i;j)
) =

j∑

s=i

F̄
μ

−[s;j)
⊗ F̄

μ

−[i;s)c̄
μ(s−j) ψs

ψj

(5.20)

if μ < 0, which is an analogous exercise that we leave to the interested reader.

5.4 Connecting the generators

To go from Theorem 4.3 to its equivalent version Theorem 5.7, one needs to connect
the elements E, Ē with the elements F, F̄ defined above. This is achieved by the
results in the present subsection, which will be proved at the end of the paper. We
consider any μ = b

a
< 0 with gcd(a, b) = 1.

Definition 5.3 For any (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
such that j − i + j ′ − i′ > 0, define:

Y
μ

±[i;j),±[i′;j ′) =
(s,t)≡(i′,j ′)∑

i≤t and s≤j

Ē
μ

±[s;j)
E

μ

±[i;t) (5.21)

Ȳ
μ

±[i;j),±[i′;j ′) =
(s,t)≡(i′,j ′)∑

i≤t and s≤j

E
μ

±[s;j)
Ē

μ

±[i;t) (5.22)

Z
μ

±[i;j),±[i′;j ′) =
(s,t)≡(i′,j ′)∑

i≤t and s≤j

F
μ

±[i;t)F̄
μ

±[s;j)
(5.23)

Z̄
μ

±[i;j),±[i′;j ′) =
(s,t)≡(i′,j ′)∑

i≤t and s≤j

F̄
μ

±[i;t)F
μ

±[s;j)
(5.24)

Proposition 5.4 For all (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
such that j − i + j ′ − i′ > 0 and:

a|b(j − i)± 1 and a|b(j ′ − i′)∓ 1 (5.25)

we have the identity:

Y
μ

±[i;j),±[i′;j ′) = q
δi
j ′−δ

j

i′ Z̄μ

±[i′;j ′),±[i;j)
(5.26)
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Similarly, if a|b(j − i)∓ 1 and a|b(j ′ − i′)± 1, then we have:

Ȳ
μ

±[i;j),±[i′;j ′) = q
δ
j

i′−δi
j ′Zμ

±[i′;j ′),±[i;j)
(5.27)

Proposition 5.5 For all (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
such that j − i + j ′ − i′ > 0 and:

k = b(j − i)+ ε

a
∈ Z and k′ = b(j ′ − i′)− ε

a
∈ Z (5.28)

(for any ε ∈ {−1, 1}) we have the identity:

Ȳ
μ

±[i;j),±[i′;j ′) =
∑

x,x′∈Z/nZ

q
δi
i′+x′−δ

j

j ′+x′Yμ

±[i′+x′;j ′+x′),±[i+x;j+x)
(5.29)

⎡

⎣q−δ
j
i δ0x + δ

j
i (q − q−1)

q
2
n
·−εkx

∓
q2∓ − 1

⎤

⎦

⎡

⎣q
−δ

j ′
i′ δ0x′ + δ

j ′
i′ (q − q−1)

q
2
n
·εk′x′

±
q2± − 1

⎤

⎦

There is also an analogous relation involving Z and Z̄, which we will not need.

Remark 5.6 Note that the assumptionμ < 0 could be removed, if we definedFμ, F̄ μ

by the analogues of formulas (5.7)–(5.10) instead of (5.3)–(5.6) for μ ≥ 0.

5.5 Alternate primitive elements

Recall the algebras Eμ of (4.1), and replace their simple and imaginary generators by
the following elements, for all i ≤ j , l ≥ 0 and all applicable k, k′, r:

o
(±k)
±[i;j)

= ψ±1
i p

(±k)
±[i;j)

1

ψ±1
j

c̄∓k (5.30)

o
(±k′)
±lδ,r = p

(±k′)
±lδ,r c

∓l c̄∓k′ (5.31)

if k, k′ ≥ 0, while:

o
(±k)
±[i;j)

=
∑

x∈Z/nZ

p
(±k)
±[i+x;j+x)

⎡

⎣q−δi
j δ0x + δi

j (q − q−1)
q

2
n
·−kx

±
q2± − 1

⎤

⎦ (4.9)= p̃
(±k)
±[i;j)

(5.32)

o
(±k′)
±lδ,r =

∑

y∈Z/gZ

p
(±k′)
±lδ,r+y

⎡

⎢⎣q−dδ0y + (qd − q−d)
q

2d
n
· −̂k′y

d±

q
2dg
n± − 1

⎤

⎥⎦ (5.33)
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if k, k′ < 0, where d = gcd(k′, nl), g = gcd(n, nl
d

) and x̂ is defined as the element
in the set {1, ..., g} which is congruent to x modulo g. We will use the notation:

õ
(±k)
±[i;j)

=
∑

x∈Z/nZ

o
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·−kx

±
q2± − 1

⎤

⎦

(4.9)= ψ±1
i p̃

(±k)
±[i;j)

1

ψ±1
j

c̄∓k (5.34)

if k, k′ ≥ 0, while we define:

õ
(±k)
±[i;j)

=
∑

x∈Z/nZ

o
(±k)
±[i+x;j+x)

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎤

⎦ (4.10)= p
(±k)
±[i;j)

(5.35)
if k, k′ < 0. Finally, let us write:

f
(±k)
±[i;j)

∈ E k
j−i

and f̄
(±k)
±[i;j)

∈ E k
j−i

(5.36)

for the images of the elements (5.3)–(5.10) under the isomorphisms (4.3). There-
fore, we have the natural analogues of Definition 5.3, Propositions 5.4 and 5.5 when
E, Ē, F, F̄ ∈ Bμ are replaced by the symbols e, ē, f, f̄ ∈ Eμ.

5.6 An equivalent form of themain theorem

With the notation above in mind, we are ready to state and prove the following ana-
logue of Theorem 4.3. Specifically, both (4.11) and (5.37) are presentations of the
same quantum toroidal algebra, but while the relations in the former distinguish the
vertical line (i.e., i = j ), the relations in the latter distinguish the horizontal line (i.e.,
k = 0).

Theorem 5.7 We have an algebra isomorphism:

(5.37)

where the defining relations in D are of the four types below.

Type 1: for all8 (i, j) ∈ Z
2

(n,n)Z
, l ∈ Z and k, k′ ≥ 0 such that:

d := det

(
k k′

j − i nl

)

satisfies |d| = gcd(k′, nl), we set (letting g = gcd
(
n, nl

d

)
) for any r ∈ Z/gZ:

[
o

(±k)
±[i;j)

, o
(±k′)
±lδ,r

]
= ±o

(±k±k′)
±[i;j+ln)

(
δr
i mod gq

d
n± − δr

j mod gq
− d

n±
)

(5.38)

8We only allow k = 0 in the following if i < j and k′ = 0 if l > 0
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Type 2: under the same assumptions as in Type 1, we set:
[
o

(±k)
±[i;j)

, o
(∓k′)
∓lδ,r

]
= ±(c±l c̄±k′)

d
|d| o(±k∓k′)

±[i;j−nl)

(
δr
i mod gq

d
n∓ − δr

j mod gq
− d

n∓
)

[
õ

(±k)
±[i;j)

, o
(∓k′)
∓lδ,r

]
= ±

⎛

⎝ ψ±1
j c̄±k

ψ±1
i q

1−δi
j

⎞

⎠

d
|d|

o
(±k∓k′)
±[i;j−nl)

(
δr
i mod gq

d
n∓ − δr

j mod gq
− d

n∓
)

(5.39)

with the first equation in (5.39) holding if k > k′ (or k = k′ and j − i > nl) and the
second equation holding if k < k′ (or k = k′ and j − i < nl).

Type 3: for all9 (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
and k, k′ ≥ 0 such that:

det

(
k k′

j − i j ′ − i′
)
= gcd(k + k′, j − i + j ′ − i′)

we set:

o
(±k)
±[i;j)

õ
(±k′)
±[i′;j ′)q

δi
j ′−δi

i′ − õ
(±k′)
±[i′;j ′)o

(±k)
±[i;j)

q
δ
j

j ′−δ
j

i′ =
(s,t)≡(i′;j ′)∑

i≤t and s≤j

f
μ

±[s,j)f̄
μ

±[i;t)
q−1 − q

(5.40)

where μ = k+k′
j−i+j ′−i′ .

Type 4: for all2 (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
and k, k′ ≥ 0 such that:

det

(
k k′

j − i j ′ − i′
)
= gcd(k − k′, j − i − j ′ + i′)

we set:

[
o

(±k)
±[i;j)

, o
(∓k′)
∓[i′;j ′)

]
= 1

q − q−1

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(s,t)≡(i′,j ′)∑
i≤s≤t≤j

f̄
μ

±[t,j)

ψ±1
j ′ c̄±k′

ψ±1
i′

f
μ

±[i;s) if k > k′

(s,t)≡(i,j)∑
i′≤s≤t≤j ′

f
μ

∓[t,j ′)
ψ±1

j c̄±k

ψ±1
i

f̄
μ

∓[i′;s) if k ≤ k′
(5.41)

where μ = k−k′
j−i−j ′+i′ .

Proof We will prove that relations (4.12), (4.13), (4.14), and (4.15) are equivalent to
relations (5.38), (5.39), (5.40), and (5.41), respectively. We will prove the first and
the third of these equivalences, and leave the second and fourth as exercises for the
interested reader. Let us start by proving the equivalence of (4.12) and (5.38).

9We only allow k = 0 in the following if i < j and k′ = 0 if i′ < j ′
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• when i ≤ j and l ≥ 0, the p and o generators are connected by formulas (5.30)
and (5.31), hence relations (4.12) and (5.38) are equivalent in virtue of the fact

that ψi and ψj commute with p
(±k′)
±lδ,r , and c̄ commutes with everything.

• when i > j and l < 0, we have:
[
o

(±k)
±[i;j)

, o
(±k′)
±lδ,r

]
(5.32),(5.33)=

∑

x∈Z/nZ

∑

y∈Z/gZ

[
p

(±k)
±[i+x;j+x)

, p
(±k′)
±lδ,r+y

]

·
⎛

⎝q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎞

⎠

×
⎛

⎜⎝q−|d|δ0y + (q |d| − q−|d|)
q

2|d|
n
· k̂′y|d|

∓

q
2|d|g

n∓ − 1

⎞

⎟⎠

(4.12)=
∑

x∈Z/nZ

∑

y∈Z/gZ

±p
(±k±k′)
±[i+x;j+nl+x)

×
(

δ
r+y

i+x mod gq
− d

n∓ − δ
r+y

j+x mod gq
d
n∓
)

⎛

⎝q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎞

⎠

⎛

⎜⎝q−|d|δ0y + (q |d| − q−|d|)
q

2|d|
n
· k̂′y|d|

∓

q
2|d|g

n∓ − 1

⎞

⎟⎠

=
∑

x∈Z/nZ

±p
(±k±k′)
±[i+x;j+nl+x)

⎛

⎝q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎞

⎠

⎡

⎢⎢⎣q−|d|
(

q
− d

n∓ δr
i+x mod g−q

d
n∓δr

j+x mod g

)
+(q |d|−q−|d|)

⎛

⎜⎜⎝
q

2|d|
n
· ̂k′(i+x−r)

|d| − d
n

∓

q
2|d|g

n∓ − 1
− q

2|d|
n
· ̂k′(j+x−r)

|d| + d
n

∓

q
2|d|g

n∓ − 1

⎞

⎟⎟⎠

⎤

⎥⎥⎦

To complete the proof of relation (5.38), we need to show that the expression
with the squiggly underline is equal to:

⎛

⎝q
−δi

j δi
x + δi

j (q − q−1)
q

2
n
·(k+k′)(x−i)

∓
q2∓ − 1

⎞

⎠
(

δr
i mod gq

d
n± − δr

j mod gq
− d

n±
)

for all x ∈ {1, ..., n}. This is an elementary consequence of the assumption that
knl− k′(j − i) = d and |d| = gcd(k′, nl), and one deals with the cases of i �≡ j

mod n and i ≡ j mod n separately (in the latter case, the assumptions imply
n|k′, hence n|d , hence g = 1). We leave the details to the interested reader.

When j− i and l have different signs (here we consider the number 0 to be among
the positive integers), there are only two cases when our assumption holds:
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• when i = j , k = 1 and nl|k′ (which implies g = 1), relation (5.38) reads:

[
o

(±1)
±[i;i), o

(±k′)
±lδ,1

]
= ±o

(±1±k′)
±[i;i+ln)

(
ql± − q−l±

)

If we apply the substitutions (5.30), (5.32), and (5.33), the formula above
becomes equivalent to:

[
p

(±1)
±[i;i)c̄

∓1, p
(±k′)
±lδ,1

qnlql∓ − q−nlq−l∓
ql∓ − q−l∓

]

= ±
(
ql± − q−l±

) ∑

x∈Z/nZ

p
(±1±k′)
±[i+x;i+x+ln)

⎡

⎣q−1δ0x + (q − q−1)
q

2
n
·x

∓
q2∓ − 1

⎤

⎦

By using qnq∓ = q−1± , the formula above is equivalent to:

[
p

(±1)
±[i;i), p

(±k′)
±lδ,1

]
= ±c̄±1

(
q−l∓ − ql∓

) ∑

x∈Z/nZ

p
(±1±k′)
±[i+x;i+x+ln)

⎛

⎝q−1δ0x + (q − q−1)
q

2
n
·x

∓
q2∓ − 1

⎞

⎠

If we apply Lemma 4.2, then the formula above is equivalent to:

⎡

⎣
∑

x∈Z/nZ

p
(±1)
±[i+x;i+x)

⎛

⎝q−1δ0x + (q − q−1)
q

2
n
·−x

±
q2± − 1

⎞

⎠ , p
(±k′)
±lδ,1

⎤

⎦

= ±c̄±1
(
q−l∓ − ql∓

)
p

(±1±k′)
±[i;i+ln)

which is precisely the second option in (4.13) for l < 0.
• when l = 0 and i = j + 1 (which implies g = n), relation (5.38) reads:

[
o

(±k)
±[i;i−1), o

(±k′)
±0δ,r

]
= ±o

(±k±k′)
±[i;i−1)

(
δr
i q

k′
n± − δr

i−1q
− k′

n±
)

Using (5.31) and (5.32), the relation above becomes equivalent to:

[
p

(±k)
∓[i−1;i), p

(±k′)
±0δ,r c̄

∓k′
]
= ±p

(±k±k′)
∓[i−1;i)

(
δr
i q

k′
n± − δr

i−1q
− k′

n±
)

The formula above is precisely the first option of (4.13).

Let us now prove the equivalence of (4.14) and (5.40).
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• when i ≤ j and i′ ≤ j ′, we have (to keep our formulas legible, we set c̄ = 1 in
what follows, since it is clear that we will encounter the same powers of c̄ in the
left- and right-hand sides of the equations below):

o
(±k)
±[i;j)

õ
(±k′)
±[i′;j ′)q

δi
j ′−δi

i′ − õ
(±k′)
±[i′;j ′)o

(±k)
±[i;j)

q
δ
j

j ′−δ
j

i′

(5.30),(5.34)= ψ±1
i p

(±k)
±[i;j)

ψ±1
i′

ψ±1
j

p̃
(±k′)
±[i′;j ′)

1

ψ±1
j ′

q
δi
j ′−δi

i′

−ψ±1
i′ p̃

(±k′)
±[i′;j ′)

ψ±1
i

ψ±1
j ′

p
(±k)
±[i;j)

1

ψ±1
j

q
δ
j

j ′−δ
j

i′

(4.6)= ψ±1
i ψ±1

i′ p
(±k)
±[i;j)

p̃
(±k′)
±[i′;j ′)

1

ψ±1
j ψ±1

j ′
q

δi
j ′−δ

j

j ′

−ψ±1
i ψ±1

i′ p̃
(±k′)
±[i′;j ′)p

(±k)
±[i;j)

1

ψ±1
j ψ±1

j ′
q

δi
i′−δ

j

i′

(4.14)= q
δi
i′−δ

j

j ′ · ψ±1
i ψ±1

i′

⎡

⎣
(s,t)≡(i′,j ′)∑

i≤t and s≤j

ē
μ

±[s,j)e
μ

±[i;t)
q−1 − q

⎤

⎦ 1

ψ±1
j ψ±1

j ′

=
(s,t)≡(i′,j ′)∑

i≤t and s≤j

ψ±1
s ē

μ

±[s,j)

ψ±1
i

ψ±1
j

e
μ

±[i;t)
1

ψ±1
t

q−1 − q

(5.11),(5.12)=
(s,t)≡(i′,j ′)∑

i≤t and s≤j

f
μ

±[s,j)f̄
μ

±[i;t)
q−1 − q

(indeed, the last formula holds because (5.36) stipulates that the e, ē’s are to the
f, f̄ ’s as the E, Ē’s are to the F, F̄ ’s, and the latter are related by (5.11)–(5.12)).

• when i > j and i′ > j ′, we have:

o
(±k)
±[i;j)

õ
(±k′)
±[i′;j ′)q

δi
j ′−δi

i′ − õ
(±k′)
±[i′;j ′)o

(±k)
±[i;j)

q
δ
j

j ′−δ
j

i′

(5.31),(5.35)= p̃
(∓(−k))
∓[j ;i) p

(∓(−k′))
∓[j ′;i′) q

δi
j ′−δi

i′ − p
(∓(−k′))
∓[j ′;i′) p̃

(∓(−k))
∓[j ;i) q

δ
j

j ′−δ
j

i′

(4.9),(4.10)=
∑

x,x′∈Z/nZ

[
p

(∓(−k))
∓[j+x;i+x)

p̃
(∓(−k′))
∓[j ′+x′;i′+x′)q

δi
j ′−δi

i′

−p̃
(∓(−k′))
∓[j ′+x′;i′+x′)p

(∓(−k))
∓[j+x;i+x)

q
δ
j

j ′−δ
j

i′
]

·
⎡

⎣q
−δi

j δ0x + δi
j (q−q−1)

q
2
n
·kx

∓
q2∓−1

⎤

⎦

⎡

⎣q
−δi′

j ′ δ0x′ + δi′
j ′(q−q−1)

q
2
n
·−k′x′

±
q2±−1

⎤

⎦

(5.42)

Note that the identity:

δi
j ′ + δ

j

i′ − δi
i′ − δ

j

j ′ = δ
j+x

i′+x′ + δi+x
j ′+x′ − δ

j+x

j ′+x′ − δi+x
i′+x′

339



A. Negut,

holds for all x, x′ that have non-zero coefficient in (5.42) (this is because i �≡
j ⇒ n|x and i′ �≡ j ′ ⇒ n|x′). Therefore, formula (5.42) equals:

∑

x,x′∈Z/nZ

[
p

(∓(−k))
∓[j+x;i+x)

p̃
(∓(−k′))
∓[j ′+x′;i′+x′)q

δ
j+x

i′+x′−δ
j+x

j ′+x′

−p̃
(∓(−k′))
∓[j ′+x′;i′+x′)p

(∓(−k))
∓[j+x;i+x)

q
δi+x

i′+x′−δi+x

j ′+x′
]

·qδ
j

j ′−δ
j

i′−δi+x

i′+x′+δi+x

j ′+x′

⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎤

⎦

×
⎡

⎣q
−δi′

j ′ δ0x′ + δi′
j ′(q − q−1)

q
2
n
·−k′x′

±
q2± − 1

⎤

⎦

By invoking (4.14), the expression above equals:

∑

x,x′∈Z/nZ

⎡

⎣
(s,t)≡(j ′+x′,i′+x′)∑

j+x≤t and s≤i+x

ē
μ

∓[s,i+x)e
μ

∓[j+x;t)
q−1 − q

⎤

⎦ q
δ
j

j ′−δ
j

i′−δi+x

i′+x′+δi+x

j ′+x′

·
⎡

⎣q
−δi

j δ0x + δi
j (q − q−1)

q
2
n
·kx

∓
q2∓ − 1

⎤

⎦

⎡

⎣q
−δi′

j ′ δ0x′ + δi′
j ′(q − q−1)

q
2
n
·−k′x′

±
q2± − 1

⎤

⎦

Note that the identity:

δ
j

j ′ − δ
j

i′ − δi+x
i′+x′ + δi+x

j ′+x′ = δ
j ′
i − δi′

j + δ
j ′+x′
j+x − δi′

i+x

holds for all x, x′ that have non-zero coefficient in the expression above. Thus,
we may apply (5.29) to conclude that the expression above equals:

q
δi
j ′−δ

j

i′ Ȳ∓[j ′;i′),∓[j ;i)
q−1 − q

(5.27)= Z∓[j ;i),∓[j ′;i′)
q−1 − q

(the notations Ȳ and Z are defined in (5.22) and (5.23)). The right-hand side of
the expression above precisely equals the right-hand side of (5.40), as required.

When i − j > 0 ≥ i′ − j ′, our hypothesis also holds in the following cases:

• when j − i|k + 1, i′ = j ′ and k′ = 1, relation (5.40) reads:

o
(±k)
±[i;j)

õ
(±1)
±[i′;i′) − õ

(±1)
±[i′;i′)o

(±k)
±[i;j)

=
s≡i′∑

i≤s≤j

f
μ

±[s,j)f̄
μ

±[i;s)
q−1 − q

We may use the substitutions (5.30) and (5.32) to rewrite the left-hand side, and
(5.27) to rewrite the right-hand side as:

p̃
(±k)
∓[j ;i)p̃

(±1)
±[i′;i′) − p̃

(±1)
±[i′;i′)p̃

(±k)
∓[j ;i) = q

δi′
i −δi′

j c̄±1
s≡i′∑

i≤s≤j

e
μ

∓[j,s)ē
μ

∓[s;i)
q−1 − q
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If we convert the p̃’s into p’s using formula (4.9), and apply (5.29) to the right-
hand side, the formula above reduces to (4.15).

• when i = j + 1 and i′ = j ′ − 1, relation (5.40) reads:

o
(±k)
±[j+1;j)

õ
(±k′)
±[i′;i′+1)q

δ
j

i′−δ
j+1
i′ − õ

(±k′)
±[i′;i′+1)o

(±k)
±[j+1;j)

q
δ
j

i′+1
−δ

j

i′

= δ
j

i′
∑

a+b=k+k′

f
(a)
±[j ;j)

f
(b)

±[j+1;j+1)

q−1 − q

With the substitutions (5.11), (5.12), (5.30), and (5.32), this formula reads:

p
(±k)
∓[j ;j+1)ψ

±1
i′ p

(±k′)
±[i′;i′+1)

c̄∓k′

ψ±1
i′+1

q
δ
j+1
i′+1

−δ
j+1
i′

−ψ±1
i′ p

(±k′)
±[i′;i′+1)

c̄∓k′

ψ±1
i′+1

p
(±k)
∓[j ;j+1)q

δ
j

i′+1
−δ

j

i′

= δ
j

i′
∑

a+b=k+k′

ē
(a)
±[j ;j)

e
(b)
±[j+1;j+1)c̄

∓k∓k′

q−1 − q

If we move ψ±
i′ (respectively ψ±1

i′+1) to the left (respectively right) of the formula
above using (4.6), then we obtain precisely (4.15).

5.7 A smaller set of generators II

By analogy with Proposition 4.13, we have the following:

Proposition 5.8 Let D± ⊂ D be the subalgebras generated by o
(k)
[i;j)

and o
(k′)
lδ,r with

k, k′ ∈ N and all i, j, l, r , modulo relations (5.38) and (5.40). Then we have:

D ∼= D+ ⊗ E0 ⊗D− /relations (5.44)–(5.48) (5.43)

where the following are special cases of (5.38)–(5.41):
[
o

(±1)
±[i;j)

, o
(0)
±lδ,1

]
= ±o

(±1)
±[i;j+nl)

(
ql± − q−l±

)
(5.44)

[
o

(±1)
±[i;j)

, o
(0)
∓lδ,1

]
= ±o

(±1)
±[i;j−nl)

c±l
(
ql∓ − q−l∓

)
(5.45)

o
(±1)
±[i;j)

o
(0)
±[s;s+1)q

δi
s+1−δi

s − o
(0)
±[s;s+1)o

(±1)
±[i;j)

qδ
j
s+1−δ

j
s

= ±
(

δi
s+1 · q

− 1
n∓ o

(±1)
±[i−1;j)

− δ
j
s · q

1
n∓o

(±1)
±[i;j+1)

)
(5.46)

[
o

(±1)
±[i;j)

, o
(0)
∓[s;s+1)

]
= ±

(
δi
s · q

1
n∓o

(±1)
±[i+1;j)

ψ±1
i+1

ψ±1
i

− δ
j

s+1 · q
− 1

n∓
ψ±1

j

ψ±1
j−1

o
(±1)
±[i;j−1)

)

(5.47)
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and: [
o

(1)
[i;j)

, o
(−1)
[i′;j ′)

]
= 1

q−1 − q
(5.48)

⎛

⎜⎜⎝
∑

⌈
i−j ′

n

⌉
≤k≤

⌊
j−i′

n

⌋
f

μ

[i′+nk,j)

ψj ′

ψi′ c̄
f̄

μ

[i;j ′+nk)
−

∑
⌈

j ′−i
n

⌉
≤k≤

⌊
i′−j

n

⌋
f

μ

−[j+nk,i′)
ψj c̄

ψi

f̄
μ

−[j ′;i+nk)

⎞

⎟⎟⎠

for all (i, j), (i′, j ′) ∈ Z
2

(n,n)Z
, l ∈ Z, s ∈ Z/nZ.

The proof of the Proposition above is completely analogous to that of Proposi-
tion 4.13, so we leave it as an exercise to the interested reader.

5.8 Proof of Propositions 5.4 and 5.5, step I

In the remainder of this paper, we will prove Propositions 5.4 and 5.5. As we have
seen in Lemma 3.11, a frequent strategy for proving identities of shuffle elements in
Bμ, such as (5.26), is the following two-step process: one first shows that the LHS and
RHS have the same intermediate terms under the coproduct �μ, and then one shows
that the LHS and RHS have the same value under linear maps which “detect” primi-
tive elements. Such linear maps are the α±[i;j) of (3.79)–(3.80), however, these never
give nice formulas on both Y, Ȳ and Z, Z̄ of (5.21)–(5.24). To remedy this issue, we
will consider a different choice of linear maps, and we will show in Lemma 5.11 that
they detect primitive elements. Fix generic parameters x1, ..., xn ∈ F and introduce
the following linear maps (inspired by the similar construction of [8]):

ρ : A± → F (5.49)

given for any R±(..., zi1, zi2, ..., ziki
, ...) of homogeneous degree h by the formula:

ρ(R±) = R±(..., xi, xiq
2, ..., xiq

2(ki−1), ...)q−
h|k|
n

∏
1≤i,i′≤n

∏a>a′
1≤a≤ki ,1≤a′≤ki′ ζ

(
xiq

2a

xi′q2a
′

) (5.50)

where xi has color i. We have the following analogue of Proposition 3.10:

Proposition 5.9 If degR1 = (k, h1) and degR2 = (lδ, h2), we have:

ρ(R1R2) = ρ(R1)ρ(R2)q
h1nl−h2|k|

n (5.51)

while if degR2 = (−lδ, h2) and degR1 = (−k, h1), we have:

ρ(R2R1) = ρ(R1)ρ(R2)q
h1nl−h2|k|

n (5.52)

Proof We will only prove (5.51), and leave the analogous (5.52) as an exercise to the
interested reader. By definition, ρ(R1R2) involves summing over partitions:

{xi, xiq
2, ..., xiq

2(ki+l−1)}1≤i≤n = V1 � V2
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multiplying together the evaluations of R1, R2 at the set of variables V1, V2 (respec-
tively) and then multiplying the result by

∏
y∈V1

∏
z∈V2

ζ(y/z). However, because

ζ(q−2 of color 0) = 0, the only non-zero contribution produced by the procedure
above happens for:

V1 = {xiq
2l , ..., xiq

2(ki+l−1)}, V2 = {xi, xiq
2, ..., xiq

2(l−1)}

We conclude that:

(R1R2)

∣∣∣
zia 
→xiq

2(a−1)
= R1

∣∣∣
zia 
→xiq

2(l+a−1)
·R2

∣∣∣
zia 
→xiq

2(a−1)
·

n∏

i,i′=1

0≤a′<l∏

l≤a<ki+l

ζ

(
xiq

2a

xi′q2a′

)

Since R1|zia 
→xiq
2(l+a−1) = R1|zia 
→xiq

2(a−1) · q2h1l , the formula above implies (5.51).

Proposition 5.10 For any (i < j) ∈ Z
2

(n,n)Z
and h ∈ Z, let μ = h

j−i
. We have:

ρ(A
(h)
±[i;j)

) =
q

α
μ
i,j
∏j−1

a=i

(
xāq

2ā
n

)⌈ h(a−i+1)
j−i

⌉
−
⌈

h(a−i)
j−i

⌉

∏j−1
a=i+1

(
1− xa−1q

2

xa

)

⎡

⎣ 1− xi−1
xi

1− xi−1q
2

xi

⎤

⎦
δ
j
i

(5.53)

ρ(Ā
(h)
±[i;j)

) =
q

α
μ
i,j
∏j−1

a=i

(
xāq

2ā
n

)⌊ h(a−i+1)
j−i

⌋
−
⌊

h(a−i)
j−i

⌋

∏j−1
a=i+1

(
1− xa

xa−1q
2

)
[

1− xi

xi−1

1− xi

xi−1q
2

]δ
j
i

(5.54)

ρ(B
(h)
±[i;j)

) =
q

β
μ
i,j
∏j−1

a=i

(
xāq

2ā
n

)⌊ h(a−i+1)
j−i

⌋
−
⌊

h(a−i)
j−i

⌋

∏j−1
a=i+1

(
1− xa

xa−1q
2

) (5.55)

ρ(B̄
(h)
±[i;j)

) =
qβ

μ
i,j
∏j−1

a=i

(
xāq

2ā
n

)⌈ h(a−i+1)
j−i

⌉
−
⌈

h(a−i)
j−i

⌉

∏j−1
a=i+1

(
1− xa−1q

2

xa

) (5.56)

where we extend the notation xi to all i ∈ Z by the rule xi+nq
2 = xi , and define:

α
μ
i,j = (2μ(j − i)+ 1)

⌊
j − i

n

⌋
− 2

⌊
j−i
n

⌋

∑

k=1

�μnk� − μ(j − i)2

n

α
μ
i,j = (2μ(j − i)− 1)

⌊
j − i

n

⌋
− 2

⌊
j−i
n

⌋

∑

k=1

�μnk� − μ(j − i)2

n
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β
μ
i,j = (2μ(j−i)+1)

(⌈
j − i

n

⌉
−1

)
+ 1−2

⌈
j−i
n

⌉
−1

∑

k=1

�μnk� − μ(j − i)2

n
− j + i

β
μ

i,j = (2μ(j−i)−1)

(⌈
j − i

n

⌉
− 1

)
−1−2

⌈
j−i
n

⌉
−1

∑

k=1

�μnk� − μ(j − i)2

n
+ j − i

Proof Wewill prove (5.53), and leave the other three formulas as analogous exercises
to the interested reader. Recall that we have:

A
(h)
±[i;j)

= Sym
(
a

(h)
±[i;j)

)
(5.57)

where:

a
(h)
±[i;j)

=
∏j−1

a=i (zaq
2a
n )

⌈
h(a−i+1)

j−i

⌉
−
⌈

h(a−i)
j−i

⌉

(
1− ziq

2

zi+1

)
...
(
1− zj−2q

2

zj−1

)
∏

i≤a<b<j

ζ

(
zb

za

)
(5.58)

Applying the linear map ρ to the rational function (5.57) entails specializing A
(h)
±[i;j)

at:

za 
→ xāq
2−2� a

n�q2
⌊

a−i
n

⌋

∀a ∈ {i, ..., j − 1} (5.59)

The fact that ζ(q−2 of color 0) = 0 means that we obtain the same result by
specializing the rational function (5.58) according to (5.59). Thus, we have:

ρ
(
A

(h)
±[i;j)

)
(5.50)=

a
(h)
±[i;j)

∣∣∣
evaluation (5.59)

· q− h(j−i)
n

∏
1≤s,s′≤n

∏u>u′
1≤u≤ks ,1≤u′≤ks′ ζ

(
xsq2u

xs′q2u
′

) (5.60)

where k = [i; j) and ks denotes the number of elements in the set {i, ..., j − 1}
congruent to s modulo n. It is easy to see that when we specialize the ζ factors of
(5.58) according to (5.59), we pick up precisely the product of ζ factors in (5.60), but
with “u > u′” replaced by “u > u′ or u = u′, s ≡ i − 1, s′ ≡ i mod n”. Hence:

ρ
(
A

(h)
±[i;j)

)
=
∏j−1

a=i (xāq
2ā
n q

2
⌊

a−i
n

⌋

)

⌈
h(a−i+1)

j−i

⌉
−
⌈

h(a−i)
j−i

⌉

q
h(j−i)

n
∏j−1

a=i+1

(
1− xa−1q

2−2δia q2δ
1
a

xā

) ·
a≡i∏

i≤a≤j−n

ζ

(
xa−1q

2δ1a

xā

)

The number of ζ factors is equal to
⌊

j−i
n

⌋
, while the number of linear factors in the

denominator of the expression above is equal to
⌊

j−i−1
n

⌋
. These two numbers are

equal unless i ≡ j modulo n, in which case the number of ζ factors is one more than
the other number. Therefore, plugging in the explicit formula for ζ yields:

ρ
(
A

(h)
±[i;j)

)
= q# ·

∏j−1
a=i (xāq

2ā
n )

⌈
h(a−i+1)

j−i

⌉
−
⌈

h(a−i)
j−i

⌉

∏j−1
a=i+1

(
1− xa−1q

2δ1a

xā

)

⎡

⎣ 1− xi−1
xi

1− xi−1q
2

xi

⎤

⎦
δ
j
i

(5.61)
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where:

# =
j−1∑

a=i

2

⌊
a − i

n

⌋(⌈
h(a − i + 1)

j − i

⌉
−
⌈

h(a − i)

j − i

⌉)
+
⌊

j − i

n

⌋
− h(j − i)

n

It remains to compute the number #. To this end, let us write j = i + nl + r and
a = i + nk + s for r, s ∈ {0, ..., n− 1}. Thus, we have:

# =
l−1∑

k=0

2k

(⌈
hn(k + 1)

j − i

⌉
−
⌈

hnk

j − i

⌉)
+2l

(
h−

⌈
hnl

j − i

⌉)
+ l− h(j − i)

n
= α

μ
i,j

precisely as prescribed by (5.53).

5.9 Proof of Propositions 5.4 and 5.5, step II

Let us introduce the following notation:

Si,j =
j−1∏

a=i

(
1− xa−1q

2

xa

)
and Ti,j =

j−1∏

a=i

(
1− xa

xa−1q2

)
(5.62)

as well as:

σ
μ
i,j =

j−1∏

a=i

(
xāq

2ā
n

)�μ(a−i+1)�−�μ(a−i)�
(5.63)

τ
μ
i,j =

j−1∏

a=i

(
xāq

2ā
n

)�μ(a−i+1)�−�μ(a−i)�
(5.64)

for all μ ∈ Q such that μ(j − i) ∈ Z. The following identities are obvious:

Si+n,j+n = Si,j and Ti+n,j+n = Ti,j (5.65)

and:

Si,j+n = Si,j · s, where s =
n∏

a=1

(
1− xa−1q

2

xa

)
(5.66)

Ti,j+n = Ti,j · t, where t =
n∏

a=1

(
1− xa

xa−1q2

)
(5.67)

Meanwhile, if we write μ = b
a
with gcd(a, b) = 1 and set g = gcd(n, a), then:

σ
μ

i+ na
g

,j+ na
g
= σ

μ
i,j and τ

μ

i+ na
g

,j+ na
g
= τ

μ
i,j (5.68)
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and:

σ
μ

i,j+ na
g
= σ

μ
i,j · sμ,j , sμ,j =

j+ na
g
−1∏

a=j

(
xāq

2ā
n

)�μ(a−j+1)�−�μ(a−j)�
(5.69)

τ
μ

i,j+ na
g
= τ

μ
i,j · tμ,j , tμ,j =

j+ na
g
−1∏

a=j

(
xāq

2ā
n

)�μ(a−j+1)�−�μ(a−j)�
(5.70)

(it is easy to see that sμ,j and tμ,j only depend on j mod g). Finally, we have:

α
μ
i,j = β

μ

i,j + 1− δ
j
i + 2

⌊
(j − i)g

na

⌋
− j + i (5.71)

α
μ
i,j = β

μ
i,j − 1+ δ

j
i − 2

⌊
(j − i)g

na

⌋
+ j − i (5.72)

and the identities:

α
μ

i,j− na
g
= α

μ
i,j +

μna

g
− 1 β

μ

i,j− na
g
= β

μ
i,j +

μna

g
+ na

g
− 1 (5.73)

α
μ

i,j− na
g
= α

μ
i,j +

μna

g
+ 1 β

μ

i,j− na
g
= β

μ

i,j +
μna

g
− na

g
+ 1 (5.74)

All the formulas above are elementary, and we leave them to the interested reader.

5.10 Proof of Propositions 5.4 and 5.5, step III

The main reason the maps ρ are useful to us is that they “detect” primitive elements,
according to the following:

Lemma 5.11 For all μ ∈ Q, any element of Bμ which is primitive for �μ and is
annihilated by ρ (for generic parameters x1, ..., xn), vanishes.

Proof It is well-known [10] that primitive elements have horizontal degree lδ for
some l ∈ N, so we will focus on the graded piece of Bμ of degree:

(lδ, k) (5.75)

where k
nl
= μ. Let us consider all n–tuples of partitions of lδ:

λ = (λ(1), ..., λ(n)) where λ(i) = (λ
(i)
1 ≥ λ

(i)
2 ≥ ...) # l

Take the partial ordering on n–tuples of partitions where we set μ ≥ λ if, for all
i ∈ {1, ..., n}, we have μ(i) ≥ λ(i) with respect to the dominance ordering on usual
partitions. Then we consider the linear maps:

ϕλ : V → F(..., xi,1, xi,2, ...)

given by:

ϕλ(R) = R(..., xi,1, xi,1q
2, ..., xi,1q

2(λ(i)
1 −1), xi,2, xi,2q

2, ..., xi,2q
2(λ(i)

2 −1), ...)
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(as i runs over {1, ...., n}, and xi,j are variables of color i) where V denotes the vector
space of primitive elements of Bμ of degree (5.75). The subspaces:

Vλ =
⋂

μ>λ

Ker ϕμ

form a filtration of V . Therefore, to prove the Lemma, it suffices to show that:

ϕλ(Vλ) = 0 (5.76)

for all n–tuples of partitions λ �= λmax = ((l), (l), ..., (l)). Indeed, once we have
(5.76), let us consider a shuffle element R ∈ V as in the statement of the Lemma.
Our assumption on R implies that R ∈ Ker ϕλmax . Then (5.76) allows one to prove
(by induction on λ in decreasing order) that R ∈ Vλ for all n–tuples of partitions
λ. Hence R ∈ Vλmin , where λmin = ((1l ), (1l), ..., (1l)), and then (5.76) implies that
ϕλmin(R) = 0. However, ϕλmin is just the identity map, so we conclude that R = 0.

It remains to prove (5.76), so let us choose an arbitrary R ∈ Vλ. By (3.9), we have:

ϕλ(R) = r(..., xi,1, xi,2, ...)
∏n

i=1
∏

α,β(xi,α − xi+1,βq ...)
λ

(i)
α λ

(i+1)
β

(5.77)

In the formula above and throughout, q ... simply refers to an integer power of q, that
will not be crucial to our argument. Moreover, the notation (x − x′q ...)k will refer to
a product of k factors of the form x − x′q .... The powers of q which appear in these
factors might be different, but this fact does not change the validity of our argument in
any way, and so we prefer this slightly imprecise notation in order to ensure legibility.
For any natural numbers d, d ′, relation (3.10) implies that:

r(..., x, xq2, ..., xq2(d−1)
︸ ︷︷ ︸

of color i

, ..., x′, x′q2, ..., x′q2(d ′−1)
︸ ︷︷ ︸

of color i+1

, ...)

is divisible by (x−x′q ...)dd ′−min(d,d ′) (indeed, assume without loss of generality that
d ′ ≤ d , so each of the d ′ variables of color i + 1 participates in d − 1 vanishing
conditions (3.10) with the d variables of color i). Hence, (5.77) may be written as:

ϕλ(R) = s(..., xi,1, xi,2, ...)
∏n

i=1
∏

α,β(xi,α − xi+1,βq ...)
min(λ(i)

α ,λ
(i+1)
β )

(5.78)

for some Laurent polynomial s. We recall that the integer powers of q which appear in
the formula above are arbitrary, and it is no problem for our argument if (x− x′q ...)m

actually refers to a ratio (x − x′q ...)a/(x − x′q ...)b, for some a − b = m. However,
the fact that R ∈ Vλ means that ϕμ(R) = 0 for all μ > λ, which implies that the
analogues of formula (5.78) for partitionsμ > λ vanish. This implies that the Laurent
polynomial s vanishes whenever:

xi,α ∈
{
xi,βq2, ..., xi,βq

2λ(i)
β

}⊔{
xi,βq−2λ(i)

α , ..., xi,βq
2(λ(i)

β −λ
(i)
α −1)

}
(5.79)
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for any i and any α < β. Therefore, (5.78) implies that:

ϕλ(R) = t (..., xi,1, xi,2, ...)
n∏

i=1

∏
α<β(xi,α − xi,βq ...)

2λ(i)
β

∏
α,β(xi,α − xi+1,βq ...)

min(λ(i)
α ,λ

(i+1)
β )

(5.80)

for some Laurent polynomial t . We wish to show that t = 0. To this end, the fact that
R has homogeneous degree k implies that t is homogeneous of degree:

deg{xi,α}i∈{1,...,n}α≥1
(t) = k +

n∑

i=1

⎡

⎣
∑

α,β

min(λ(i)
α , λ

(i+1)
β )−

∑

α

2λ(i)
α (α − 1)

⎤

⎦ (5.81)

The fact that R ∈ Bμ ⊂ A≤μ implies that:

deg{xi,1}i∈{1,...,n}(t) <
k
∑n

i=1λ
(i)
1

nl
+

n∑

i=1

⎡

⎣min(λ(i)
1 , λ

(i+1)
1 )+

∑

α≥2
min(λ(i)

α , λ
(i+1)
1 )

+
∑

α≥2
min(λ(i)

1 , λ(i+1)
α )−

∑

α≥2
2λ(i)

α

⎤

⎦

(5.82)

deg{xi,α}i∈{1,...,n}α≥2
(t)

<
k
∑n

i=1
∑

α≥2λ
(i)
α

nl
+

n∑

i=1

⎡

⎣
∑

α,β≥2
min(λ(i)

α , λ
(i+1)
β )+

∑

α≥2
min(λ(i)

α , λ
(i+1)
1 )

+
∑

α≥2
min(λ(i)

1 , λ(i+1)
α )−

∑

α≥2
2λ(i)

α (α − 1)

⎤

⎦

(5.83)

where the inequalities are strict because R is primitive (here we use the fact that
λ �= λmax). If t �= 0, then we would have:

LHS of (5.81) ≤ LHS of (5.82)+ LHS of (5.83)

and therefore:

0 <

n∑

i=1

⎡

⎣
∑

α≥2
min(λ(i)

1 , λ(i+1)
α )+min(λ(i+1)

1 , λ(i)
α )−

∑

α≥2
2λ(i)

α

⎤

⎦

Since the right-hand side of the expression above is≤ 0 (simply because min(x, y) ≤
y), we obtain a contradiction. Hence t = 0 ⇒ ϕλ(R) = 0, and thus (5.76) is proved.
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5.11 Proof of Propositions 5.4 and 5.5, step IV

By comparing (3.71)–(3.74) with (5.17)–(5.20), we conclude that when μ < 0:

E
μ

±[i;j)
and Ē

μ

±[i;j)
(5.84)

enjoy the same coproduct formulas as:

F
μ

±[i;j)
q

δi
j−1 and F̄

μ

±[i;j)
q
1−δi

j (5.85)

respectively. Using the formulas of Proposition 5.10, we will show the following:

Proposition 5.12 With the notation of Section 5.9, we have for all μ < 0:

ρ(E
μ

±[i;j)
) =

⌊
(j−i)g

na

⌋

∑

k=0

ρ

(
F

μ

±
[
i;j− nak

g

)qδi
j−1

)
γ±k,μ,j (5.86)

ρ(Ē
μ

±[i;j)
) =

⌊
(j−i)g

na

⌋

∑

k=0

ρ

(
F̄

μ

±
[
i;j− nak

g

)q1−δi
j

)
γ±k,μ,j (5.87)

where γ0,μ,j = γ 0,μ,j = 1 and:

γk,μ,j = (1−q2)

[
tμ,j

t
a
g q

μna
g
+1

]k

γ−k,μ,j =(1− q2)

[
sμ,j

s
a
g q

μna
g
− na

g
+1

]k

γ k,μ,j = (1−q−2)

⎡

⎣ (−q
− 2

n− )
na
g sμ,j

s
a
g q

μna
g
−1

⎤

⎦
k

γ−k,μ,j =(1−q−2)

⎡

⎣ (−q
− 2

n+ )
na
g tμ,j

t
a
g q

μna
g
+ na

g
−1

⎤

⎦
k

∀ k > 0. Just like sμ,j , tμ,j , the quantities γ±k,μ,j , γ±k,μ,j only depend on j mod g.

Proof Recall the formulas (3.66)–(3.69) and (5.7)–(5.10):

E
μ

[i;j)
= Ā

μ

[i;j)
F

μ

[i;j)
= B

μ

[i;j)
· qj−i

Ē
μ

[i;j)
= A

μ

[i;j)
· (−q

2
n−)i−j F̄

μ

[i;j)
= B̄

μ

[i;j)
· qj−i (−q

2
n+)j−i

E
μ

−[i;j)
= B̄

μ

−[i;j)
F

μ

−[i;j)
= A

μ

−[i;j)
· qj−i

Ē
μ

−[i;j)
= B

μ

−[i;j)
· (−q

2
n+)i−j F̄

μ

−[i;j)
= Ā

μ

−[i;j)
· qj−i (−q

2
n−)j−i

Let us prove (5.86) when the sign is +, and leave the other cases as analogous
exercises to the interested reader. By (5.54), we have:

ρ(E
μ

[i;j)
) = ρ(Ā

μ

[i;j)
) = q

α
μ
i,j τ

μ
i,j

Ti,j

(
1− xiq

2δj
i

xi−1q2

)
(5.88)
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Similarly, formula (5.55) implies that:

ρ
(
F

μ

[i;j)
q

δi
j−1
)
= ρ

(
B

μ

[i;j)
q

j−i+δi
j−1
)
= q

β
μ
i,j+j−i+δi

j−1
τ

μ
i,j

Ti,j

(
1− xi

xi−1q2

)

Using formulas (5.67), (5.70) and (5.73), we obtain:

ρ

(
F

μ[
i;j− nak

g

)qδi
j−1

)
= q

β
μ
i,j+j−i+k

(
μna
g
−1
)
+δi

j−1
τ

μ
i,j

Ti,j

[
t

a
g

tμ,j

]k (
1− xi

xi−1q2

)

︸ ︷︷ ︸
does not appear for k= (j−i)g

na

Summing over all k from 0 to
⌊

(j−i)g
na

⌋
, we conclude that the RHS of (5.86) equals:

⌊
(j−i)g

na

⌋

∑

k=0

q
β

μ
i,j+j−i+k

(
μna
g
−1
)
+δi

j−1
τ

μ
i,j

Ti,j

[
t

a
g

tμ,j

]k

γk,μ,j

(
1− xi

xi−1q2

)

︸ ︷︷ ︸
does not appear for k= (j−i)g

na

The fact that the expression above equals (5.88) (which would imply (5.86)) is an
immediate consequence of (5.72) and the following elementary identities:

q
−2
⌊

(j−i)g
na

⌋

=

⌊
(j−i)g

na

⌋

∑

k=0

[
q

μna
g
−1 t

a
g

tμ,j

]k

γk,μ,j

if i �≡ j modulo n, while:

q−2 (j−i)g
na

(
1− xi

xi−1

)
=

(j−i)g
na∑

k=0

[
q

μna
g
−1 t

a
g

tμ,j

]k

γk,μ,j

(
1− xi

xi−1q2

)

︸ ︷︷ ︸
does not appear for k= (j−i)g

na

if i ≡ j modulo n (which implies that na
g
|j−i). We leave these identities as exercises.

5.12 Proof of Propositions 5.4 and 5.5, step V

For any reduced fraction μ = b
a
with g = gcd(n, a), recall that Bμ has g countable

families of primitive (with respect to the coproduct �μ) elements:

P
μ

±kδ,r ∈ Bμ

for every k ∈ N and r ∈ Z/gZ. For all collections of scalars α±k,r , the expression:

1+
∞∑

k=1

G
μ
±k

xk
= exp

⎡

⎣
∞∑

k=1

∑

r∈Z/gZ

P
μ

±kδ,rα±k,r

kxk

⎤

⎦ (5.89)
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is the generating series of a family of group-like elements of Bμ. We will write

1+
∞∑

k=1

Ḡ
μ
±k

xk
= exp

⎡

⎣−
∞∑

k=1

∑

r∈Z/gZ

P
μ

±kδ,rα±k,r

kxk

⎤

⎦ (5.90)

for the inverse of the generating series (5.89).

Proposition 5.13 For any μ = b
a

< 0 with gcd(a, b) = 1, gcd(n, a) = g, we have:

E
μ

±[i;j)
=

⌊
(j−i)g

na

⌋

∑

k=0

F
μ

±
[
i;j− nak

g

)qδi
j−1

G
μ

±k,̂i
(5.91)

Ē
μ

±[i;j)
=

⌊
(j−i)g

na

⌋

∑

k=0

F̄
μ

±
[
i;j− nak

g

)q1−δi
j Ḡ

μ

±k,̂i±v
(5.92)

where î denotes the residue of i modulo g, v ∈ Z/gZ is uniquely defined by:

bv ≡ 1 mod a

and for all i, Gμ

±k,̂i
, Ḡ

μ

±k,̂i
are of the form (5.89, (5.90) for certain scalars α±k,r .

Proof The natural analogue of Proposition 2.5 applied to the tensor product
Uq(ġl n

g
)⊗g ∼= Bμ implies that we have (5.91) and (5.92), where:

1+
∞∑

k=1

G
μ

±k,̂i
= exp

⎡

⎣
∞∑

k=1

∑

r∈Z/gZ

P
μ

±kδ,rα±k,̂i,r

k

⎤

⎦ (5.93)

1+
∞∑

k=1

Ḡ
μ

±k,̂i
= exp

⎡

⎣
∞∑

k=1

∑

r∈Z/gZ

P
μ

±kδ,rα±k,̂i,r

k

⎤

⎦ (5.94)

for certain coefficients {α±k,r,r ′, α±k,r,r ′ }k∈Nr,r ′∈Z/gZ
. Thus, it remains to show that:

α±k,r,r ′ = −α±k,r,r ′ (5.95)

for all k, r, r ′. Let us apply the map ρ to the identities (5.91)–(5.92), and recall (from
Proposition 5.9) that ρ is multiplicative on the subalgebra of elements of any fixed
slope. With this in mind, Proposition 5.12 implies that:

ρ
(
G

μ

±k,̂i

)
= γ±k,μ,i and ρ

(
G

μ

±k,̂i±v

)
= γ±k,μ,i
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We may now plug these formulas into (5.93) and (5.94), and obtain:

1+
∞∑

k=1

γ±k,μ,i

xk
= x − q2y±

x − y±
= exp

⎡

⎣
∞∑

k=1

∑

r∈Z/gZ

ρ
(
P

μ

±kδ,r

)
α±k,̂i,r

kxk

⎤

⎦

1+
∞∑

k=1

γ±k,μ,i∓v

xk
= x − q−2z±

x − z±
= exp

⎡

⎣
∞∑

k=1

∑

r∈Z/gZ

ρ
(
P

μ

±kδ,r

)
α±k,̂i,r

kxk

⎤

⎦

for y+= tμ,i

t
a
g q

μna
g +1

, y−= sμ,i

s
a
g q

μna
g − na

g +1
, z+=

(
−q

− 2
n−
) na

g

sμ,i−v

s
a
g q

μna
g −1

, z−=
(
−q

− 2
n+
) na

g

tμ,i+v

t
a
g q

μna
g + na

g −1
.

Taking the logarithms of the above power series in x−1, we conclude that:
∑

r∈Z/gZ

ρ
(
P

μ

±kδ,r

)
α±k,̂i,r = (1− q2k)yk± (5.96)

∑

r∈Z/gZ

ρ
(
P

μ

±kδ,r

)
α±k,̂i,r = (1− q−2k)zk± (5.97)

∀ k > 0. Since s = t · (−q2)nq2 and sμ,i = tμ,i+v , we conclude that z± = q2y±,
hence the right-hand sides of (5.96) and (5.97) are opposites of each other. Since this
holds for all î mod g, Lemma 5.11 implies (5.95) for all r, r ′.

Proposition 5.14 If μ = b
a
with gcd(a, b) = 1, then for all j − i = a we have:

E
μ

±[i;j)
= F

μ

±[i;j)
· q−1 (5.98)

Ē
μ

±[i;j)
= F̄

μ

±[i;j)
· q (5.99)

if n � a, while:

E
μ

±[i;j)
=

n∑

u=1

F
μ

±[u;j−i+u)
· q−1

⎛

⎝q−1δi
u + (q − q−1)

q
2
n
·±b(u−i)

∓
q2∓ − 1

⎞

⎠ (5.100)

Ē
μ

±[i;j)
=

n∑

u=1

F̄
μ

±[u;j−i+u)
· q
⎛

⎝q−1δi
u + (q − q−1)

q
2
n
·±b(u−i)

∓
q2∓ − 1

⎞

⎠ (5.101)

if n|a.

Proof Our assumptions imply that the left- and right-hand sides of (5.98)–(5.101)
are primitive elements of Bμ. Therefore, Lemma 5.11 says that it is sufficient to
show that the map ρ takes the same values on the left- and right-hand sides of these
equations. We will prove the± = + case of both (5.98) and (5.100), and leave all the
remaining cases as exercises to the interested reader. By Proposition 5.10, we have:

ρ
(
E

μ

[i;j)

)
= ρ

(
Ā

μ

[i;j)

)
= q

α
μ
i,j τ

μ
i,j

Ti,j

(
1− xiq

2δi
j

xi−1q2

)
(5.102)
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and:

ρ
(
F

μ

[i;j)
q

δi
j−1
)
= ρ

(
B

μ

[i;j)
q

j−i+δi
j−1
)
= q

β
μ
i,j+j−i+δi

j−1
τ

μ
i,j

Ti,j

(
1− xi

xi−1q2

)

(5.103)
Under the assumption that j − i = a, relation (5.72) reads:

α
μ
i,j = β

μ
i,j + j − i + δi

j − 1−
{
0 if n � a

2 if n|a
Therefore, we conclude that (5.102) is equal to (5.103) when n � a, and this estab-
lishes (5.98). For the remainder of this proof, we will deal with the case n|a, when
formula (5.103) implies that:

ρ
(
F

μ

[u;j−i+u)

)
= q

α
μ
u,j−i+uτ

μ
u,j−i+u

Tu,j−i+u

(
q2 − xu

xu−1

)

for all integers u. We have Ti,j = Tu,j−i+u, α
μ
u,j−i+u = α

μ
i,j and:

τ
μ
u,j−i+u =

a−1∏

s=0

(
xu+sq

2
n
·u+s

)�μ(s+1)�−�μs�

However, we have the following elementary identity, which holds for all integers b, c

and all residues r ∈ {1, ..., n}:
s≡r mod n∑

0≤s<nc

(⌊
b(s + 1)

nc

⌋
−
⌊

bs

nc

⌋)
= gcd(b, c)

(⌊
b(r + 1)

n gcd(b, c)

⌋
−
⌊

br

n gcd(b, c)

⌋)

Back to our setting, letting c = a
n
and recalling that gcd(a, b) = 1, we infer that:

τ
μ
u,j−i+u =

n∏

r=1

(
xrq

2r
n

)⌊ b(r−u+1)
n

⌋
−
⌊

b(r−u)
n

⌋

Therefore, (5.100) follows from the identity:

n∑

u=1

(
q2 − xu

xu−1

) n∏

r=1

(
xrq

2r
n

)⌊ b(r−u+1)
n

⌋
−
⌊

b(r−u)
n

⌋ ⎛

⎝q−2δi
u + (1− q−2)

q
2
n
·b(u−i)

−
q2− − 1

⎞

⎠

=
(
1− xi

xi−1

) n∏

r=1

(
xrq

2r
n

)⌊ b(r−i+1)
n

⌋
−
⌊

b(r−i)
n

⌋

which holds for all i, u ∈ Z and b that is coprime with n. Since the aforementioned
identity is elementary, we leave it to the interested reader.

5.13 Proof of Propositions 5.4 and 5.5, step VI

Let us now use the results above to prove Propositions 5.4 and 5.5.
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Proof of Proposition 5.4 Wewill only prove (5.26), as (5.27) is analogous, and hence
left as an exercise to the interested reader. We have:

Y
μ

±[i;j),±[i′;j ′) =
∑

i−j ′
n
≤l≤ j−i′

n

Ē
μ

±[i′+nl;j)
E

μ

±[i;j ′+nl)

(5.91),(5.92)=
∑

i−j ′
n
≤l≤ j−i′

n

∑

k,k′≥0
F̄

μ

±[i′+nl;j− nak
g

)
F

μ

±[i;j ′+nl− nak′
g

)

q
δi
j ′−δ

j

i′ Ḡμ

±k,̂i′±v
G

μ

±k′ ,̂i (5.104)

(in the latter formula, we used the fact that group-like elements are central in B+μ ).
The assumption (5.25) implies that a|j − i ± v and a|j ′ − i′ ∓ v. Moreover, we
assume that i′ ≡ j and j ′ ≡ i modulo g = gcd(n, a), otherwise the right-hand sides
of (5.21) and (5.24) are 0 and the problem is vacuous. Therefore, we conclude that
i′ ± v ≡ i modulo g. By switching the order of the sums, formula (5.104) equals:

∑

t≥0

∑

i−j ′
n
≤l≤ j−i′

n
− at

g

F̄
μ

±[i′+nl;j− nat
g

)
F

μ

±[i;j ′+nl)
q

δi
j ′−δ

j

i′
[

t∑

k=0

Ḡ
μ

±k,̂i
G

μ

±(t−k),̂i

]

Because the series (5.89) and (5.90) are inverses of each other, only the t =
0 summand in the formula above survives, and it precisely equals the RHS of
(5.26).

Proof of Proposition 5.5 We will prove the case ± = +, as the case ± = − is
analogous. Due to Lemma 4.2, the required identity (5.29) is equivalent to:

∑

x′∈Z/nZ

Ȳ[i;j),[i′+x′;j ′+x′)

⎛

⎝δ0x′q
−δi′

j ′ + (q − q−1)δi′
j ′

q
2
n
·−εk′x′

−
q2− − 1

⎞

⎠

= q
δi
i′−δ

j

j ′
∑

x∈Z/nZ

Y[i′;j ′),[i+x;j+x)

⎛

⎝δ0xq
−δi

j + (q − q−1)δi
j

q
2
n
·−εkx

−
q2− − 1

⎞

⎠

(5.105)

which we will now prove. Because of formulas (3.71) and (3.72), we have:

�μ

(
Ȳ[i;j),[i′;j ′)

) =
∑

i−j ′
n
≤l≤ j−i′

n

�μ

(
E

μ

[i′+nl;j)

)
�μ

(
Ē

μ

[i;j ′+nl)

)

=
∑

(s,t)∈ Z2
(n,n)Z

∑

l,l′
E[s+nl′;j)

ψsψj ′

ψtψi′
Ē[i;t+nl′) ⊗ E[i′+nl;s)Ē[t;j ′+nl)
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We make two remarks about the formula above: firstly, we set c̄ = 1 in the coprod-
uct, to keep notation simple (it will not be important for this proof). Secondly, the
sum in the latter expression involves picking an arbitrary representative (s, t) ∈ Z

2

of a certain residue class modulo (n, n), and then summing over all l, l′ such that all
the E[x;y) and Ē[x;y) which appear in the formula have x ≤ y. After commuting all
the ψ symbols to the very left of the expression above, we conclude that:

�μ

(
Ȳ[i;j),[i′;j ′)

) =
(s,t)∈ Z

2
(n,n)Z∑

i′−j ′≤s−t≤j−i

ψsψj ′

ψtψi′
Ȳ[i;j),[s;t) ⊗ Ȳ[t;s),[i′;j ′)q ∗̄ (5.106)

where ∗ = 1− δ
j
s − δt

s + δ
j
t + δ

j ′
s − δi′

s − δ
j ′
j + δi′

j . Therefore, we obtain:

�μ

⎡

⎣
∑

x′∈Z/nZ

Ȳ[i;j),[i′+x′;j ′+x′)

⎛

⎝δ0x′q
−δi′

j ′ + (q − q−1)δi′
j ′

q
2
n
·−εk′x′

−
q2− − 1

⎞

⎠

⎤

⎦

=
∑

x′∈Z/nZ

(s,t)∈ Z
2

(n,n)Z∑

i′−j ′≤s−t≤j−i

ψsψj ′

ψtψi′
Ȳ[i;j),[s;t) ⊗ Ȳ[t;s),[i′+x′;j ′+x′)q

∗

·
⎛

⎝δ0x′q
−δi′

j ′ + (q − q−1)δi′
j ′

q
2
n
·−εk′x′

−
q2− − 1

⎞

⎠ (5.107)

10 Similarly, we have:

�μ

⎡

⎣q
δi
i′−δ

j

j ′
∑

x∈Z/nZ

Y[i′;j ′),[i+x;j+x)

⎛

⎝δ0xq
−δi

j + (q − q−1)δi
j

q
2
n
·−εkx

−
q2− − 1

⎞

⎠

⎤

⎦

=
∑

x∈Z/nZ

(s,t)∈ Z
2

(n,n)Z∑

i′−j ′≤s−t≤j−i

ψsψj ′

ψtψi′
Y[s;t),[i+x;j+x) ⊗ Y[i′;j ′),[t;s)q

∗+δi
i′−δ

j

j ′

·
⎛

⎝δ0xq
−δi

j + (q − q−1)δi
j

q
2
n
·−εkx

−
q2− − 1

⎞

⎠ (5.108)

where ∗ = 1− δ
j
s − δi′

s + δi′
j + δi

s − δt
s − δi′

i + δi′
t . Let us prove (5.105) by induction

on j − i + j ′ − i′ (the base case will be covered by the induction step). By applying

10Note that the number ∗ in (5.107) is still given by the same formula as the same-named number in
(5.107), because i′ ≡ j ′ modulo n implies:

δ
j ′
s − δi′

s − δ
j ′
j + δi′

j = δ
j ′+x′
s − δi′+x′

s − δ
j ′+x′
j + δi′+x′

j
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the induction hypothesis, we see that the intermediate terms in the RHS of (5.107)
and (5.108) are both equal to the intermediate terms in the following expression:

∑

x∈Z/nZ

(s,t)∈ Z
2

(n,n)Z∑

i′−j ′≤s−t≤j−i

ψsψj ′

ψtψi′
Ȳ[i;j),[s;t) ⊗ Y[i′;j ′),[t+x;s+x)q

#

⎛

⎝δ0xq
−δs

t + (q − q−1)δs
t

q
2
n
·−εlx

−
q2− − 1

⎞

⎠

where # = ∗ + δi′
t − δ

j ′
s = ∗ + δi

i′ − δ
j

j ′ + δt
j − δi

s and l = b(s−t)+ε
a

(the latter

expression is an integer, because unless s − t ≡ j − i mod a, all the Y ’s and Ȳ ’s
in (5.107) and (5.108) are 0). Therefore, we conclude that the intermediate terms in
(5.107) and (5.108) are equal to each other. Therefore, it remains to show that the left-
and right-hand sides of (5.105) have the same values under the linear maps (3.79).
For all u, v satisfying v − u = j − i + j ′ − i′, Claim 4.6 states that:

α[u;v)

⎡

⎣
∑

x∈Z/nZ

Y[i′;j ′),[i+x;j+x)

⎛

⎝δ0xq
−δi

j + (q − q−1)δi
j

q
2
n
·−εkx

−
q2− − 1

⎞

⎠

⎤

⎦

= (q−1 − q)

(
δi
uδ

i′
j q

j−i+j ′−i′
na+ q

δ
j

i′−δi
i′ − δi′

u δi
j ′q

− j−i+j ′−i′
na+ q

δ
j

j ′−δi
j ′
)

(5.109)

(technically, the proof of Claim 4.6 only deals with the case ε = −1, but the case
ε = 1 is analogous) and we also have the following analogous formula:

α[u;v)

⎡

⎣
∑

x′∈Z/nZ

Ȳ[i;j),[i′+x′;j ′+x′)

⎛

⎝δ0x′q
−δi′

j ′ + (q − q−1)δi′
j ′

q
2
n
·−εk′x′

−
q2− − 1

⎞

⎠

⎤

⎦

= (q−1 − q)

(
δi
uδ

j

i′q
j−i+j ′−i′

na+ q
δ
j

i′−δ
j

j ′ − δi′
u δi

j ′q
− j−i+j ′−i′

na+ q
δi
i′−δi

j ′
)
(5.110)

Formulas (5.109) and (5.110) are equal up to q
δi
i′−δ

j

j ′ , thus proving (5.105).

6 Index of Notations

In the present section, we will give a list of the most common notations in the present
paper, and the location where they were first encountered.

356



The PBW Basis of Uq,q (g̈ln )

δ
j
i Section 2.2

δ
j

i mod g (4.7)

δ
(i,j)

(i′,j ′) (4.8)

q± (3.70)

x±i (2.7)

ψs (2.7)

ψs+n = cψs (2.14)

ϕs (2.42)

p±k (2.23)

e±[i;j), ē±[i;j) (2.34), (2.61)

as+n,d = as,dq−2d (3.25)

ϕ±s (3.26), (3.27)

connection between x±i and e±[i;j) (2.38)–(2.39)

connection between p±k and e±[i;j) Definition 2.4

connection between e±[i;j) and ē±[i;j) (2.62)

�(ψs) (2.15)

�(x±i ) (2.16)–(2.17)

�(p±k) (2.24)–(2.25)

�(e±[i;j)), �(ē±[i;j)) (2.35)–(2.36), (2.63)–(2.64)

�(as,±d) (3.29)–(3.30)

�(R±) (3.31)–(3.32)

�μ(R±) (3.48)–(3.49)

intermediate terms in the coproduct (2.43)–(2.44)

〈x+i , x−j 〉 =
δi
j

q−1−q
(2.21)

〈ψs, ψs′ 〉 = q
−δs

s′ (2.21)

〈pk, p−k〉 = k
q−k−qk (2.29)

〈e[i;j), e−[i;j)〉 = 1− q−2 (2.49)

〈as,d , as′,−d ′ 〉 (3.34)

〈R+, R−〉 (3.35)

Uq(ṡln), U≥
q (ṡln), U≤

q (ṡln), U±
q (ṡln) (2.7), (2.18), (2.19), (2.22)

Uq(ġl1), U
≥
q (ġl1), U

≤
q (ġl1), U

±
q (ġl1) (2.23), (2.26), (2.27), (2.30)

Uq(ġln), U
±
q (ġln) (2.33), (2.40)

τ (2.53)
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deg (the grading on quantum groups) (2.41)

hdeg (horizontal grading on the shuffle algebra) (3.11)

vdeg (vertical grading on the shuffle algebra) (3.12)

〈k, l〉 (3.1)

|k| (3.2)

ζ
(

zia

zjb

)
(3.5)

R ∗ R′ (3.7)

A± Definition 3.1, (3.15)
A, A≥, A≤ (3.36), (3.19), (3.20)

A±k, A±k,d (3.13), (3.16), (3.14), (3.17)

naive slope (3.18)

slope Definition 3.5

hinge Section 3.8

A±≤μ, A≤μ|±k, A≤μ|±k,d (3.43), (3.44), (3.45)

B±μ (3.50)

B≥μ , B≤μ , Bμ (3.51)–(3.52), (3.56)

for k = μ(j − i) and X ∈ {A, Ā, B, B̄, E, Ē, F, F̄ , P, P̃ , e, ē, f, f̄ , p, p̃, o, õ} (3.63)

A
μ

±[i;j)
, Āμ

±[i;j)
, Bμ

±[i;j)
, B̄μ

±[i;j)
(3.59), (3.60), (3.61), (3.62)

E
μ

±[i;j)
, Ēμ

±[i;j)
(3.66)–(3.69)

F
μ

±[i;j)
, F̄ μ

±[i;j)
(5.3)–(5.10)

P
(±k)
±[i;j)

, P (±k′)
±lδ,r (3.96, (3.97, (3.101)

P̃
(±k)
±[i;j)

(4.16), (4.17)

G
μ
±k , Ḡ

μ
±k (5.89), (5.90)

Y
μ

±[i;j),±[i′;j ′), Ȳ
μ

±[i;j),±[i′;j ′) (5.21), (5.22)

Z
μ

±[i;j),±[i′;j ′), Z̄
μ

±[i;j),±[i′;j ′) (5.23), (5.24)

connection between E
μ

±[i;j)
and Ē

μ

±[i;j)
(3.75)

�μ

(
E

μ

±[i;j)

)
, �μ

(
Ē

μ

±[i;j)

)
(3.71)–(3.74)

�μ

(
F

μ

±[i;j)

)
, �μ

(
F̄

μ

±[i;j)

)
(5.13)–(5.20)

� k
j−i

(
P

(±k)
±[i;j)

)
, �k′

nl

(
P

(±k′)
±lδ,r

)
(3.98)–(3.99), (3.102)–(3.103)

α±[i;j)(R
±) (3.79), (3.80)

α±[i′;j ′)(Eμ

±[i;j)
), α±[i′;j ′)(Eμ

±[i;j)
) (3.84)–(3.85)
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α±[u;v)

(
P

(±k)
±[i;j)

)
, α±[u;u+nl)

(
P

(±k′)
±lδ,r

)
(3.100), (3.104)

connection of α±[i;j) with the pairing (3.83)
〈
E

μ

[i;j)
, E

μ

−[i′;j ′)
〉

(3.86)
〈
P

(±k)
±[i;j)

, E
(∓k)

∓[i′;j ′)
〉
,
〈
P

(±k)
±[i;j)

, Ē
(∓k)

∓[i′;j ′)
〉

(4.37), (4.39)
〈
P

(±k)
±lδ,r , E

(∓k)

∓[i′;j ′)
〉
,
〈
P

(±k)
±lδ,r , Ē

(∓k)

∓[i′;j ′)
〉

(4.38), (4.40)
〈
P

(k)
[i;j)

, P
(−k)

−[i′;j ′)
〉
,
〈
P̃

(k)
[i;j)

, P̃
(−k)

−[i′;j ′)
〉

(4.41), (4.42)

e
(±k)
±[i;j)

, ē(±k)
±[i;j)

(4.4)

f
(±k)
±[i;j)

, f̄ (±k)
±[i;j)

(5.36)

p
(±k)
±[i;j)

, p(±k′)
±lδ,r (4.2)

p̃
(±k)
±[i;j)

(4.9), (4.10)

o
(±k)
±[i;j)

, o(±k′)
±lδ,r (5.30)–(5.31)

õ
(±k)
±[i;j)

(5.34), (5.35)

γ±ijk(x) (4.32)

C, C± (4.11), (4.61)

D, D± (5.37), (5.43)

ρ (5.49), (5.50)

α
μ
i,j , α

μ
i,j Proposition 5.10

β
μ
i,j , β

μ

i,j Proposition 5.10

Si,j (5.62)

Ti,j (5.62)

σ
μ
i,j (5.63)

τ
μ
i,j (5.64)

s (5.66)

t (5.67)
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Math. Phys. 156(2), 277–300 (1993)

3. Drinfeld, V.G.: Quantum groups. In: Proceedings of the ICM. American Mathematical Society, Rhode
Island (1987)

4. Drinfeld, V.G.: A new realization of Yangians and quantized affine algebras. Soviet Math. Dokl. 36,
212–216 (1988)

5. Enriquez, B.: On correlation functions of Drinfeld currents and shuffle algebras. Transform. Groups
5(2), 111–120 (2000)

6. Feigin, B., Odesskii, A.: Quantized Moduli Spaces of the Bundles on the Elliptic Curve and their
Applications. Integrable Structures of Exactly Solvable Two-Dimensional Models of Quantum Field
Theory (Kiev, 2000), 123–137, NATO Sci. Ser. II Math. Phys. Chem., 35, Kluwer Acad. Publ.,
Dordrecht (2001)

7. Faddeev, L., Reshetikhin, N., Takhtajan, L.: Quantization of Lie groups and Lie algebras, Yang-Baxter
equation in Integrable Systems. Adv. Ser. Math. Phys. 10, 299–309 (1989)

8. Feigin, B., Tsymbaliuk, A.: Be the subalgebras of quantum affine Uq(ĝln) via shuffle algebras. Sel.
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