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#### Abstract

We revisit the time-adiabatic theorem of quantum mechanics and show that it can be extended to weakly nonlinear situations, that is to nonlinear Schrödinger equations in which either the nonlinear coupling constant or, equivalently, the solution is asymptotically small. To this end, a notion of criticality is introduced at which the linear bound states stay adiabatically stable, but nonlinear effects start to show up at leading order in the form of a slowly varying nonlinear phase modulation. In addition, we prove that in the same regime a class of nonlinear bound states also stays adiabatically stable, at least in terms of spectral projections.


## 1. Introduction

The time-adiabatic theorem of quantum mechanics is concerned with systems governed by a slowly varying time-dependent (self-adjoint) Hamiltonian operator $H=H(\varepsilon \tau)$, where $0<\varepsilon \ll 1$ is a small adiabatic parameter, controlling the timescales on which $H$ varies. The associated Cauchy problem, governing the time evolution of the quantum mechanical wave function $\Psi=\Psi(\tau, x)$, with $x \in \mathbb{R}^{d}$, reads

$$
\begin{equation*}
i \partial_{\tau} \Psi=H(\varepsilon \tau) \Psi, \quad \Psi_{\mid \tau=\tau_{0}}=\Psi_{\text {in }}(x) \tag{1.1}
\end{equation*}
$$

In the following, it will be more convenient to rewrite the system using the (slow) macroscopic time variable $t=\varepsilon \tau$. In this case, (1.1) becomes a singularly perturbed problem of the form

$$
\begin{equation*}
i \varepsilon \partial_{t} \Psi^{\varepsilon}=H(t) \Psi^{\varepsilon}, \quad \Psi_{\mid t=t_{0}}^{\varepsilon}=\Psi_{\mathrm{in}}^{\varepsilon}(x) \tag{1.2}
\end{equation*}
$$

where $\Psi^{\varepsilon}(t, x) \equiv \Psi(t / \varepsilon, x)$. A typical example for the time-dependent Hamiltonian $H(t)$, and the one we will be concerned with, is given by

$$
\begin{equation*}
H(t):=-\frac{1}{2} \Delta+V(t, x), \tag{1.3}
\end{equation*}
$$

where $V(t, x)$ describes some time-dependent (real valued) potential.

[^0]It is well known that in the case where $V=V(x)$ is time independent, the spectral theorem of self-adjoint operators allows for a precise description of the time evolution associated to (1.2). In particular, it implies that if the initial data $\Psi_{\text {in }}^{\varepsilon}$ is concentrated in a given spectral subspace of $H$, then it will remain so for all times. However, as soon as $H=H(t)$, the spectral subspaces (in general) start to mix during the time evolution, and thus we do not have any precise information on the solution $\Psi(t, \cdot)$.

However, one might hope that for small $0<\varepsilon \ll 1$ there is a remedy to the situation. To this end, let us assume that the spectral subspaces of $H(t)$ vary smoothly in time for $t \in[0, T]$, and that the initial wave function $\Psi_{\mathrm{in}}^{\varepsilon}$ is concentrated in one of these subspaces. Then, the classical time-adiabatic theorem of quantum mechanics states that, for sufficiently small $\varepsilon \ll 1$, the solution $\Psi^{\varepsilon}(t, \cdot)$ approximately (i.e., up to a certain error which vanishes as $\varepsilon \rightarrow 0$ ) remains within the same subspace, provided the latter stays isolated from the rest of the spectrum of $H(t)$ for all $t \in[0, T]$, see below. In this situation, the spectral subspace is said to be adiabatically stable under the time evolution. Note that in the unscaled variable $\tau$ this result corresponds to an approximation on timescales of order $\tau \sim O(1 / \varepsilon)$. The first adiabatic result for quantum systems appeared as early as 1928, cf. [5]. Since then, many mathematical extensions and developments have taken place, see, e.g., $[1,2,14-$ $17,25]$, and the references therein. For a general introduction to this subject, we refer to [32].

A possible way of introducing the slow parameter $\varepsilon$ is to think about a quantum mechanical experiment in which the experimentalist is allowed to slowly tune the external potential $V=V(\varepsilon \tau, x)$. With this in mind, it is worth noting that modern quantum mechanical experiments are often performed on ultra-cold quantum gases in the state of their Bose-Einstein condensation [21]. Indeed, ultra-cold quantum gases offer a superb level of control, unprecedented in several respects, which has triggered a vast amount of scientific activity, both theoretical and experimental. It is well known that within a mean-field approximation the (macroscopic) wave function of the condensate is accurately described by a nonlinear Schrödinger (or, Gross-Pitaevskii) equation, cf. [21] for a general discussion $[9,19]$, and the references therein for a rigorous mathematical justification. It therefore seems a natural question to ask, whether one can extend the results of time-adiabatic perturbation theory to the case of nonlinear Schrödinger equations (NLS). This work is a first, modest attempt in this direction, although one should mention that there exist some non-rigorous works in the physics literature, cf. [36]. Moreover, one should distinguish our time-adiabatic setting from the one in [24], which studies solitary wave solutions to nonlinear Schrödinger equations in a space-adiabatic situation, i.e., with a potential of the form $V=V(t, \varepsilon x)$. In addition, we mention $[7,8]$ both of which include rigorous results for related nonlinear adiabatic situations.

To be more concrete, we shall study the Cauchy problem corresponding to the following class of NLS:

$$
\begin{equation*}
i \varepsilon \partial_{t} \Psi^{\varepsilon}=-\frac{1}{2} \Delta \Psi^{\varepsilon}+V(t, x) \Psi^{\varepsilon}+\lambda\left|\Psi^{\varepsilon}\right|^{2 \sigma} \Psi^{\varepsilon}, \quad \Psi_{\mid t=t_{0}}^{\varepsilon}=\Psi_{\mathrm{in}}^{\varepsilon}(x) \tag{1.4}
\end{equation*}
$$

where $\sigma \in \mathbb{N}$, and where $\lambda \in \mathbb{R}$ denotes a nonlinear coupling constant, describing either focusing or defocusing behavior, cf. [27] for a broad discussion of these terms. The cubic case $\sigma=1$ corresponds to the classical Gross-Pitaevskii equation. Clearly, an extension of the time-adiabatic theorem to such nonlinear models is not straightforward, in particular due to the lack of a spectral theory for general nonlinear operators. The basic idea in the present paper is to work in an asymptotic regime for which the nonlinearity can be considered as a small perturbation of the associated linear problem. A possible way to do so is to restrict ourselves to asymptotically small solutions of the form

$$
\begin{equation*}
\Psi^{\varepsilon}(t, x)=\varepsilon^{1 /(2 \sigma)} \psi^{\varepsilon}(t, x), \tag{1.5}
\end{equation*}
$$

where, as $\varepsilon \rightarrow 0$, we formally regard $\psi^{\varepsilon} \sim O(1)$, say in $L^{2}\left(\mathbb{R}^{d}\right)$. Note that the size of the original wave function is then $\Psi^{\varepsilon} \sim O\left(\varepsilon^{1 /(2 \sigma)}\right)$ and hence it becomes asymptotically larger as $\sigma \in \mathbb{N}$ becomes larger. Rewriting (1.4) in terms of the new unknown $\psi^{\varepsilon}$ yields

$$
\begin{equation*}
i \varepsilon \partial_{t} \psi^{\varepsilon}=-\frac{1}{2} \Delta \psi^{\varepsilon}+V(t, x) \psi^{\varepsilon}+\lambda \varepsilon\left|\psi^{\varepsilon}\right|^{2 \sigma} \psi^{\varepsilon}, \quad \psi_{\mid t=t_{0}}^{\varepsilon}=\psi_{\mathrm{in}}^{\varepsilon}(x) \tag{1.6}
\end{equation*}
$$

with an effective nonlinear coupling constant of size $\left|\lambda^{\varepsilon}\right|=|\lambda| \varepsilon \ll 1$. The Cauchy problem (1.6) can thus be considered weakly nonlinear.

As we shall see below, a nonlinear coupling constant of order $O(\varepsilon)$ will be critical for our analysis, since it corresponds to the threshold for which nonlinear effects are present at the leading order description of $\psi^{\varepsilon}$. In particular, if $\lambda^{\varepsilon}$ were even smaller, the problem would become essentially linearizable (as we will show below, cf., Remark 2.2). The main result of this work can now be stated as follows:

Theorem 1.1. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}, I \subseteq \mathbb{R}$ be an open time interval containing $t_{0} \in \mathbb{R}$, and $V \in C_{\mathrm{b}}^{1}\left(I ; \mathcal{S}\left(\mathbb{R}^{d}\right)\right)$. Assume that there exists a simple eigenvalue $E(t) \in \operatorname{spec}(H(t))$ which stays separated from the rest of the spectrum by some $\delta>0$, i.e.,

$$
\inf _{t \in I} \operatorname{dist}(E(t), \operatorname{spec}(H(t)) \backslash\{E(t)\})=\delta
$$

and choose an associated normalized eigenfunction $\chi \in C_{\mathrm{b}}^{1}\left(I ; H^{s}\left(\mathbb{R}^{d}\right)\right)$ for $s \geqslant$ 0 . Finally, let $k>\frac{d}{2}$ and assume that at $t=t_{0}$, the initial data is concentrated in the eigenspace corresponding to $E\left(t_{0}\right)$, such that

$$
\left\|\psi_{\mathrm{in}}^{\varepsilon}-\chi\left(t_{0}, \cdot\right)-\varepsilon \gamma^{\varepsilon}\right\|_{H^{k}\left(\mathbb{R}^{d}\right)} \leqslant C_{0} \varepsilon^{k+1}
$$

where $\gamma^{\varepsilon} \in H^{k}\left(\mathbb{R}^{d}\right)$ is a corrector which is constructed according to (3.5) and satisfies $\left\langle\chi\left(t_{0}, \cdot\right), \gamma^{\varepsilon}\right\rangle_{L^{2}}=0$.

Then, for any compact time interval $J \subset I$ containing $t_{0}$, there exist $\varepsilon_{0}(J)<1$, and a constant $C>0$, such that for any $0<\varepsilon \leqslant \varepsilon_{0}(J)$ the unique solution $\psi^{\varepsilon} \in C\left(J ; H^{k}\left(\mathbb{R}^{d}\right)\right)$ to the nonlinear Schrödinger equation (1.6) exists, and, in addition,

$$
\sup _{t \in J}\left\|\psi^{\varepsilon}(t, \cdot)-\chi(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant C \varepsilon
$$

where the phase $\varphi^{\varepsilon}(t) \in \mathbb{R}$ is given by

$$
\varphi^{\varepsilon}(t)=\frac{1}{\varepsilon} \int_{t_{0}}^{t} E(s) \mathrm{d} s+\lambda \int_{t_{0}}^{t}\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2} \mathrm{~d} s-i \beta(t)
$$

with $\beta(t) \in i \mathbb{R}$ the Berry phase, defined in (2.8).
We see that the presence of the nonlinearity shows up in the form of a slowly varying phase modulation within the leading order approximation of $\psi^{\varepsilon}$. An immediate consequence is the following corollary for the associated spectral projectors (for which we use Dirac's notation):

Corollary 1.2. Under the same assumptions as in Theorem 1.1, we obtain

$$
\sup _{t \in J} \|\left|\psi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\psi^{\varepsilon}(t, \cdot)\right|-|\chi(t, \cdot)\rangle\langle\chi(t, \cdot)| \|_{L^{2} \rightarrow L^{2}} \leqslant C \varepsilon
$$

In other words, in terms of spectral projections, the linear time-adiabatic theorem is still valid under weakly nonlinear perturbations of the form (1.6).

The proof of Theorem 1.1 relies on a multiple scales expansion which yields an approximate solution to (1.6). This approximate solution is proven to be well defined (under our assumptions) and, in a second step, used to infer the existence of a true solution $\psi^{\varepsilon}$ which is asymptotically close to the approximate one for times of order $O(1)$. Unfortunately, to control the nonlinear effects within our method of proof, we require that the initial data is sufficiently well prepared (in the sense described above), even if one is only interested in the leading order approximation. In the language of, e.g., [32], we require the initial data to be concentrated in a super-adiabatic subspace. This is very similar to the situation encountered in [8], where the semiclassical asymptotics for weakly nonlinear Schrödinger equations with highly oscillatory periodic potentials is studied. In fact, the basic strategy for the proof of Theorem 1.1 is similar to the one used in [8].

Clearly, Theorem 1.1 can be reformulated in terms of $\Psi^{\varepsilon}$, yielding a time-adiabatic result for asymptotically small solutions of order $O(\sqrt{\varepsilon})$. In particular, we have

$$
\begin{equation*}
\sup _{t \in J} \|\left|\Psi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Psi^{\varepsilon}(t, \cdot)\right|-\varepsilon|\chi(t, \cdot)\rangle\langle\chi(t, \cdot)| \|_{L^{2} \rightarrow L^{2}} \leqslant C \varepsilon^{2} \tag{1.7}
\end{equation*}
$$

where $\Psi^{\varepsilon}=\sqrt{\varepsilon} \psi^{\varepsilon}$. In this case, a connection to the theory of nonlinear bound states for NLS equations becomes apparent. To this end, consider the "stationary" Schrödinger equation associated to (1.4), i.e.,

$$
\begin{equation*}
-\frac{1}{2} \Delta \Phi+V(t, x) \Phi+\lambda|\Phi|^{2 \sigma} \Phi=E_{*} \Phi \tag{1.8}
\end{equation*}
$$

where $E_{*} \equiv E_{*}(t) \in \mathbb{R}$ is a nonlinear energy-eigenvalue. Now, let $t \in \mathbb{R}$ be fixed assume that the potential $V(t, x)$ is such that $H(t)$ has a discrete (linear) eigenvalue/eigenfunction pair $(E, \chi)$. Then, classical bifurcation theory (cf., [18]) implies that for $E_{*} \approx E$ a nonlinear bound state solution $\Phi$ exists, which is approximately given by a small multiple of $\chi$ (see Sect. 5.2 for more details). In the context of NLS, this has been rigorously proved in a number of papers, cf. [20, 23, 33-35]. Combining this fact with the result in Theorem 1.1 will allow us
to prove that in the regime of $O(\sqrt{\varepsilon})$-solutions, these nonlinear bound states are also adiabatically stable, at least in terms of spectral projections. More precisely, we have the following result.
Corollary 1.3. In addition to the assumptions of Theorem 1.1, assume that for a compact $J \subset I$ there is an $M_{0}(J)>0$ such that for all $M \leqslant M_{0}$, there exists a family $\Phi \in C\left(J, H^{2}\left(\mathbb{R}^{d}\right)\right)$ of solutions to (1.8) with $\|\Phi(t, \cdot)\|_{L^{2}}=M$, for all $t \in J$. Let $\varepsilon \in\left(0, \min \left(\varepsilon_{0}(J), M_{0}(J)\right)\right]$ and denote by $\Phi^{\varepsilon}(t, x)$ a family of bound states with norm $\left\|\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}}=\sqrt{\varepsilon}$. Furthermore, let $\Psi^{\varepsilon}$ be the solution to (1.4) with initial data $\Psi_{\text {in }}^{\varepsilon}=\sqrt{\varepsilon} \psi_{\text {in }}^{\varepsilon}$, where $\psi^{\varepsilon}$ is as in Theorem 1.1.

Then, there exists a constant $K>0$ such that

$$
\sup _{t \in J} \|\left|\Psi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Psi^{\varepsilon}(t, \cdot)\right|-\left|\Phi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Phi^{\varepsilon}(t, \cdot)\right| \|_{L^{2} \rightarrow L^{2}} \leqslant K \varepsilon^{\min (2, \sigma+1 / 2)}
$$

Note that for $\sigma=1$ (cubic nonlinearity) this estimate is not as good as the one in (1.7). In addition, Corollary 1.3 does not provide any information on the phase, an issue which will be discussed in more detail in Sect. 5.2.

We finally want to mention that in the recent PhD thesis [11] (see also the upcoming paper [10]) a similar result has been proven (for $d=3, \lambda>0$ and $\sigma=1)$. Namely, that there exists a family of nonlinear bound states $t \mapsto \Phi(t, \cdot)$ with $\|\Phi(t, \cdot)\|_{L^{2}}=M \ll 1$ sufficiently small, such that for $\varepsilon \ll 1$ the solution $\Psi^{\varepsilon}$ of (1.4) satisfies

$$
\sup _{t \in[0,1]} \|\left|\Psi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Psi^{\varepsilon}(t, \cdot)\right|-|\Phi(t, \cdot)\rangle\langle\Phi(t, \cdot)| \|_{L^{2} \rightarrow L^{2}} \lesssim \varepsilon
$$

Indeed, the author of [11] proves a slightly stronger statement in terms of the wave function, not only the spectral projections (their phase information, however, is not as precise as the one we have in Theorem 1.1). Note that Corollary 1.3 is consistent with the one from [11], if one specifies the latter to solutions of size $O(\sqrt{\varepsilon})$ (but we require more assumptions on the initial data due to the fact that we need to go through the proof of Theorem 1.1). The main difference between the two results seems to be that in our case there is only a single small parameter $\varepsilon$ (induced by the dimensionless form of the NLS itself) in which the size of the solution (or, equivalently, the strength of the nonlinearity) is measured. In comparison to that, [11] considers both $M$ and $\varepsilon$ to be small and independent, so that for a given $M \ll 1$ one can choose an $\varepsilon$ sufficiently small to derive a nonlinear time-adiabatic result.

The paper is now organized as follows: In Sect. 2, we shall show how to obtain the leading order approximation by means of formal asymptotic expansions. These expansions will then be made mathematically rigorous in Sect. 3. The nonlinear stability of our approximation is proved in Sect. 4, yielding the proof of Theorem 1.1. Possible extensions and variations of our results, in particular, the proof of Corollary 1.3 are then discussed in Sect. 5.

## 2. Formal Construction of the Approximate Solution

In this section, we shall first recall the standard adiabatic expansion for linear equations of Schrödinger type and show (in a second step) how to include the
case of (sub-)critical nonlinearities. To this end, we consider (1.6) in the case $\lambda=0$ and seek a solution in the form

$$
\psi^{\varepsilon}(t, x)=e^{-i \varphi(t) / \varepsilon} \mathcal{U}^{\varepsilon}(t, x)
$$

where $\varphi(t) \in \mathbb{R}$ is some sufficiently smooth phase function, and the complexvalued amplitude $\mathcal{U}^{\varepsilon}$ is assumed to be of the form

$$
\begin{equation*}
\mathcal{U}^{\varepsilon}(t, x) \underset{\varepsilon \rightarrow 0}{\sim} \sum_{n \geqslant 0} \varepsilon^{n} U_{n}(t, x) \tag{2.1}
\end{equation*}
$$

in the sense of formal asymptotic expansions. Plugging this into (1.6) yields

$$
H(t) \mathcal{U}^{\varepsilon}=\dot{\varphi}(t) \mathcal{U}^{\varepsilon}+i \varepsilon \partial_{t} \mathcal{U}^{\varepsilon}
$$

where $H(t)$ is given by (1.3). Next, we plug in (2.1) and equate powers in $\varepsilon$. At leading order, i.e., by equating terms of order $O(1)$, we find:

$$
\begin{equation*}
H(t) U_{0}(t, x)=\dot{\varphi}(t) U_{0}(t, x) \tag{2.2}
\end{equation*}
$$

This can be seen as an eigenvalue problem for the operator $H(t)$ with eigenvalue $E(t)=\dot{\varphi}(t)$ and we consequently conclude that

$$
\begin{equation*}
\varphi(t)=\int_{t_{0}}^{t} E(s) \mathrm{d} s \tag{2.3}
\end{equation*}
$$

the so-called dynamic phase. Let $I \subseteq \mathbb{R}$ be an open time interval containing $t_{0}$. Assuming for the moment that $E(t)$ is a simple eigenvalue for all $t \in I$, with associated normalized eigenfunction $\chi(t, \cdot) \in L^{2}\left(\mathbb{R}^{d}\right)$, we infer $U_{0}(t, x)=$ $u_{0}(t) \chi(t, x)$, for some yet to be determined coefficient function $u_{0}(t) \in \mathbb{C}$.

Next, by equating terms of order $O(\varepsilon)$, we find the following inhomogeneous equation

$$
\begin{equation*}
H(t) U_{1}(t, x)=\dot{\varphi}(t) U_{1}(t, x)+i \partial_{t} U_{0}(t, x) \tag{2.4}
\end{equation*}
$$

Using the information from the step before, this can be rewritten as

$$
\begin{equation*}
L_{E}(t) U_{1}(t, x)=i\left(\dot{u}_{0}(t) \chi(t, x)+u_{0}(t) \partial_{t} \chi(t, x)\right) \tag{2.5}
\end{equation*}
$$

where from now on, we shall denote

$$
L_{E}(t)=H(t)-E(t)
$$

The kernel of $L_{E}(t)$ is given by $\operatorname{span}(\chi(t, \cdot))$ and we consequently decompose

$$
\begin{equation*}
U_{1}(t, x)=u_{1}(t) \chi(t, x)+v_{1}(t, x) \tag{2.6}
\end{equation*}
$$

where $\left\langle v_{1}(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}}=0$, for all $t \in I$.
To guarantee that (2.5) has a solution, Fredholm's alternative asserts that the right hand side of (2.5) has to be orthogonal to $\chi(t, \cdot)$, for all $t \in I$. Taking the $L^{2}\left(\mathbb{R}^{d}\right)$ inner product of (2.5) with $\chi$ gives

$$
\begin{equation*}
\frac{\mathrm{d} u_{0}}{\mathrm{~d} t}+u_{0}\left\langle\partial_{t} \chi(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}}=0 \tag{2.7}
\end{equation*}
$$

and thus (up to a multiplicative constant which we shall choose equal to 1 for simplicity), we find

$$
u_{0}(t)=e^{-\beta(t)}
$$

where

$$
\begin{equation*}
\beta(t)=\int_{t_{0}}^{t}\left\langle\partial_{t} \chi(s, \cdot), \chi(s, \cdot)\right\rangle_{L^{2}} \mathrm{~d} s \tag{2.8}
\end{equation*}
$$

denotes the Berry phase term $[2,3]$. Note that $\beta(t) \in i \mathbb{R}$, for all $t \in I$, as one can easily see from differentiating the normalization condition $\langle\chi(t, \cdot)$, $\chi(t, \cdot)\rangle_{L^{2}}=1$. As a consequence, we also have that solutions to (2.7) satisfy

$$
|u(t, x)|=\left|u\left(t_{0}, x\right)\right|, \quad \forall t \in I
$$

In summary, we find the well-known leading order approximation of linear time-adiabatic theory. Namely, that for $\varepsilon \rightarrow 0$ the solution $\psi^{\varepsilon}$ behaves like

$$
\psi^{\varepsilon}(t, x) \underset{\varepsilon \rightarrow 0}{\sim} \exp \left(-\frac{i}{\varepsilon} \int_{t_{0}}^{t} E(s) \mathrm{d} s-\beta(t)\right) \chi(t, x)
$$

Remark 2.1. Concerning the significance of the Berry phase, we first note that the eigenvalue equation

$$
H(t) \chi(t, \cdot)=E(t) \chi(t, \cdot)
$$

does not uniquely determine the eigenfunction $\chi(t, \cdot)$, even if one imposes the normalization condition $\|\chi(t, \cdot)\|_{L^{2}}=1$. One still has the freedom to change

$$
\chi(t, \cdot) \rightarrow \tilde{\chi}(t, \cdot)=\chi(t, \cdot) e^{i S(t)}
$$

with some (smooth) phase $S(t) \in \mathbb{R}$. Under such a gauge transformation, the Berry phase changes by

$$
\beta(t) \rightarrow \tilde{\beta}(t)=\beta(t)+i S(t)-i S\left(t_{0}\right)
$$

This allows to choose an appropriate $S$ such that $\tilde{\beta} \equiv 0$, which is the reason why the Berry phase has historically been ignored for quite some time. However, in the case of a periodic Hamiltonian, i.e., $H\left(t_{0}\right)=H\left(t_{0}+T\right)$ for some $T>0$, one usually imposes (for physical reasons) the additional assumption that $\chi\left(t_{0}, \cdot\right)=\chi\left(t_{0}+T, \cdot\right)$. In this case, the fact that $\tilde{\chi}$ should be single valued implies

$$
S\left(t_{0}\right)-S\left(t_{0}+T\right)=2 \pi n, \quad n \in \mathbb{Z}
$$

This shows that $\beta\left(t_{0}+T\right)$ can only be changed by an integer multiple of $2 \pi i$ and thus cannot be gauged away in general, as has been noted in $[2,3]$. Note that this problem remains, even in the case where $H(t)$ is real (as it is true in the present work) and thus $H(t)$ commutes with the operator of complex conjugation $\Theta$. In this case, we infer that $[P(t), \Theta]=0$, and hence there exists a real-valued eigenfunction $\chi(t, \cdot) \in \operatorname{ran} P(t)$ which consequently satisfies $\left\langle\partial_{t} \chi(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}} \equiv 0$. This eigenfunction, however, does not necessarily satisfy the periodicity condition imposed before. In the present work, we do not want to exclude the possibility of a periodic $H(t)$ and thus refrain from gauging away the Berry phase. For a general discussion of the physical significance of geometric phases (of which the Berry phase is one particular example), we refer to $[4,37]$.

With this in hand, it is possible to determine $v_{1}$ through (2.5). At least formally, this yields

$$
v_{1}(t, x)=i L_{E}^{-1}(t)\left(\dot{u}_{0}(t) \chi(t, x)+u_{0}(t) \partial_{t} \chi(t, x)\right)=i L_{E}^{-1}(t)\left(u_{0}(t) \partial_{t} \chi(t, x)\right)
$$

where we denote the partial inverse (or, partial resolvent) of $L_{E}(t)$ by

$$
\begin{equation*}
L_{E}^{-1}(t):=(1-P(t))(H(t)-E(t))^{-1}(1-P(t)), \tag{2.9}
\end{equation*}
$$

with $P(t)=|\chi(t, \cdot)\rangle\langle\chi(t, \cdot)|$ being the projection onto the eigenspace corresponding to $E(t) \in \mathbb{R}$. Note that this also shows that initially $v_{1}\left(t_{0}, x\right) \neq 0$, in general.

The remaining unknown $u_{1}$ appearing in (2.6) can then be obtained by equating terms of order $O\left(\varepsilon^{2}\right)$. Indeed, by looking at the solvability condition for

$$
L_{E}(t) U_{2}(t, x)=i \partial_{t} U_{1} \equiv i\left(\dot{u}_{1}(t) \chi+u_{1}(t) \partial_{t} \chi(t, x)\right)+i \partial_{t} v_{1}
$$

one finds that $u_{1}(t)$ solves the following differential equation

$$
\dot{u}_{1}+\beta(t) u_{1}+\left\langle\partial_{t} v_{1}(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}}=0
$$

Choosing, for simplicity, $u_{1}\left(t_{0}\right)=0$, we get

$$
u_{1}(t)=-e^{-\beta(t)} \int_{t_{0}}^{t}\left\langle\partial_{t} v_{1}(s, \cdot), \chi(s, \cdot)\right\rangle_{L^{2}} e^{\beta(s)} \mathrm{d} s
$$

By repeating these steps, one easily finds that all amplitudes $U_{n}(t, x), n \geqslant 1$, appearing in (2.1), are of the form

$$
\begin{equation*}
U_{n}(t, x)=u_{n}(t) \chi(t, x)+v_{n}(t, x), \tag{2.10}
\end{equation*}
$$

where every $u_{n}(t)$ is determined through an ordinary differential equation obtained from the solvability condition at order $O\left(\varepsilon^{n+1}\right)$, together with the initial data $u_{n}\left(t_{0}\right)=0$.

Next, we want to understand how to take into account a (sub-)critical nonlinearity in our asymptotic expansion. To this end, we first note that (2.1) yields

$$
\varepsilon\left|\mathcal{U}^{\varepsilon}\right|^{2 \sigma} \mathcal{U}^{\varepsilon} \sim \varepsilon\left|U_{0}\right|^{2 \sigma} U_{0}+\varepsilon^{2}\left((\sigma+1)\left|U_{0}\right|^{2 \sigma} U_{1}+\varepsilon \sigma\left|U_{0}\right|^{2 \sigma-2} U_{0}^{2} \bar{U}_{1}\right)+O\left(\varepsilon^{3}\right)
$$

Thus, the leading order eigenvalue problem (2.2) does not change. The nonlinearity enters only in the expressions of order $O(\varepsilon)$ or higher. For the former, we find the following analog of (2.4):

$$
\begin{equation*}
L_{E}(t) U_{1}(t, x)=i \partial_{t} U_{0}(t, x)-\lambda\left|U_{0}\right|^{2 \sigma} U_{0} \tag{2.11}
\end{equation*}
$$

Here, we can use our knowledge from before to make the following ansatz for $U_{0}$ :

$$
\begin{equation*}
U_{0}(t, x)=\chi(t, x) e^{-\beta(t)-i \theta(t)} \tag{2.12}
\end{equation*}
$$

where $\beta(t)$ is defined in (2.8) and $\theta(t) \in \mathbb{R}$ is some other phase yet to be determined. By doing so, the solvability condition requiring that the right hand side of (2.11) has to be orthogonal to ker $L_{E}(t)$ yields

$$
\left.\frac{\mathrm{d} \theta}{\mathrm{~d} t}=\left.\lambda\langle | \chi(t, \cdot)\right|^{2 \sigma} \chi(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}}=\lambda \int_{\mathbb{R}^{d}}|\chi(t, x)|^{2 \sigma+2} \mathrm{~d} x
$$

where we have used the fact that $\beta(t) \in i \mathbb{R}$. Assuming, for the moment, that $\chi(t, \cdot) \in L^{2 \sigma+2}\left(\mathbb{R}^{d}\right)$, we thus find

$$
\begin{equation*}
\theta(t)=\lambda \int_{t_{0}}^{t}\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2} \mathrm{~d} s \tag{2.13}
\end{equation*}
$$

In view of (2.12), we see that the nonlinearity contributes at leading order by adding an additional nonlinear phase modulation, i.e.,

$$
\psi^{\varepsilon}(t, x) \underset{\varepsilon \rightarrow 0}{\sim} \exp \left(-\frac{i}{\varepsilon} \int_{t_{0}}^{t} E(s) \mathrm{d} s-i \lambda \int_{t_{0}}^{t}\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2} \mathrm{~d} s-\beta(t)\right) \chi(t, x) .
$$

Note that even though the nonlinear phase modulation is slowly varying, one should still think of it as a small (i.e., of order $O(\varepsilon)$ ) nonlinear modification of the dynamical phase.

Remark 2.2. It is clear by now that the choice (1.5) is critical with respect to our asymptotic expansion. Indeed, if instead of (1.5) we set

$$
\Psi^{\varepsilon}(t, x)=\varepsilon^{\alpha /(2 \sigma)} \psi^{\varepsilon}(t, x)
$$

then instead of (1.6) we would obtain

$$
\begin{equation*}
i \varepsilon \partial_{t} \psi^{\varepsilon}=-\frac{1}{2} \Delta \psi^{\varepsilon}+V(t, x) \psi^{\varepsilon}+\lambda \varepsilon^{\alpha}\left|\psi^{\varepsilon}\right|^{2 \sigma} \psi^{\varepsilon} \tag{2.14}
\end{equation*}
$$

Performing the same asymptotic expansion as before, we see that if $\alpha \geqslant 2$, then no nonlinear effects are present in the leading order asymptotics. The problem thus becomes essentially linearizable, and can be considered sub-critical with respect to our asymptotic analysis. A somewhat intermediate regime is obtained in the case where $\alpha$ is no longer a natural number and such that $1<\alpha<2$. This situation will be discussed in more detail in Sect. 5.1.3. Finally, if $0 \leqslant \alpha<1$, the problem can be considered super-critical with respect to our asymptotic expansion. The case $\alpha=0$ is probably the most relevant from the physics point of view, but clearly also mathematically much more challenging and thus beyond the scope of the present work. One can expect this problem to be intimately related to the modulation stability of nonlinear ground states studied in [35] (see also [28]).

## 3. A Mathematical Framework for Asymptotic Expansions

In this section, we will prove that the solution obtained through the formal multiple scales approximation above is indeed well defined and furnishes an approximate solution to (1.6). To this end, we shall impose the following basic assumptions on the time-dependent potential:

Assumption 1. The potential $V(t, x)$ satisfies $V \in C_{\mathrm{b}}^{1}\left(I ; \mathcal{S}\left(\mathbb{R}^{d}\right)\right)$, where $\mathcal{S}$ denotes the space of smooth and rapidly decaying functions.

Remark 3.1. This assumption is mainly imposed for the sake of a simple and clean presentation but certainly far from optimal concerning the regularity of $V$. Indeed, all of our results can be reformulated for potentials $V(t, \cdot) \in C_{\mathrm{b}}^{k}\left(\mathbb{R}^{d}\right)$
and vanishing at infinity. However, it turns out that at different stages of our proofs we require different (and relatively strong) bounds on $k$, which result in a somewhat tedious regularity count that we want to avoid.

Nest, we fix $t \in I$. Then, it is well known (see, e.g., [31, Chapter 10.1]) that for $V(t, \cdot)$ bounded, i.e., $k=0$, and decaying at infinity, the Hamiltonian $H(t)$ is a self-adjoint operator with $\operatorname{dom}(H(t))=H^{2}\left(\mathbb{R}^{d}\right) \subset L^{2}\left(\mathbb{R}^{d}\right)$. Moreover, for any fixed $t \in I$, the spectrum of $H(t)$ is of the standard form, i.e.,

$$
\operatorname{spec}(H(t))=[0, \infty) \cup\left\{E_{j}(t) \mid-E_{j}(t)>0, \quad j=0,1, \ldots\right\}
$$

see, e.g., [13]. Of course as these eigenvalues vary in time, they might cross each other, or disappear into the continuous spectrum. Our main assumption is that the eigenvalue $E(t)$ we are interested in stays separated from the rest of the spectrum by a spectral gap.

Assumption 2. There exists a simple eigenvalue $E(t) \in \operatorname{spec}(H(t))$ and a constant $\delta>0$, satisfying

$$
\begin{equation*}
\inf _{t \in I} \operatorname{dist}(E(t), \operatorname{spec}(H(t) \backslash E(t)))=\delta \tag{3.1}
\end{equation*}
$$

Note that this implies $E(t) \leqslant-\delta$, for all $t \in I$. Denoting by $\chi(t, \cdot) \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ a normalized eigenfunction corresponding to such a well-separated eigenvalue $E(t)$, we have the following regularity result.

Lemma 3.2. Let Assumptions 1 and 2 hold, then we can choose $\chi: I \rightarrow$ $H^{k}\left(\mathbb{R}^{d}\right)$, such that $\chi \in C_{\mathrm{b}}^{1}\left(I, H^{k}\left(\mathbb{R}^{d}\right)\right)$ for any $k \geqslant 0$, and such that $\|\chi(t, \cdot)\|_{L^{2}}$ $=1$, for all $t \in I$.

Proof. The proof follows from standard arguments. Indeed, we first notice that, for any fixed $t \in \mathbb{R}, \chi(t, \cdot)$ satisfies the Schrödinger eigenvalue problem

$$
\left(-\frac{1}{2} \Delta+V(t, x)\right) \chi(t, x)=E(t) \chi(t, x)
$$

which, in view of Assumption 1 and [13, Proposition 1.2], implies the asserted regularity in $H^{k}\left(\mathbb{R}^{d}\right)$ for any $k \geqslant 0$. Thus, it only remains to prove the differentiability property in time. This follows from the fact that as long as $E(t)$ stays separated from the rest of the spectrum, the associated orthogonal projector $P(t)$ can be expressed via Riesz' formula as

$$
P(t)=\frac{i}{2 \pi} \oint_{\Gamma(t)}(H(t)-z)^{-1} \mathrm{~d} z
$$

where $\Gamma(t) \subset \mathbb{C}$ is a continuous (positively oriented) curve encircling $E(t)$ once, such that

$$
\inf _{t \in I} \operatorname{dist}(E(t), \operatorname{spec}(H(t)))=\delta / 2
$$

i.e., no other points within $\operatorname{spec}(H(t))$ are enclosed by $\Gamma(t)$. Using this, we see that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} P(t)=\frac{i}{2 \pi} \oint_{\Gamma(t)} \frac{\mathrm{d}}{\mathrm{~d} t}(H(t)-z)^{-1} \mathrm{~d} z
$$

whenever $(H(t)-z)^{-1} \in C_{\mathrm{b}}^{1}\left(I ; \mathcal{L}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)\right)$. The latter is proved, for example, in [32, Lemma 2.4]. Hence, $t \mapsto P(t)$ is in $C_{\mathrm{b}}^{1}(I)$.

To obtain a corresponding eigenfunction $\chi \in C_{\mathrm{b}}^{1}\left(I ; H^{k}\left(\mathbb{R}^{d}\right)\right)$, we can follow the classical idea of Kato [15] (see also $[16,17]$ ), which starts from the definition of the following operators

$$
K(t):=i[P(t), \dot{P}(t)]
$$

and $A(t)$ given by

$$
\frac{\mathrm{d}}{\mathrm{~d} t} A(t)=i K(t) A(t), \quad A\left(t_{0}\right)=\mathbb{I}
$$

Then, it is easily seen that $K(t)$ is self-adjoint and thus $A^{*}(t)=A^{-1}(t)$. In addition, one checks (after some calculations invoking the properties of projections)

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left(A^{*}(t) P(t) A(t)\right)=0
$$

so that the intertwining property holds:

$$
\begin{equation*}
P(t)=A(t) P\left(t_{0}\right) A^{*}(t), \quad \forall t \in I \tag{3.2}
\end{equation*}
$$

We now choose $\chi\left(t_{0}\right)$ normalized such that $P\left(t_{0}\right) \chi\left(t_{0}, \cdot\right)=\chi\left(t_{0}, \cdot\right)$ and define $\chi(t, \cdot)=A(t) \chi\left(t_{0}, \cdot\right)$. In view of (3.2), this implies that $P(t) \chi(t, \cdot)=\chi(t, \cdot)$ for all $t \in I$. In addition, $\|\chi(t, \cdot)\|_{L^{2}}=1$ and since $A \in C_{\mathrm{b}}^{1}\left(I ; \mathcal{L}\left(L^{2}\left(\mathbb{R}^{d}\right)\right)\right)$ we also get $\chi(t, \cdot) \in C_{\mathrm{b}}^{1}\left(I ; H^{k}\left(\mathbb{R}^{d}\right)\right)$.

By Sobolev imbedding, we also have $H^{k}\left(\mathbb{R}^{d}\right) \hookrightarrow L^{\infty}\left(\mathbb{R}^{d}\right)$, provided $k>\frac{d}{2}$. In particular, we have $\chi \in L^{q}\left(\mathbb{R}^{d}\right)$ for any $q \in[2, \infty]$ and thus the expression for the nonlinear phase modulation $\theta(t)$ given by (2.13) is well defined. Moreover, for $k>\frac{d}{2}$, the Sobolev space $H^{k}\left(\mathbb{R}^{d}\right)$ is in fact an algebra, i.e., if $f, g \in H^{k}\left(\mathbb{R}^{d}\right)$ then $f g \in H^{k}\left(\mathbb{R}^{d}\right)$. This can be used to prove the following regularity result:

Lemma 3.3. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}$, and Assumptions 1 and 2 hold. Then, the expressions appearing in the asymptotic expansion (2.1) satisfy $U_{n} \in C_{\mathrm{b}}^{1}\left(I ; H^{k}\right.$ $\left(\mathbb{R}^{d}\right)$ ) for all $n \in \mathbb{N}$ and $k \geqslant 0$.

Proof. Each $U_{n}$ is of the form given in (2.10), i.e., $U_{n}(t, x)=u_{n}(t) \chi(t, x)+$ $v_{n}(t, x)$, with $v_{0} \equiv 0$. In view of the asymptotic expansion above, we know that each $u_{n}(t)$ solves an ordinary differential equation of the form

$$
\begin{aligned}
\dot{u}_{n} & +\beta(t) u_{n}+\left\langle\partial_{t} v_{n}(t, \cdot), \chi(t, \cdot)\right\rangle_{L^{2}} \\
& =i \lambda\left\langle\left.\frac{d^{n}}{\mathrm{~d} s^{n}} F\left(U_{0}+\sum_{\ell=1}^{n} s^{\ell} U_{\ell}\right)\right|_{s=0}, \chi(t, \cdot)\right\rangle_{L^{2}}
\end{aligned}
$$

where we denote the nonlinearity by $F(z)=|z|^{2 \sigma} z$, which for $\sigma \in \mathbb{N}$ is smooth. Note that due to the orthogonality of $\chi$ with every $v_{\ell}$, the right hand side in fact only involves $u_{\ell}$ 's. Moreover, we see that for $n \geqslant 1$, these differential equations are indeed linear. Together with the fact that $\frac{\mathrm{d}}{\mathrm{d} t}\left|u_{0}(t, x)\right|^{2}=0$ we infer that there is no restriction on the existence time of $u_{n}(t)$. In view with Lemma 3.2, we thus have $u_{n} \chi \in C_{\mathrm{b}}^{1}\left(I ; H^{k}\left(\mathbb{R}^{d}\right)\right)$ for all $k \geqslant 0$.

On the other hand, we know that all $v_{n}$, for $n \geqslant 1$, are determined by inverting an elliptic equation for any fixed $t \in I$, i.e.,

$$
\begin{equation*}
v_{n}(t, x)=L_{E}^{-1}(t)\left(i \partial_{t} U_{n-1}(t, x)+\left.\lambda \frac{\mathrm{d}^{n-1}}{\mathrm{~d} s^{n-1}} F\left(U_{0}+\sum_{\ell=1}^{n-1} s^{\ell} U_{\ell}\right)\right|_{s=0}\right) \tag{3.3}
\end{equation*}
$$

The fact that $H^{k}\left(\mathbb{R}^{d}\right)$ for $k>\frac{d}{2}$ forms an algebra implies that the right hand side, which is a sum of products of $U_{\ell}$ 's, is in $H^{k}\left(\mathbb{R}^{d}\right)$ for all $k \geqslant 0$ (see also the proof of Proposition 3.4 below). Since $L_{E}^{-1}(t): L^{2}\left(\mathbb{R}^{d}\right) \rightarrow \operatorname{dom}(H(t))=$ $H^{2}\left(\mathbb{R}^{d}\right)$, in view of (2.9), the assertion follows by induction over $n$.

With this result in hand, we set

$$
\begin{equation*}
\psi_{N}^{\varepsilon}(t, x):=e^{-i \varphi(t) / \varepsilon} \sum_{n=0}^{N} \varepsilon^{n} U_{n}(t, x) \tag{3.4}
\end{equation*}
$$

where $\varphi(t)$ is the dynamic phase given by (2.3) and $N \in \mathbb{N}$. Note that at $t=t_{0}$, the $U_{n}$ can in general not be chosen arbitrarily, since parts of it need to be determined recursively as given in (3.3). In particular, we have

$$
\psi_{N}^{\varepsilon}\left(t_{0}, x\right)=\chi\left(t_{0}, x\right)+\varepsilon \gamma^{\varepsilon}(x)
$$

where, due to the regularity of $v_{n}$, the corrector $\gamma^{\varepsilon} \in H^{k}\left(\mathbb{R}^{d}\right)$ of Theorem 1.1 is of the form

$$
\begin{equation*}
\gamma^{\varepsilon}(x)=\sum_{n=1}^{N} \varepsilon^{n-1} v_{n}\left(t_{0}, x\right) \tag{3.5}
\end{equation*}
$$

with $v_{n}\left(t_{0}, x\right)$ as above. This definition of $\psi_{N}^{\varepsilon}$ then yields an approximate solution of the nonlinear Schrödinger equation (1.6) in the following sense:

Proposition 3.4. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}$, and Assumptions 1 and 2 hold. Then, $\psi_{N}^{\varepsilon}$ defined by (3.4) satisfies $\psi_{N} \in C_{\mathrm{b}}^{1}\left(I ; H^{k}\left(\mathbb{R}^{d}\right)\right)$ for all $k \geqslant 0$ and

$$
i \varepsilon \partial_{t} \psi_{N}^{\varepsilon}+H(t) \psi_{N}^{\varepsilon}+\lambda \varepsilon\left|\psi_{N}^{\varepsilon}\right|^{2 \sigma} \psi_{N}^{\varepsilon}=r_{N}^{\varepsilon}(t, x),
$$

where the remainder is bounded by

$$
\sup _{t \in I}\left\|r_{N}^{\varepsilon}(t, \cdot)\right\|_{\left.H^{k}\left(\mathbb{R}^{d}\right)\right)} \leqslant C \varepsilon^{N+1}
$$

Proof. By plugging $\psi_{N}^{\varepsilon}$ into the nonlinear Schrödinger equations, the asymptotic expansion above shows that

$$
r_{N}^{\varepsilon}(t, x)=\varepsilon^{N+1} e^{-i \varphi(t)}\left(i \partial_{t} U_{N}(t, x)+\lambda \widetilde{r}_{N}^{\varepsilon}(t, x)\right)
$$

where

$$
\widetilde{r}_{N}^{\varepsilon}=\sum_{j=N}^{(2 \sigma+1) N} \varepsilon^{j-N} \sum_{\ell_{1}+\cdots+\ell_{\sigma}+m_{1}+\cdots+m_{\sigma}+r=j} U_{\ell_{1}} \ldots U_{\ell_{\sigma}} \bar{U}_{m_{1}} \ldots \bar{U}_{m_{\sigma}} U_{r}
$$

In view of the regularity result established in Lemma 3.3, and the algebra property of $H^{k}\left(\mathbb{R}^{d}\right)$, for $k>d / 2$, we directly obtain the estimate on the remainder stated above.

This result, however, is not sufficient to conclude that the exact solution $\psi^{\varepsilon}$ will stay close to the approximate solution $\psi_{N}^{\varepsilon}$ for times of order $O(1)$. We shall show in the next section that this is indeed the case.

## 4. Nonlinear Stability of the Approximation

### 4.1. Preliminaries

Before we can prove stability of our asymptotic expansion, we need a basic (local in-time) existence result for solutions to nonlinear Schrödinger equations of the form (1.6).

Lemma 4.1. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}$, and $\mathbb{N} \ni k>\frac{d}{2}$. Moreover, let $\psi_{\text {in }}^{\varepsilon} \in H^{k}\left(\mathbb{R}^{d}\right)$ and the potential satisfies $V \in C_{\mathrm{b}}^{1}\left(I ; \mathcal{S}\left(\mathbb{R}^{d}\right)\right)$. Then, there exist $T_{1}^{\varepsilon}, T_{2}^{\varepsilon}>0$, and a unique solution $\psi^{\varepsilon} \in C\left(\left[t_{0}-T_{1}^{\varepsilon}, t_{0}+T_{2}^{\varepsilon}\right] ; H^{k}\left(\mathbb{R}^{d}\right)\right)$ to (1.6). Furthermore,

$$
\left\|\psi^{\varepsilon}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}=\left\|\psi_{\mathrm{in}}^{\varepsilon}\left(t_{0}, \cdot\right)\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}, \quad \forall t \in\left[t_{0}-T_{1}^{\varepsilon}, t_{0}+T_{2}^{\varepsilon}\right] \subset I
$$

Proof. The proof is a straightforward extension of the one given in, e.g., [30, Proposition 3.8] for the case without potential. We rewrite the NLS using Duhamel's principle

$$
\begin{aligned}
\psi^{\varepsilon}(t, \cdot) & =e^{-i t \frac{\Delta}{2 \varepsilon}} \psi_{\mathrm{in}}^{\varepsilon}-i \int_{t_{0}}^{t} e^{i(s-t) \frac{\Delta}{2 \varepsilon}}\left(\lambda\left|\psi^{\varepsilon}(s, \cdot)\right|^{2 \sigma}+\frac{1}{\varepsilon} V(s, \cdot)\right) \psi^{\varepsilon}(s, \cdot) \mathrm{d} s \\
& =: \Xi\left(\psi^{\varepsilon}\right)(t)
\end{aligned}
$$

Clearly, the free Schrödinger group $e^{-i t \frac{\Delta}{2 \varepsilon}}$ is an isometry on $H^{k}\left(\mathbb{R}^{d}\right)$ for any $k \in \mathbb{R}$, and our assumptions on $V$ guarantee that there is a constant $C=$ $C(k, d)>0$ such that

$$
\left\|V \psi^{\varepsilon}\right\|_{H^{k}} \leqslant \sum_{|\alpha| \leqslant k}\left\|\partial^{\alpha} V\right\|_{L^{\infty}}\left\|\psi^{\varepsilon}\right\|_{H^{k-\alpha}} \leqslant C\|V\|_{C_{\mathrm{b}}^{k}}\left\|\psi^{\varepsilon}\right\|_{H^{k}}<\infty
$$

Moreover, for $\sigma \in \mathbb{N}$, the nonlinearity $F(z)=|z|^{2 \sigma} z$ is smooth which, together with the fact that $H^{k}\left(\mathbb{R}^{d}\right)$ for $k>\frac{d}{2}$ forms an algebra, allows us to estimate

$$
\begin{equation*}
\left\|\psi^{\varepsilon}(t, \cdot)\right\|_{H^{k}} \leqslant\left\|\psi_{\mathrm{in}}^{\varepsilon}\right\|_{H^{k}}+C^{\varepsilon} \int_{t_{0}}^{t}\left\|\psi^{\varepsilon}(s, \cdot)\right\|_{H^{k}}^{2 \sigma+1}+\left\|\psi^{\varepsilon}(s, \cdot)\right\|_{H^{k}} \mathrm{~d} s \tag{4.1}
\end{equation*}
$$

where $C^{\varepsilon}=C(k, d, \lambda, V, \varepsilon)>0$.
Now, denote by $X:=C\left(\left(\left[t_{0}-T_{1}^{\varepsilon}, t_{0}+T_{2}^{\varepsilon}\right] ; H^{k}\left(\mathbb{R}^{d}\right)\right)\right.$ for some $T_{1}^{\varepsilon}, T_{2}^{\varepsilon}>0$ to be chosen later on and $s>\frac{d}{2}$. Further, let $R>1$ be such that $\left\|\psi_{\text {in }}^{\varepsilon}\right\|_{H^{k}} \leqslant R$. Then, we can show that the $u \mapsto \Xi(u)$ maps the ball $B_{2 R}(0) \subset X$ into itself. Indeed, the estimate (4.1) implies

$$
\begin{aligned}
\|\Xi(u)\|_{X} & \leqslant\left\|\psi_{\text {in }}^{\varepsilon}\right\|_{H^{k}}+C^{\varepsilon} \max \left(T_{1}^{\varepsilon}, T_{2}^{\varepsilon}\right)\left(\|u\|_{X}^{2 \sigma+1}+\|u\|_{X}\right) \\
& \leqslant R+C^{\varepsilon} \max \left(T_{1}^{\varepsilon}, T_{2}^{\varepsilon}\right)\left((2 R)^{2 \sigma+1}+2 R\right) \\
& \leqslant R+2^{2 \sigma+2} C^{\varepsilon} \max \left(T_{1}^{\varepsilon}, T_{2}^{\varepsilon}\right) R^{2 \sigma+1} .
\end{aligned}
$$

Hence, we can choose $T_{1}^{\varepsilon}, T_{2}^{\varepsilon} \leqslant \frac{R^{-2 \sigma}}{2^{2 \sigma+2} C^{\varepsilon}}$ and such that $\left[t_{0}-T_{1}^{\varepsilon}, t_{0}+T_{2}^{\varepsilon}\right] \subset I$. The same type of estimate shows that $u \mapsto \Xi(u)$ is a contraction on $B_{2 R}(0) \subset X$
and hence there exists a unique fixed point $u=\psi^{\varepsilon} \in X$. The conservation of the $L^{2}$-norm of the solution then follows from the fact that $H(t)$ is self-adjoint and the nonlinearity is gauge invariant.

Remark 4.2. By carefully tracking the $\varepsilon$-dependence of $T_{1,2}^{\varepsilon}$, one finds that, in general, $T_{1,2}^{\varepsilon}$ will go to zero, as $\varepsilon \rightarrow 0$. However, the stability proof below actually shows that for our choice of initial data, one can find $T_{1,2}^{\varepsilon}>0$ independent of $\varepsilon$.

We will also need the following Moser-type lemma, proved in, e.g., [22].
Lemma 4.3. Let $R>0, s \in \mathbb{N}$ and $F(z)=|z|^{2 \sigma} z$, with $\sigma \in \mathbb{N}$. Then, there exists $K=K(R, s, \sigma)$ such that if $w$ satisfies

$$
\left\|\partial^{\beta} w\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant R, \quad|\beta| \leqslant s
$$

and $\eta$ satisfies $\|\eta\|_{L^{\infty}\left(\mathbb{R}^{d}\right)} \leqslant R$, then

$$
\sum_{|\beta| \leqslant s}\left\|\partial^{\beta}(F(w+\eta)-F(w))\right\|_{L^{2}\left(\mathbb{R}^{d}\right)} \leqslant K \sum_{|\beta| \leqslant s}\left\|\partial^{\beta} \eta\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

In [22], this lemma was proved for $\varepsilon$-scaled derivatives. For our purposes, we can set $\varepsilon=1$ but note that the estimate above is linear in the $H^{s}$ norm of $\eta$, which subsequently allows the use of Grownwall's lemma (see the proof of Proposition 4.4 below).

### 4.2. Nonlinear Stability

We are now in the position to prove the desired stability result for the asymptotic expansion obtained above.
Proposition 4.4. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}, \mathbb{N} \ni k>\frac{d}{2}$, and Assumptions 1 and 2 hold. Given an approximate solution $\psi_{N}^{\varepsilon}$ of the form (3.4) with $N>k$, we assume that, at $t=t_{0}$, the initial data $\psi_{\mathrm{in}}^{\varepsilon} \in H^{k}\left(\mathbb{R}^{d}\right)$ is such that

$$
\left\|\psi_{\mathrm{in}}^{\varepsilon}-\psi_{N-1}^{\varepsilon}\left(t_{0}, \cdot\right)\right\|_{H^{k}\left(\mathbb{R}^{d}\right)} \leqslant C_{0} \varepsilon^{N}
$$

Then, for any compact time interval $J \subset I$ containing $t_{0}$, there exist an $\varepsilon_{0}(J)>0$, and a constant $C>0$, such that for any $0<\varepsilon \leqslant \varepsilon_{0}(J)$ the unique solution $\psi^{\varepsilon} \in C\left(J ; H^{k}\left(\mathbb{R}^{d}\right)\right)$ to (1.6) exists and, in addition,

$$
\sup _{t \in J}\left\|\psi^{\varepsilon}(t, \cdot)-\psi_{N-1}^{\varepsilon}(t, \cdot)\right\|_{H^{k}\left(\mathbb{R}^{d}\right)} \leqslant C \varepsilon^{N-k}
$$

Note that this result in particular implies that the solution $\psi^{\varepsilon}$ to (1.6) cannot exhibit blow-up on any finite time interval $J \subset I \subseteq \mathbb{R}$.

Proof. Let $J=\left[t_{0}-T_{1}, t_{0}+T_{2}\right] \subset I$, for some $T_{1}, T_{2}>0$ independent of $\varepsilon$. From Lemma 4.1 we obtain the existence of a unique solution $\psi^{\varepsilon} \in C\left(\left[t_{0}-\right.\right.$ $\left.T_{1}^{\varepsilon}, t_{0}+T_{2}^{\varepsilon}\right], H^{k}\left(\mathbb{R}^{d}\right)$ ) with $k>\frac{d}{2}$, to (1.6). We denote the difference between the exact and the approximate solution by

$$
\eta^{\varepsilon}:=\psi^{\varepsilon}-\psi_{N}^{\varepsilon} .
$$

Proposition 3.4 then implies that $\eta^{\varepsilon} \in C\left(\left[t_{0}-\tau_{1}^{\varepsilon}, t_{0}+\tau_{2}^{\varepsilon}\right], H^{k}\left(\mathbb{R}^{d}\right)\right)$, where $\tau_{j}^{\varepsilon}=\min \left(T_{j}^{\varepsilon}, T_{j}\right)$, with $j=1,2$. We prove that for $\varepsilon$ sufficiently small, $\eta^{\varepsilon}$
may be extended up to the time interval $J \subset I$, with $\eta^{\varepsilon} \in C\left(J, H^{k}\left(\mathbb{R}^{d}\right)\right)$. For simplicity, we shall only show the argument for the times bigger than $t_{0}$. A similar argument applies on the time interval $\left[t_{0}-T_{1}, t_{0}\right]$.

Take $\varepsilon_{0}>0$ so that $C_{0} \varepsilon_{0} \leq \frac{1}{2}$, and for $\left.\left.\varepsilon \in\right] 0, \varepsilon_{0}\right]$, let

$$
t^{\varepsilon}:=\sup \left\{t \geqslant t_{0} \mid \sup _{t^{\prime} \in\left[t_{0}, t\right]}\left\|\eta^{\varepsilon}\left(t^{\prime}\right)\right\|_{H^{k}\left(\mathbb{R}^{d}\right)} \leqslant 1\right\}
$$

We already know that $t^{\varepsilon}>0$ by the local existence result for $\psi^{\varepsilon}$. By possibly reducing $\varepsilon_{0}>0$ even further, we shall show that $t^{\varepsilon} \geqslant t_{0}+T_{2}$. The error satisfies

$$
\begin{equation*}
i \varepsilon \partial_{t} \eta^{\varepsilon}=H(t) \eta^{\varepsilon}+\lambda \varepsilon\left(\left|\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right|^{2 \sigma}\left(\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right)-\left|\psi_{N}^{\varepsilon}\right|^{2 \sigma} \psi_{N}^{\varepsilon}\right)+r_{N}^{\varepsilon} \tag{4.2}
\end{equation*}
$$

subject to $\eta_{\mid t=t_{0}}^{\varepsilon}=\eta_{\text {in }}^{\varepsilon}(x)$, where $\left\|\eta_{\text {in }}^{\varepsilon}\right\|_{H^{k}}=O\left(\varepsilon^{N+1}\right)$ by assumption.
Next, we multiply (4.2) by $\bar{\eta}^{\varepsilon}$, integrate over $\mathbb{R}^{d}$, and take the real part of the resulting expression. Since $H(t)$ is self-adjoint, this yields

$$
\partial_{t}\left\|\eta^{\varepsilon}\right\|_{L^{2}} \lesssim\left\|\left|\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right|^{2 \sigma}\left(\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right)-\left|\psi_{N}^{\varepsilon}\right|^{2 \sigma} \psi_{N}^{\varepsilon}\right\|_{L^{2}}+\frac{1}{\varepsilon}\left\|r_{N}^{\varepsilon}\right\|_{L^{2}}
$$

In view of Proposition 3.4, we have $\left\|r_{N}^{\varepsilon}\right\|_{H^{k}}=O\left(\varepsilon^{N+1}\right)$. On the other hand, for $k>\frac{d}{2}$ the Gagliardo-Nirenberg inequality implies

$$
\left\|\eta^{\varepsilon}\right\|_{L^{\infty}} \lesssim\left\|\eta^{\varepsilon}\right\|_{H^{k}} \lesssim 1 \quad \forall t \in\left[t_{0}, t^{\varepsilon}\right]
$$

and we will show, that in fact $\left\|\eta^{\varepsilon}\right\|_{L^{\infty}}$ is (asymptotically) small. To this end, we first recall that since $\psi_{N}(t, \cdot) \in H^{m}\left(\mathbb{R}^{d}\right)$ for all $m \geqslant 0$ we also have that $\psi_{N}(t, \cdot) \in W^{s, \infty}\left(\mathbb{R}^{d}\right)$, for all $s \leqslant k$. Applying Lemma 4.3 with $s=0$, we consequently obtain

$$
\partial_{t}\left\|\eta^{\varepsilon}\right\|_{L^{2}} \leqslant K\left\|\eta^{\varepsilon}\right\|_{L^{2}}+C \varepsilon^{N}
$$

for $t \in\left[t_{0}, t^{\varepsilon}\right]$ and, using Grownwall's lemma, we thus find

$$
\begin{equation*}
\left\|\eta^{\varepsilon}\right\|_{L^{2}} \leq C_{1} \varepsilon^{N}, \quad \forall t \in\left[t_{0}, t^{\varepsilon}\right] \tag{4.3}
\end{equation*}
$$

The idea is now to obtain a similar estimate for (weak) derivatives of $\eta^{\varepsilon}$, to close the argument in $H^{k}\left(\mathbb{R}^{d}\right)$. To this end, we first note that
$i \varepsilon \partial_{t}\left(\nabla \eta^{\varepsilon}\right)=H(t)\left(\nabla \eta^{\varepsilon}\right)+[\nabla, H(t)] \eta^{\varepsilon}+\lambda \varepsilon \nabla\left(F\left(\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right)-F\left(\psi_{N}^{\varepsilon}\right)\right)+\nabla r_{N}^{\varepsilon}$,
and the same type of argument as before, together with the Cauchy Schwarz inequality, yields
$\partial_{t}\left\|\nabla \eta^{\varepsilon}\right\|_{L^{2}} \lesssim\left\|\nabla\left(F\left(\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right)-F\left(\psi_{N}^{\varepsilon}\right)\right)\right\|_{L^{2}}+\frac{1}{\varepsilon}\left\|[\nabla, H(t)] \eta^{\varepsilon}\right\|_{L^{2}}+\frac{1}{\varepsilon}\left\|\nabla r_{N}^{\varepsilon}\right\|_{L^{2}}$.
Now, $[\nabla, H(t)]=\nabla V(t, x)$, which is bounded by assumption, and so

$$
\partial_{t}\left\|\nabla \eta_{N}^{\varepsilon}\right\|_{L^{2}} \lesssim\left\|\nabla\left(F\left(\psi_{N}^{\varepsilon}+\eta^{\varepsilon}\right)-F\left(\psi_{N}^{\varepsilon}\right)\right)\right\|_{L^{2}}+\frac{1}{\varepsilon}\left\|\eta^{\varepsilon}\right\|_{L^{2}}+C \varepsilon^{N}
$$

Invoking again Lemma 4.3 with $s=1$, and the bound (4.3), we infer that $\forall t \in\left[t_{0}, t^{\varepsilon}\right]$ it holds

$$
\partial_{t}\left\|\nabla \eta^{\varepsilon}\right\|_{L^{2}} \lesssim\left\|\nabla \eta^{\varepsilon}\right\|_{L^{2}}+\varepsilon^{N-1}
$$

and Grownwall's lemma, together with (4.3), then yields

$$
\left\|\eta^{\varepsilon}\right\|_{H^{1}} \lesssim \varepsilon^{N-1}, \quad \forall t \in\left[t_{0}, t^{\varepsilon}\right]
$$

Iterating in $s \leqslant k$, we obtain, more generally

$$
\begin{equation*}
\left\|\eta^{\varepsilon}\right\|_{H^{k}} \lesssim \varepsilon^{N-k}, \quad \forall t \in\left[t_{0}, t^{\varepsilon}\right] . \tag{4.4}
\end{equation*}
$$

and the Gagliardo-Nirenberg inequality consequently implies

$$
\left\|\eta^{\varepsilon}\right\|_{L^{\infty}} \lesssim\left\|\eta^{\varepsilon}\right\|_{H^{k}} \lesssim \varepsilon^{N-k} \quad \forall t \in\left[t_{0}, t^{\varepsilon}\right]
$$

provided $k>\frac{d}{2}$. For $N-k>0$, continuity of $\left\|\eta^{\varepsilon}(\cdot, t)\right\|_{H^{k}}$ implies that $t^{\varepsilon} \geqslant$ $t_{0}+T_{2}$, for $\varepsilon \leqslant \varepsilon_{0}\left(T_{2}\right)$ sufficiently small, since if $t^{\varepsilon}<t_{0}+T_{2}$ the estimate

$$
\sup _{t \in\left[0, t^{\varepsilon}\right]}\left\|\eta^{\varepsilon}\right\|_{L^{\infty}} \lesssim\left\|\eta^{\varepsilon}\right\|_{H^{k}} \lesssim \varepsilon^{N-k}<\frac{1}{2}
$$

(after possibly reducing $\varepsilon_{0}$ ) shows that $\eta^{\varepsilon}$ can be continued beyond $t^{\varepsilon}$, a contradiction. In particular, we obtain that $\eta^{\varepsilon}$, and hence $\psi^{\varepsilon}$, is well defined for all $t \in\left[t_{0}, t_{0}+T_{2}\right]$, thus showing $T_{2}^{\varepsilon} \geqslant T_{2}$. Since the same argument can be applied for times smaller than $t_{0}$, we finally conclude that $\psi^{\varepsilon}$ is well defined for all $t \in J=\left[t_{0}-T_{1}, t_{0}+T_{2}\right] \subset I$ and $0<\varepsilon \leqslant \varepsilon_{0}(J)$.

To complete the proof of the theorem, we note that (4.4) implies

$$
\sup _{t \in J}\left\|\psi^{\varepsilon}-\psi_{N}^{\varepsilon}\right\|_{H^{k}} \lesssim \varepsilon^{N-k}
$$

and since $N>k$, we also have

$$
\sup _{t \in J}\left\|\psi_{N}^{\varepsilon}-\psi_{N-1}^{\varepsilon}\right\|_{H^{k}} \lesssim \varepsilon^{N}=o\left(\varepsilon^{N-k}\right)
$$

Thus, we can use the triangle inequality to replace $\psi_{N}^{\varepsilon}$ with $\psi_{N-1}^{\varepsilon}$ in our estimate, which yields the desired result.

Proposition 4.4 directly implies the result stated in Theorem 1.1. Due to our method of proof, Proposition 4.4 yields a loss in accuracy for the obtained error estimates, which we are unable to overcome at this point.

## 5. Possible Extensions and Variations

### 5.1. Remarks on Closely Related Cases

In this section, we collect several remarks on how to extend Theorem 1.1 to other, closely related, situations.
5.1.1. Degenerate Eigenvalues. The results above readily generalize to the case of an $M$-fold degenerate eigenvalue $E(t)$, satisfying the gap condition (3.1). In this case, there exists a smooth basis $\chi_{\ell}(t, \cdot) \in L^{2}\left(\mathbb{R}^{d}\right)$, where $\ell=1, \ldots, L$, of the associated eigenspace. The associated projection onto the eigenspace corresponding to $E(t)$ then becomes

$$
P(t)=\sum_{\ell=1}^{L}\left|\chi_{\ell}(t, \cdot)\right\rangle\left\langle\chi_{\ell}(t, \cdot)\right| .
$$

Using this, one can proceed along the same lines as above to obtain that

$$
\sup _{t \in \tilde{I}}\left\|\psi^{\varepsilon}(t, \cdot)-e^{i \varphi(t) / \varepsilon} \sum_{\ell=1}^{L} u_{0, \ell}(t) \chi_{\ell}(t, \cdot)\right\|_{H^{k}} \leqslant C \varepsilon
$$

However, the formulas in general become more complicated, since the coefficient functions, $u_{\ell, 0}(t)$, are now determined by an $L \times L$ system of ordinary differential equations (leading to matrix-valued Berry phases and analogous nonlinear phase modulations). This consequently leads to rather tedious computations in the subsequent steps of our asymptotic expansion, which is why we shall not go into further details here. In addition, the global (on $I$ ) existence of the solutions to the $L \times L$ system is not clear, a priori. However, Proposition 4.4 applies on any interval $\tilde{I} \subseteq I$ on which the $u_{\ell}$ 's are defined.
5.1.2. Quadratic Potentials. In view of a possible application to Bose-Einstein condensates, the assumption that $V(t, x)$ vanishes as $|x| \rightarrow \infty$ seems unrealistic, since one typically considers trapping potentials of the form

$$
V(t, x)=\sum_{j=1}^{d} \Omega_{j}(t) x_{j}^{2}, \quad \Omega(t) \in \mathbb{R}
$$

i.e., a time-dependent harmonic oscillator. There is, however, no fundamental difficulty in extending our result to such a situation. Indeed, as long as $\Omega_{j}(t)>$ 0 , the existence of eigenvalues $E(t)$ together with their associated smooth (and rapidly decaying) eigenfunctions is guaranteed (see, e.g., [31]), and the asymptotic expansion stays (at least formally) exactly the same as before. Only from the point of view of rigorous estimates, one needs to shift from the usual Sobolev space setting $H^{k}\left(\mathbb{R}^{d}\right)$, to weighted spaces of the form

$$
\Sigma^{k}=H^{k}\left(\mathbb{R}^{d}\right) \cap\left\{|x|^{k} f \in L^{2}\left(\mathbb{R}^{d}\right)\right\}
$$

The basic existence and well-posedness theory for NLS in such weighted spaces has been established in [6], yielding a unique solution $\psi^{\varepsilon} \in C\left(\tilde{I} ; \Sigma^{k}\right)$ on some $\tilde{I} \subseteq I$, provided $\psi_{\text {in }} \in \Sigma^{k}$. Moreover, an extension of the Schauder Lemma 4.3 to $\Sigma^{k}$ is straightforward. The only extra work needed is in the proof of the nonlinear stability, where now $[\nabla, H(t)]=\nabla V(t, x)$ is no longer bounded. However, since $\left\|\nabla V \eta^{\varepsilon}\right\|_{L^{2}} \simeq\left\|x \eta^{\varepsilon}\right\|_{L^{2}}$, and since $[x, H(t)]=\nabla$, a closed set of estimates for the combined $L^{2}$-norms of $x \eta^{\varepsilon}$ and $\nabla \eta^{\varepsilon}$ (and thus for the $\Sigma^{1}$ norm of $\eta^{\varepsilon}$ ) can be obtained, cf. [8] for more details. Iterating this then yields a stability result in $\Sigma^{k}$.
5.1.3. The Intermediate Regime $\mathbf{1}<\boldsymbol{\alpha}<\mathbf{2}$. We go back to the discussion started in Remark 2.2 and consider the slightly more general situation of

$$
i \varepsilon \partial_{t} \psi^{\varepsilon}=-\frac{1}{2} \Delta \psi^{\varepsilon}+V(t, x) \psi^{\varepsilon}+\lambda \varepsilon^{\alpha}\left|\psi^{\varepsilon}\right|^{2 \sigma} \psi^{\varepsilon}, \quad \alpha \geqslant 1
$$

We already know that if $\alpha=1$ the problem is critical, and that if $\alpha \geqslant 2$, the problem is sub-critical (i.e., linearizable). The intermediate regime $1<\alpha<2$, however, is slightly more complicated, since the asymptotic expansion used before fails to match the size of the nonlinearity. One way to overcome this problem is to include the nonlinearity in the equation of order $O(\varepsilon)$, which yields

$$
L_{E}(t) U_{1}(t, x)=i \partial_{t} U_{0}(t, x)+\varepsilon^{\alpha-1} \lambda\left|U_{0}\right|^{2 \sigma} U_{0}
$$

instead of (2.11). For $\varepsilon^{\alpha-1} \ll 1$, this can be seen as a regular perturbation problem of the associated linear situation. The corresponding solvability condition now yields an $\varepsilon$-dependent leading order amplitude of the form

$$
U_{0}^{\varepsilon}(t, x)=\chi(t, x) e^{-\beta(t)+i \varepsilon^{\alpha-1} \theta(t)}
$$

with $\theta(t)$ given by (2.12). The nonlinear phase modulation appearing in this expression is obviously rather weak, due to the small $\varepsilon^{\alpha-1} \ll 1$ factor in front. The price to pay is that now all the $U_{n}^{\varepsilon}$ become $\varepsilon$-dependent. An alternative approach would be to consider a modified asymptotic expansion, which includes powers of $\varepsilon^{\alpha}$. This can be done in principle, but is rather cumbersome and we will leave the details to the reader.

### 5.2. Connection to Nonlinear Bound States

We finally turn to the connection with nonlinear bound states and thus, to the proof of Corollary 1.3. To this end, we first recall that, for fixed $t \in \mathbb{R}$, nonlinear bound states are solutions to the stationary Schrödinger equation

$$
\begin{equation*}
-\frac{1}{2} \Delta \Phi+V(t, x) \Phi+\lambda|\Phi|^{2 \sigma} \Phi=E_{*} \Phi \tag{5.1}
\end{equation*}
$$

Denoting by $E(t)<0$ a simple eigenvalue of the linear Hamiltonian $H(t)$, standard bifurcation theory (cf. [18]) then ensures the existence of such nonlinear bound states $\Phi$ bifurcating from the zero solution at the eigenvalues $E(t)$. Depending on the type of eigenvalue $E(t)$, these bound states are called nonlinear ground states, or nonlinear excited states, respectively (see, e.g., [29,33]). To be more precise, we recall the following result:

Lemma 5.1. Let $t \in I$ be fixed, $V(t, \cdot) \in \mathcal{S}\left(\mathbb{R}^{d}\right)$ and denote by $E(t)<0$ a simple eigenvalue separated from the rest of $\operatorname{spec}(H(t))$. For $\lambda>0$ let $E_{*}(t) \in(E(t), 0)$ and for $\lambda<0$, let $E_{*}(t)<E(t)$. Then, there exists a solution $\left(E_{*}(t), \Phi(t, \cdot)\right)$ to (5.1), such that $E_{*}(t) \mapsto\|\Phi(t, \cdot)\|_{H^{2}}$ is smooth for $E_{*} \neq E$ and

$$
\lim _{E_{*} \rightarrow E}\|\Phi(t, \cdot)\|_{H^{2}}=0
$$

In addition, for $\varepsilon_{1}<1$ sufficiently small and $\frac{1}{\lambda}\left(E_{*}-E\right)<\varepsilon_{1}$, we have

$$
\left\|\Phi(t, \cdot)-\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}} \chi(t, \cdot)\right\|_{H^{2}\left(\mathbb{R}^{d}\right)}=O\left(E_{*}(t)-E(t)\right)
$$

where $\chi(t, \cdot) \in L^{2}\left(\mathbb{R}^{3}\right)$ is a normalized eigenfunction associated to the linear eigenvalue $E(t)$ and

$$
\mu(t):=\lambda\|\chi(t, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2}
$$

This result (for time-independent potentials $V=V(x)$ ) is stated in [28, Theorem 2.1] in the case where the linear Hamiltonian has exactly one eigenvalue $E<0$. The formula for $\Phi$ is a result of a perturbation calculation and already stated in [23]. A more detailed proof in the case where $H$ admits exactly two simple eigenvalues, $d=3, \sigma=1$, and $\lambda>0$, can be found in [34,

Lemma 2.1]. The situation for several linear eigenvalues is discussed in, e.g., [33], while [12] studies the case of degenerate eigenvalues.

Remark 5.2. One should note that in several of the aforementioned works (cf. $[29,33,34])$, the additional assumption that 0 is neither an eigenvalue nor a resonance for the linear Hamiltonian $H=-\Delta+V$ is imposed. This condition, however, is not used in the existence proof of nonlinear bound states (it ensures the applicability of certain dispersive estimates for the associated Schrödinger group [20]).

Hence, for any fixed $t \in I$, there is an $\varepsilon_{1}(t)>0$, such that as long as $\frac{1}{\lambda}\left(E_{*}(t)-E(t)\right)<\varepsilon_{1}(t)$, we have a nonlinear bound state of size

$$
M(t):=\|\Phi(t, \cdot)\|_{L^{2}}=O\left(\varepsilon_{1}^{1 /(2 \sigma)}\right)
$$

Unfortunately, Lemma 5.1 does not provide any assertion on the time dependence of $t \mapsto M(t)$. In fact, it has been shown in [11], that for a given compact time interval $J \subset I$, and $M>0$ sufficiently small there exists a unique family of bound states $t \mapsto \Phi(t, \cdot) \in H^{2}\left(\mathbb{R}^{d}\right)$ ) continuously depending on time, and with constant mass $\|\Phi(t, \cdot)\|_{L^{2}}^{2}=M$. However, since [11] is currently only published in a PhD thesis (the corresponding paper [10] is being finalized), we shall not take this result for granted but only assume that such a property holds. More precisely, we impose:

Assumption 3. Let $J \subset I$ be a compact time interval and assume that there is an $M_{0}(J)>0$ such that for all $M \leqslant M_{0}$, there exists a unique family of solutions $t \mapsto \Phi(t, x)$ to (5.1) with $\Phi \in C\left(J ; H^{2}\left(\mathbb{R}^{d}\right)\right)$ and $\|\Phi(t, \cdot)\|_{L^{2}}^{2}=M$.

This allows us to prove the following result, in which $\varepsilon_{0}(J)>0$ denotes the same constant as in Theorem 1.1.

Proposition 5.3. Let $\sigma \in \mathbb{N}, \lambda \in \mathbb{R}$, and Assumptions 1, 2 and 3 hold. Moreover, let $\varepsilon \in\left(0, \min \left(\varepsilon_{0}(J), M_{0}(J)\right)\right]$ and denote by $\Phi^{\varepsilon}(t, x)$ a family of bound states such that $\left\|\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}}=\sqrt{\varepsilon}$. Finally, let $\Psi^{\varepsilon}$ be the solution to (1.4) with initial data $\Psi_{\mathrm{in}}^{\varepsilon}=\sqrt{\varepsilon} \psi_{\mathrm{in}}^{\varepsilon}$ where $\psi_{\mathrm{in}}^{\varepsilon}$ satisfies the conditions of Theorem 1.1. Then, there exists a constant $K>0$ such that

$$
\sup _{t \in J}\left\|\Psi^{\varepsilon}(t, \cdot)-\Phi^{\varepsilon}(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leqslant K \varepsilon^{\min (3 / 2, \sigma)}
$$

where $\varphi^{\varepsilon}$ is given by

$$
\varphi^{\varepsilon}(t)=\frac{1}{\varepsilon} \int_{t_{0}}^{t} E(s) \mathrm{d} s+\lambda \int_{t_{0}}^{t}\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2} \mathrm{~d} s-i \beta(t)
$$

Proof. Using the triangle inequality, we obtain

$$
\begin{aligned}
\left\|\Psi^{\varepsilon}(t, \cdot)-\Phi^{\varepsilon}(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}} \leqslant & \left\|\Psi^{\varepsilon}(t, \cdot)-\sqrt{\varepsilon} \chi(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}} \\
& +\left\|\sqrt{\varepsilon} \chi(t, \cdot)-\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}}
\end{aligned}
$$

where in the second term on the right hand side we have used the fact that $\varphi^{\varepsilon}$ is purely time dependent. In view of Theorem 1.1, the first term on the right hand side is $O\left(\varepsilon^{3 / 2}\right)$, uniformly for $t \in J$, where $J$ is any compact time interval
$J \subset I$. To estimate the second term, we use the triangle inequality once more to obtain

$$
\begin{aligned}
\left\|\sqrt{\varepsilon} \chi(t, \cdot)-\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}} \leqslant & \left\|\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}} \chi(t, \cdot)-\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}} \\
& +\left|\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}}-\sqrt{\varepsilon}\right|
\end{aligned}
$$

since $\|\chi(t, \cdot)\|_{L^{2}}=1$, by assumption. From Lemma 5.1, we find that for all $t \in J:$

$$
\left|\left\|\Phi^{\varepsilon}\right\|_{L^{2}}-\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}}\right| \leqslant O\left(E_{*}(t)-E(t)\right)
$$

which together with the fact that $\left\|\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}}=\sqrt{\varepsilon}$, implies

$$
\begin{equation*}
\varepsilon=\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{\sigma}}+O\left(\left(E_{*}(t)-E(t)\right)^{1+\frac{1}{2 \sigma}}\right) \tag{5.2}
\end{equation*}
$$

In particular (5.2) together with Lemma 5.1 implies

$$
\left\|\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}} \chi(t, \cdot)-\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}} \lesssim \varepsilon^{\sigma}
$$

On the other hand, using $\sqrt{a}-\sqrt{b}=(a-b) /(\sqrt{a}+\sqrt{b})$, we also have

$$
\left|\left(\frac{E_{*}(t)-E(t)}{\mu(t)}\right)^{\frac{1}{2 \sigma}}-\sqrt{\varepsilon}\right| \lesssim \varepsilon^{\sigma} .
$$

In summary, we find that for $t \in J$ it holds

$$
\left\|\Psi^{\varepsilon}(t, \cdot)-\Phi(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}} \lesssim \varepsilon^{3 / 2}+\varepsilon^{\sigma} \lesssim \varepsilon^{\min (3 / 2, \sigma)}
$$

which yields the desired result.
Remark 5.4. Interestingly, the proof shows that in the asymptotic regime considered and in the case $\sigma=1$ (cubic nonlinearity), the linear eigenfunction (endowed with the appropriate phase factor) satisfies a better approximation estimate than the nonlinear one. However, for $\sigma \geqslant 2$, the approximation rate is the same for both the linear and the nonlinear subspace.

Proof of Corollary 1.3. To estimate the operator norm of

$$
\left|\Psi^{\varepsilon}\right\rangle\left\langle\Psi^{\varepsilon}\right|-\left|\Phi^{\varepsilon}\right\rangle\left\langle\Phi^{\varepsilon}\right|=\left|\Psi^{\varepsilon}\right\rangle\left\langle\Psi^{\varepsilon}\right|-\left|\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}\right|,
$$

it is enough to consider $f \in L^{2}\left(\mathbb{R}^{d}\right)$, with $\|f\|_{L^{2}}=1$ and estimate

$$
\begin{aligned}
& \|\left|\Psi^{\varepsilon}\right\rangle\left\langle\Psi^{\varepsilon}, f\right\rangle-\left|\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}, f\right\rangle \|_{L^{2}} \\
& \quad \leqslant \|\left|\Psi^{\varepsilon}\right\rangle\left\langle\Psi^{\varepsilon}, f\right\rangle-\left|\Psi^{\varepsilon}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}, f\right\rangle \|_{L^{2}} \\
& \quad+\|\left|\Psi^{\varepsilon}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}, f\right\rangle-\left|\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}} f\right\rangle \|_{L^{2}}
\end{aligned}
$$

Cauchy-Schwarz implies that the first term on the right hand side can be estimated by

$$
\|\left|\Psi^{\varepsilon}\right\rangle\left\langle\Psi^{\varepsilon}, f\right\rangle-\left|\Psi^{\varepsilon}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}, f\right\rangle\left\|_{L^{2}} \leqslant\right\| \Psi^{\varepsilon}\left\|_{L^{2}}\right\| \Psi^{\varepsilon}-\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}} \|_{L^{2}}
$$

since $\|f\|_{L^{2}}=1$. Analogously, we get

$$
\|\left|\Psi^{\varepsilon}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}, f\right\rangle-\left|\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}}\right\rangle\left\langle\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}} f\right\rangle\left\|_{L^{2}} \leqslant\right\| \Phi^{\varepsilon}\left\|_{L^{2}}\right\| \Psi^{\varepsilon}-\Phi^{\varepsilon} e^{-i \varphi^{\varepsilon}} \|_{L^{2}}
$$

Having in mind that $\left\|\Phi^{\varepsilon}\right\|_{L^{2}} \simeq\left\|\Psi^{\varepsilon}\right\|_{L^{2}}=O(\sqrt{\varepsilon})$, this, together with the result of Proposition 5.3, then yields

$$
\|\left|\Psi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Psi^{\varepsilon}(t, \cdot)\right|-\left|\Phi^{\varepsilon}(t, \cdot)\right\rangle\left\langle\Phi^{\varepsilon}(t, \cdot)\right| \|_{L^{2} \rightarrow L^{2}} \lesssim \varepsilon^{\min (2, \sigma+1 / 2)}
$$

which implies the assertion of Corollary 1.3.
The main drawback of Proposition 5.3 is the fact that the phase $\varphi^{\varepsilon}$ involves information of the linear eigenvalue problem. In particular, the dynamical phase involves the linear eigenvalue $E(t)$ instead of $E_{*}(t)$. This, however, can be remedied in the case of sufficiently strong nonlinearities.
Corollary 5.5. Under the same assumptions as in Proposition 5.3 but for $\sigma \geqslant 2$, there exists a solution $\Psi^{\varepsilon}$ of (1.4) and a $K>0$ such that

$$
\sup _{t \in J}\left\|\Psi^{\varepsilon}(t, \cdot)-\Phi^{\varepsilon}(t, \cdot) e^{-i \varphi_{*}^{\varepsilon}(t)}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \leqslant K \varepsilon^{\sigma-1},
$$

where $\varphi_{*}^{\varepsilon}$ is given by

$$
\varphi_{*}^{\varepsilon}(t)=\frac{1}{\varepsilon} \int_{t_{0}}^{t} E_{*}(s) \mathrm{d} s+\lambda \int_{t_{0}}^{t}\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}^{2 \sigma+2} \mathrm{~d} s
$$

In other words, for nonlinearities with powers larger than cubic, we can obtain the physically "correct" dynamical phase. Here, we also implicitly assume that $\chi$ is chosen to be real valued, and thus $\beta(t) \equiv 0$, which is always possible as long as the evolution is not cyclic in time (see Remark 2.1).

Proof. We choose a real-valued family of linear eigenfunctions $\chi(t, x)$, which implies $\beta(t) \equiv 0$. Using the triangle inequality, we have

$$
\begin{aligned}
\left\|\Psi^{\varepsilon}(t, \cdot)-\Phi^{\varepsilon}(t, \cdot) e^{-i \varphi_{*}^{\varepsilon}(t)}\right\|_{L^{2}} \leqslant & \left\|\Psi^{\varepsilon}(t, \cdot)-\Phi^{\varepsilon}(t, \cdot) e^{-i \varphi^{\varepsilon}(t)}\right\|_{L^{2}} \\
& +\left\|\Phi^{\varepsilon}(t, \cdot)\left(e^{-i \varphi^{\varepsilon}(t)}-e^{-i \varphi_{*}^{\varepsilon}(t)}\right)\right\|_{L^{2}}
\end{aligned}
$$

Here, the first term on the right hand side is of order $O\left(\varepsilon^{\min (3 / 2, \sigma)}\right)$, in view of Proposition 5.3. To estimate the second term, we write

$$
\begin{aligned}
\left\|\Phi^{\varepsilon}(t, \cdot)\left(e^{-i \varphi^{\varepsilon}(t)}-e^{-i \varphi_{*}^{\varepsilon}(t)}\right)\right\|_{L^{2}} & =\left\|\Phi^{\varepsilon}(t, \cdot)\left(e^{-i\left(\varphi^{\varepsilon}(t)-\varphi_{*}^{\varepsilon}(t)\right)}-1\right)\right\|_{L^{2}} \\
& \leqslant\left\|\Phi^{\varepsilon}(t, \cdot)\right\|_{L^{2}}\left|e^{-i\left(\varphi^{\varepsilon}(t)-\varphi_{*}^{\varepsilon}(t)\right)}-1\right|
\end{aligned}
$$

Recalling the definition of the phases and the fact that $\left|e^{i \theta}-1\right| \leqslant|\theta|$, we obtain

$$
\left|e^{-i\left(\varphi^{\varepsilon}(t)-\varphi_{*}^{\varepsilon}(t)\right)}-1\right| \leqslant \frac{1}{\varepsilon} \int_{t_{0}}^{t}\left|E(s)-E_{*}(s)\right| \mathrm{d} s \lesssim \varepsilon^{\sigma-1},
$$

in view of (5.2).

In certain dimensions (and for certain $\sigma \geqslant 2$ ), a more careful analysis, using the result of Lemma 5.1 together with a Gagliardo-Nirenberg type inequality, would allow a similar statement in which the $\|\chi(s, \cdot)\|_{L^{2 \sigma+2}}$ appearing in $\varphi_{*}^{\varepsilon}$ is replaced by $\left\|\Phi^{\varepsilon}(s, \cdot)\right\|_{L^{2 \sigma+2}}$. In this case, the phase function consequently only depends on information given by the nonlinear eigenvalue problem (5.1). In view of the many assumptions needed, however, this result seems to be very far from optimal and we shall therefore not pursue it any further.
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