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High Frequency Resolvent Estimates
for Perturbations by Large Long-range
Magnetic Potentials and Applications
to Dispersive Estimates
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Abstract. We prove optimal high-frequency resolvent estimates for self-
adjoint operators of the form G = (i∇ + b(x))2 +V (x) on L2(Rn), n ≥ 3,
where the magnetic potential b(x) and the electric potential V (x) are long-
range and large. As an application, we prove dispersive estimates for the

wave group eit
√

G in the case n = 3 for potentials b(x), V (x) = O(|x|−2−δ)
for |x| � 1, where δ > 0.

1. Introduction and Statement of Results

The purpose of the present paper is to study the high frequency behaviour of
the resolvent of self-adjoint operators on L2(Rn), n ≥ 3, of the form

G = (i∇ + b(x))2 + V (x),

where b(x) = (b1(x), . . . , bn(x)) is a vector-valued magnetic potential and V
is an electric potential, bj and V being real-valued functions. To describe the
class these functions belong to, we introduce the polar coordinates r = |x|, w =
x

|x| ∈ Sn−1. They are of the form b(x) = bL(x)+bS(x), V (x) = V L(x)+V S(x),
where bL and V L are C1(R+),R+ = (0,+∞), functions with respect to the
radial variable r. We suppose that there exist constants CV , Cb > 0, 0 < δ � 1
so that for all (r, w) ∈ R+ × Sn−1 we have:

∣
∣V L(rw)

∣
∣ ≤ CV , (1.1)

∂rV
L(rw) ≤ CV ψδ(r), (1.2)

∣
∣V S(rw)

∣
∣ ≤ CV 〈r〉−1−δ, (1.3)

∣
∣∂k

r b
L(rw)

∣
∣ ≤ Cbr

1−kψδ(r), k = 0, 1, (1.4)
∣
∣bS(rw)

∣
∣ ≤ Cbηδ(r), (1.5)
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where ψδ(r) = r−1+δ〈r〉−2δ, ηδ(r) = rδ〈r〉−1−2δ. Finally, we suppose that the
function bS(rw) is continuous in r uniformly in w. More precisely, we assume
that the function gδ(r, w) = bS(rw)/ηδ(r) satisfies

∀ε > 0∃θ = θ(ε) > 0 so that |gδ(r + θσ,w) − gδ(r, w)| ≤ ε

for all r > 0, 0 < σ ≤ 1, w ∈ Sn−1. (1.6)

Our first result is the following:

Theorem 1.1. Under the assumptions (1.1)–(1.6), for every δ′ > 0 there exist a
positive constant C = C(δ′, δ) independent of CV and Cb, and a positive con-
stant λ0 = λ0(δ′, δ, CV , Cb) so that for λ ≥ λ0, 0 < ε ≤ 1, 0 ≤ |α1|, |α2| ≤ 1,
we have the estimate

∥
∥
∥〈x〉− 1+δ′

2 ∂α1
x

(

G− λ2 ± iε
)−1

∂α2
x 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2
≤ Cλ|α1|+|α2|−1. (1.7)

Moreover, if in addition we suppose that bS ≡ 0 and the functions b = bL and
V = V L + V S satisfy

∣
∣
∣
∣

∂(r2V L(rw))
∂r

∣
∣
∣
∣
≤ C̃rψδ(r), (1.8)

∣
∣V S(rw)

∣
∣ ≤ C̃〈r〉−2−δ, (1.9)

∣
∣∂k

r b(rw)
∣
∣ ≤ C̃r−kψδ(r), k = 0, 1, (1.10)

then for δ′, λ, ε as above and |α1|, |α2| ≤ 1, we have the estimate
∥
∥
∥〈x〉− 3+δ′

2 ∂α1
x

(

G− λ2 ± iε
)−2

∂α2
x 〈x〉− 3+δ′

2

∥
∥
∥

L2→L2
≤ Cλ|α1|+|α2|−2. (1.11)

In fact, some of the conditions above can be weakened. Indeed, using
Theorem 1.1 we prove the following:

Corollary 1.2. Let b ∈ L∞(Rn;Rn), V ∈ L∞(Rn;R) satisfy

〈x〉δ|b(x)| + |V (x)| ≤ C, ∀x ∈ Rn, (1.12)

with some constants C > 0, 0 < δ � 1. Suppose also that there exists a con-
stant r0  1 so that b = bL + bS , V = V L + V S with functions bL, bS ∈
L∞(Rn;Rn), V L, V S ∈ L∞(Rn;R), bL and V L belonging to C1([r0,+∞))
with respect to the radial variable r, and satisfying

∣
∣∂rb

L(rw)
∣
∣ +

∣
∣∂rV

L(rw)
∣
∣ +

∣
∣bS(rw)

∣
∣ +

∣
∣V S(rw)

∣
∣ ≤ Cr−1−δ (1.13)

for all r ≥ r0, w ∈ Sn−1. Finally, we suppose that the functions bL(rw) and
bS(rw) are continuous with respect to r uniformly on [0,+∞) × Sn−1. Then
the estimate (1.7) holds true.

These resolvent estimates are sharp in λ in the sense that we have the
same for the free Laplacian. The estimate (1.7) is well known to hold for non-
trapping compactly supported perturbations of the Laplacian (in which case
it can be derived from the propagation of the singularities, e.g. see [12]) and
in particular when b, V ∈ C∞

0 (Rn), n ≥ 2. It is also proved in many situa-
tions for operators of the form −Δg + V under the non-trapping condition,
where Δg denotes the (negative) Laplace–Beltrami operator on an infinite
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volume unbounded Riemannian manifold (e.g. see [11,12]). Note that with-
out the non-trapping condition we have in general resolvent estimates with
O

(

eγλ
)

, γ > 0, in the right-hand side (see [2]). The estimate (1.7) is well
known for operators −Δ + V on Rn for short-range potentials V ∈ L∞(Rn).
In the case when the magnetic potential is not identically zero, it can also
be easily proved for small short-range magnetic potentials (e.g. see [6]). For
large short-range magnetic potentials b(x) and electric potentials V (x) the
estimate (1.7) is proved in [8] (see Proposition 4.3) in all dimensions n ≥ 3,
provided b(x) is a continuous function. For large long-range magnetic and elec-
tric potentials the estimate (1.7) is proved in [10], provided b, V ∈ C∞(Rn) and
∂α

x b(x), ∂
α
xV (x) = Oα

(〈x〉−δ−|α|) , δ > 0. In fact, the method of [10] requires
this condition for |α| ≤ 2, only. Note also that resolvent estimates like (1.7)
play crucial role in the proof of uniform local energy, smoothing, Strichartz
and dispersive estimates for the wave and the Schrödinger equations, which
in turn explains the big interest in proving such kind of estimates in various
situations. Therefore, the sharpness in λ is important as a loss in λ  1 in the
resolvent estimate produces a loss of derivatives in the applications mentioned
above.

Clearly, we also have the following:

Corollary 1.3. Let b = bL + bS , V = V L + V S, where bL ∈ C1(Rn;Rn), bS ∈
C0(Rn;Rn), V L ∈ C1(Rn;R), V S ∈ L∞(Rn;R) satisfy

∣
∣V L(x)

∣
∣ + 〈x〉1+δ

∑

|α|=1

∣
∣∂α

xV
L(x)

∣
∣ ≤ C, (1.14)

∣
∣V S(x)

∣
∣ ≤ C〈x〉−1−δ, (1.15)

∑

|α|≤1

〈x〉|α|+δ
∣
∣∂α

x b
L(x)

∣
∣ ≤ C, (1.16)

∣
∣bS(x)

∣
∣ ≤ C〈x〉−1−δ, (1.17)

∀ε > 0∃θ = θ(ε) > 0 so that
∣
∣bS(x+ θy) − bS(x)

∣
∣ ≤ ε〈x〉−1−δ

for all x, y ∈ Rn, |y| ≤ 1, (1.18)

with some constants C > 0 and 0 < δ � 1. Then the estimate (1.7) holds true.

As mentioned above, this result is proved in [8] in the case bL ≡ 0, V L ≡ 0
by a different method. Here we extend it to more general perturbations and
provide a simpler proof.

Our strategy for proving (1.7) is based on the observation that if (1.7)
holds for an operator G of the form above, it still holds if we perturb G
by a small short-range magnetic potential and a large short-range electric
potential. Thus, we first prove (1.7) in the case bS ≡ 0, V S ≡ 0. The method
we use to do so is inspired from [2] where similar ideas were used to study the
high-frequency behaviour of the resolvent of the Laplace–Beltrami operator on
unbounded Riemannian manifolds perturbed by an electric potential (see also
[11]). The presence of a magnetic potential, however, makes the analysis much
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more technical and harder. In the general case when bS and V S are not identi-
cally zero, we use the condition that bS is continuous in r to approximate it by
smooth in r long-range magnetic potentials having properties similar to those
of bL. Thus we decompose our perturbation as a large long-range part, small
first-order short-range part and a large zero-order short-range part. Finally,
we apply the argument above.

We will use Theorem 1.1 to prove dispersive estimates for the wave group
eit

√
G for self-adjoint operators G as above in the case n = 3. More precisely,

we are interested in generalizing the following three-dimensional dispersive
estimate

∥
∥
∥eit

√
G0G−1−ε

0 χa(
√

G0)
∥
∥
∥

L1→L∞
≤ Ca,ε|t|−1, ∀t �= 0, (1.19)

for every a, ε > 0, where G0 denotes the self-adjoint realization of the free
Laplacian −Δ on L2(R3) and χa ∈ C∞(R), χa(λ) = 0 for λ ≤ a, χa(λ) = 1
for λ ≥ a+1. We suppose that the magnetic potential b is C1(R+) with respect
to the radial variable r, while no regularity is assumed on the electric potential
V . We also suppose that there exist constants C > 0 and 0 < δ � 1 such that

|V (rw)| + |b(rw)| ≤ C〈r〉−2−δ, (1.20)

|b(rw)| ≤ Crδ for r ≤ 1, (1.21)

|∂rb(rw)| ≤ Cr−1+δ〈r〉−1−2δ. (1.22)

Clearly, the conditions of Theorem 1.1 are fulfilled (with bS ≡ 0, V L ≡ 0) for
b and V satisfying (1.20), (1.21) and (1.22), so the estimates (1.7) and (1.11)
are valid. When n = 3 we have the following

Theorem 1.4. Under the assumptions (1.20), (1.21) and (1.22), there exists a
constant a > 0 so that the following dispersive estimate holds

∥
∥
∥eit

√
GG−3/2−εχa(

√
G)

∥
∥
∥

L1→L∞
≤ Cε|t|−1, ∀t �= 0, (1.23)

for every ε > 0. Moreover, for every δ′ > 0 there exists a constant a > 0 so
that we have the estimate

∥
∥
∥eit

√
GG−1−εχa(

√
G)〈x〉−3/2−δ′

∥
∥
∥

L2→L∞
≤ Cε,δ′ |t|−1, ∀t �= 0, (1.24)

for every ε > 0.

Remark. In fact, one can show that the estimates (1.23) and (1.24) hold true
for every a > 0. Indeed, according to the results of [9] the condition (1.20)
guarantees that the operator G has no embedded strictly positive eigenvalues,
which in turn implies that the resolvent estimates (1.7) and (1.11) are valid
for every λ0 > 0 with constants C > 0 depending on λ0.

The estimates (1.23) and (1.24) are not optimal–for example, in (1.23)
there is a loss of one derivative. The desired result would be to prove the
dispersive estimate

∥
∥
∥eit

√
GG−1−εχa(

√
G)

∥
∥
∥

L1→L∞
≤ Cε|t|−1, ∀t �= 0, (1.25)
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for every ε > 0 and some a > 0. When b ≡ 0 and for a large class of rough
potentials V the estimate (1.25) follows from [7]. In higher dimensions n ≥ 4
an analogue of (1.25) is proved in [1] for Schwartz class potentials V and in
[3] for potentials V ∈ C

n−3
2 (Rn), 4 ≤ n ≤ 7, while in [13] dispersive estimates

with a loss of n−3
2 derivatives are proved for potentials V ∈ L∞(Rn), V (x) =

O
(

〈x〉− n+1
2 −δ

)

, δ > 0. Proving (1.25) when the magnetic potential b(x) is
not identically zero, however, is a difficult and an open problem even if b is
supposed small and smooth. Our conjecture is that (1.25) should hold for b ∈
C1

0 (R3) and V ∈ L∞(R3), V (x) = O
(〈x〉−2−δ

)

, δ > 0, while in higher dimen-
sions n ≥ 4 we expect to have an optimal dispersive estimate (that is, without

loss of derivatives) similar to (1.25) for b ∈ C
n−1

2
0 (Rn) and V ∈ C

n−3
2

0 (Rn).
Note that dispersive estimates for the wave group with a loss of n

2 derivatives
have been recently proved in [4] in all dimensions n ≥ 3 for a class of potentials
b ∈ C1(Rn) and V ∈ L∞(Rn). Note also that an estimate similar to (1.24) is
proved in [5] for a class of small potentials b and V still in dimension three.

Theorem 1.1 plays a crucial role in the proof of the dispersive estimates
(1.23) and (1.24). For example, one can not use Corollary 1.3 instead, since a
function b(x) satisfying the conditions (1.20), (1.21) and (1.22) is not neces-
sarily continuous in x. Finally, we expect that Theorem 1.4 can be extended
to all dimensions n ≥ 3 for potentials b(x), V (x) = O

(

〈x〉− n+1
2 −δ

)

.

2. Resolvent Estimates

Throughout this section C will stand for constants independent of CV and Cb,
while C̃ will stand for constants which may depend on CV and Cb. Both C

and C̃ may vary from line to line. Clearly, it suffices to prove the resolvent
estimates for 0 < δ′ � δ. We will first consider the case bS ≡ 0, V S ≡ 0, so
b = bL and V = V L. Let α1 = α2 = 0. Clearly, in this case (1.7) follows from
the a priori estimate

∥
∥
∥ψδ′(|x|)1/2f

∥
∥
∥

L2(Rn)
≤ Cλ−1

∥
∥
∥ψδ′(|x|)−1/2

(

G− λ2 ± iε
)

f
∥
∥
∥

L2(Rn)
, (2.1)

for every f ∈ H2(Rn). It suffices to consider the case “+” only. To prove (2.1)
we will pass to polar coordinates (r, w) ∈ R+ × Sn−1. Recall that L2(Rn) ∼=
L2

(

R+ × Sn−1, r(n−1)/2drdw
)

. Set X =
(

R+ × Sn−1,drdw
)

, u = r(n−1)/2f ,

P = λ−2r(n−1)/2
(

G− λ2 + iε
)

r−(n−1)/2.

It is well known that

r(n−1)/2Δr−(n−1)/2 = ∂2
r +

Δw − cn
r2

, (2.2)

where

cn =
(n− 1)(n− 3)

4
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and Δw denotes the (negative) Laplace–Beltrami operator on Sn−1 written in
the coordinates w. It is easy to see that (2.1) follows from the estimate

∥
∥
∥ψδ′(r)1/2u

∥
∥
∥

H1(X)
≤ Cλ

∥
∥
∥ψδ′(r)−1/2Pu

∥
∥
∥

L2(X)
, (2.3)

where the norm in the left-hand side is defined as follows:
∥
∥
∥ψδ′(r)1/2u

∥
∥
∥

2

H1(X)
=

∥
∥
∥ψδ′(r)1/2u

∥
∥
∥

2

L2(X)
+

∥
∥
∥ψδ′(r)1/2Dru

∥
∥
∥

2

L2(X)

+
∥
∥
∥ψδ′(r)1/2r−1Λ1/2

w u
∥
∥
∥

2

L2(X)
,

where Dr = iλ−1∂r,Λw = −λ−2Δw. Throughout this section ‖ · ‖ and 〈·, ·〉
will denote the norm and the scalar product in the Hilbert space L2(Sn−1).
Hence ‖u‖2

L2(X) =
∫ ∞
0

‖u(r, ·)‖2dr. Using (2.2) one can easily check that the
operator P can be written in the form:

P = D2
r + r−2Λ̃w + λ−2W (r, w) − 1 + iελ−2

+λ−1
n∑

j=1

wj (bj(rw)Dr + Drbj(rw))

+λ−1r−1
n∑

j=1

(bj(rw)Qj(w,Dw) +Qj(w,Dw)bj(rw)) ,

W = V (rw) + |b(rw)|2 − i(n− 1)r−1
n∑

j=1

wjbj(rw),

where Λ̃w = Λw + λ−2cn, wj = xj/r,Dw = iλ−1∂w, Qj(w,Dw) = iλ−1

Qj(w, ∂w), Qj(w, ξ) ∈ C∞(T ∗Sn−1) are real-valued, independent of r and λ,
and homogeneous of order 1 with respect to ξ. Decompose W as WL +WS ,
where

WL = V (rw) + |b(rw)|2 ,

WS = −i(n− 1)r−1
n∑

j=1

wjbj(rw).

It is easy to see that the assumptions (1.1), (1.2) and (1.4) imply
∣
∣WL(r, w)

∣
∣ ≤ C̃, (2.4)

∂rW
L(r, w) ≤ C̃ψδ(r), (2.5)

∣
∣WS(r, w)

∣
∣ ≤ C̃ψδ(r). (2.6)

Set

E(r) = −
〈(

r−2Λ̃w − 1 + λ−2WL
)

u(r, w), u(r, w)
〉

+ ‖Dru(r, w)‖2

−2λ−1r−1
n∑

j=1

Re 〈bj(rw)Qj(w,Dw)u(r, w), u(r, w)〉 .
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It is easy to see that the condition f ∈ H2(Rn) implies that E(·) ∈ L1(R+).
We have the identity

E′(r) :=
dE(r)

dr

=
2
r

〈

r−2Λ̃wu(r, w), u(r, w)
〉

− λ−2

〈
∂WL

∂r
u(r, w), u(r, w)

〉

−2λ−1
n∑

j=1

Re
〈
∂(bj(rw)/r)

∂r
Qj(w,Dw)u(r, w), u(r, w)

〉

−2λ−1
n∑

j=1

Re
〈

wj
∂bj(rw)
∂r

u(r, w),Dru(r, w)
〉

+2λIm
〈

P̃ u(r, w),Dru(r, w)
〉

,

where

P̃ = P − iελ−2 − λ−2WS ,

and we have used that Im 〈bjDru,Dru〉 = 0. Observe now that by (1.4) we
have

∣
∣
∣
∣

∂b(rw)
∂r

∣
∣
∣
∣
≤ C̃ψδ(r), (2.7)

∣
∣
∣
∣

∂(b(rw)/r)
∂r

∣
∣
∣
∣
≤ C̃r−3/2ψδ(r)1/2. (2.8)

Hence, using (2.5), (2.7) and (2.8), we obtain

E′(r) ≥ 2
r

〈

r−2Λ̃wu(r, w), u(r, w)
〉

− γr−3
n∑

j=1

‖Qj(w,Dw)u(r, w)‖2

−λ−1
∥
∥
∥ψ

1/2
δ Dru(r, w)

∥
∥
∥

2

−Oγ(λ−1)
∥
∥
∥ψ

1/2
δ u(r, w)

∥
∥
∥

2

−2λM(r), (2.9)

∀γ > 0 independent of λ and r, where

M(r) =
∣
∣
∣

〈

P̃ u(r, w),Dru(r, w)
〉∣
∣
∣ .

Since ‖Qj(w,Dw)u‖ ≤ C‖Λ1/2
w u‖ ≤ C‖Λ̃1/2

w u‖, taking γ small enough we can
absorb the second term in the right-hand side of (2.9) by the first one and
obtain

E′(r) ≥ 1
r

〈

r−2Λ̃wu(r, w), u(r, w)
〉

− λ−1
∥
∥
∥ψ

1/2
δ Dru(r, w)

∥
∥
∥

2

−O(λ−1)
∥
∥
∥ψ

1/2
δ u(r, w)

∥
∥
∥

2

− 2λM(r). (2.10)
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Using that Λ̃w ≥ 0, we deduce from (2.10)

E(r) = −
∞∫

r

E′(t)dt

≤ λ−1
∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)
+O(λ−1)

∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
+ 2λ

∞∫

0

M(t)dt. (2.11)

We also have

− E(r) ≤
〈(

r−2Λ̃w − 1 + λ−2WL
)

u(r, w), u(r, w)
〉

+O(λ−1)
n∑

j=1

∥
∥r−1Qj(w,Dw)u(r, w)

∥
∥ ‖u(r, w)‖

≤
〈(

r−2Λ̃w − 1
2

)

u(r, w), u(r, w)
〉

+O(λ−1)
∥
∥
∥r−1Λ̃1/2

w u(r, w)
∥
∥
∥ ‖u(r, w)‖

≤ 2
〈

r−2Λ̃wu(r, w), u(r, w)
〉

, (2.12)

provided λ is taken large enough. Let now ψ(r) > 0 be such that
∫ ∞
0
ψ(r)dr <

+∞. Multiplying both sides of (2.11) by ψ and integrating from 0 to ∞, we
get

∞∫

0

ψ(r)E(r)dr ≤ O(λ−1)
∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)
+O(λ−1)

∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)

+Cλ

∞∫

0

M(r)dr. (2.13)

By (2.11) and (2.12), we also obtain

∞∫

0

ψ(r) |E(r)| dr ≤ 2
∥
∥
∥ψ1/2r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
+O(λ−1)

∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)

+O(λ−1)
∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
+ Cλ

∞∫

0

M(r)dr. (2.14)

In particular, (2.13) and (2.14) hold with ψ = ψδ′(r) for any 0 < δ′ ≤ δ. It is
easy also to check that

∣
∣
∣
∣

d
dr

(rψδ′(r))
∣
∣
∣
∣
≤ O(δ′)ψδ′(r),



Vol. 14 (2013) High Frequency Resolvent Estimates 103

so we can use (2.14) to obtain
∞∫

0

rψδ′(r)E′(r)dr = −
∞∫

0

d
dr

(rψδ′(r))E(r)dr ≤ O(δ′)

∞∫

0

ψδ′(r) |E(r)| dr

≤O(δ′)
∥
∥
∥ψ

1/2
δ′ r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
+O(λ−1)

∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)

+O(λ−1)
∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
+ Cλ

∞∫

0

M(r)dr. (2.15)

Since rψδ′(r) ≤ 1, combining (2.10) and (2.15) and absorbing the O(δ′) term
by taking δ′ small enough, we conclude

∥
∥
∥ψ

1/2
δ′ r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
≤ O(λ−1)

∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)

+O(λ−1)
∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
+Cλ

∞∫

0

M(r)dr. (2.16)

On the other hand, in view of (2.4) we can choose λ big enough so that 1 −
λ−2WL ≥ 1/2. Therefore, for λ  1 we have the inequality

∞∫

0

ψδ′(r)E(r)dr ≥
∥
∥
∥ψ

1/2
δ′ Dru

∥
∥
∥

2

L2(X)

+
1
3

∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

2

L2(X)
− 2

∥
∥
∥ψ

1/2
δ′ r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
. (2.17)

By (2.13), (2.16) and (2.17), we conclude
∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

2

H̃1(X)
:=

∥
∥
∥ψ

1/2
δ′ Dru

∥
∥
∥

2

L2(X)
+

∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

2

L2(X)
+

∥
∥
∥ψ

1/2
δ′ r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)

≤ O(λ−1)
∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)
+O(λ−1)

∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)

+Cλ

∞∫

0

M(r)dr. (2.18)

Set

P � = P̃ + iελ−2 = P − λ−2WS(r, w),

M �(r) =
∣
∣
〈

P �u(r, w),Dru(r, w)
〉∣
∣ , N(r) = |〈Pu(r, w),Dru(r, w)〉| .

In view of (2.6), we have

λ

∞∫

0

M �(r)dr ≤ λ

∞∫

0

N(r)dr +O(λ−1)
∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)

+O(λ−1)
∥
∥
∥ψ

1/2
δ Dru

∥
∥
∥

2

L2(X)
. (2.19)
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We also have

λ

∞∫

0

M(r)dr ≤ λ

∞∫

0

M �(r)dr + ελ−1
(

‖u‖2
L2(X) + ‖Dru‖2

L2(X)

)

, (2.20)

λ

∞∫

0

N(r)dr ≤ γ−1λ2
∥
∥
∥ψ

−1/2
δ′ Pu

∥
∥
∥

2

L2(X)
+ γ

∥
∥
∥ψ

1/2
δ′ Dru

∥
∥
∥

2

L2(X)
, (2.21)

for every γ > 0 independent of λ. On the other hand, in view of (2.4) and
(2.6), we have

ελ−2‖u‖2
L2(X) = Im 〈Pu, u〉L2(X) + (n− 1)λ−2

n∑

j=1

〈

r−1wjbj(rw)u, u
〉

L2(X)

≤
∣
∣
∣〈Pu, u〉L2(X)

∣
∣
∣ +O(λ−2)

∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
, (2.22)

Re 〈Pu, u〉L2(X) = ‖Dru‖2
L2(X) +

∥
∥
∥r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)

+
〈(

λ−2WL − 1
)

u, u
〉

L2(X)

+2λ−1
n∑

j=1

Re 〈wjbj(rw)Dru, u〉L2(X)

+2λ−1
n∑

j=1

Re
〈

r−1bj(rw)Qju, u
〉

L2(X)

≥ ‖Dru‖2
L2(X) +

∥
∥
∥r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
− 2 ‖u‖2

L2(X)

−O(λ−1)
(

‖Dru‖2
L2(X) +

∥
∥
∥r−1Λ̃1/2

w u
∥
∥
∥

2

L2(X)
+ ‖u‖2

L2(X)

)

≥ 1
2

‖Dru‖2
L2(X) − 2 ‖u‖2

L2(X) ,

provided λ is taken large enough, which in turn implies

‖Dru‖2
L2(X) ≤ 4 ‖u‖2

L2(X) + 2
∣
∣
∣〈Pu, u〉L2(X)

∣
∣
∣ . (2.23)

Combining (2.20), (2.22) and (2.23), we get

λ

∞∫

0

M(r)dr ≤ Cλ

∞∫

0

M �(r)dr +O(λ−1)
∥
∥
∥ψ

1/2
δ u

∥
∥
∥

2

L2(X)
+ 6λ

∣
∣
∣〈Pu, u〉L2(X)

∣
∣
∣

≤ Cλ

∞∫

0

M �(r)dr + Cγ−1λ2
∥
∥
∥ψ

−1/2
δ′ Pu

∥
∥
∥

2

L2(X)

+(γ +O(λ−1))
∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

2

L2(X)
. (2.24)
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By (2.18), (2.19), (2.21) and (2.24), we conclude

∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

H̃1(X)

≤ (

Oγ(λ−1) + Cγ
)1/2

∥
∥
∥ψ

1/2
δ′ u

∥
∥
∥

H̃1(X)
+ Cγ−1λ

∥
∥
∥ψ

−1/2
δ′ Pu

∥
∥
∥

L2(X)
, (2.25)

where we have used that ψδ ≤ ψδ′ for δ′ ≤ δ. Now, taking γ small enough,
independent of λ,CV and Cb, and λ big enough, we can absorb the first term in
the right-hand side of (2.25) to obtain (2.3). To prove (1.7) for all multi-indices
|α1|, |α2| ≤ 1 we will use the following

Lemma 2.1. If |b(x)| + |V (x)| ≤ C ′ = Const, then for every s ∈ R there exist
constants C > 0 independent of b and V and λ0 > 0 depending on C ′ so that
for λ ≥ λ0 and 0 ≤ |α1|, |α2| ≤ 1 we have the estimate

∥
∥
∥〈x〉−s∂α1

x

(

G± iλ2
)−1

∂α2
x 〈x〉s

∥
∥
∥

L2→L2
≤ Cλ|α1|+|α2|−2. (2.26)

Proof. Without loss of generality we may suppose that s ≥ 0. Let us first see
that (2.26) is valid for the free operator G0. This is obvious for s = 0. For
s > 0 we will use the identity

(

G0 ± iλ2
)−1 〈x〉s

= 〈x〉s
(

G0 ± iλ2
)−1

+
(

G0 ± iλ2
)−1

[Δ, 〈x〉s]
(

G0 ± iλ2
)−1

. (2.27)

Since

[Δ, 〈x〉s] = O
(〈x〉s−1

)

∂x +O
(〈x〉s−2

)

,

we obtain from (2.27) (with |α| ≤ 2)

∥
∥
∥〈x〉−s∂α

x

(

G0 ± iλ2
)−1 〈x〉s

∥
∥
∥

L2→L2
≤

∥
∥
∥〈x〉−s∂α

x 〈x〉s
(

G0 ± iλ2
)−1

∥
∥
∥

L2→L2

+C
∑

|β|≤1

∥
∥
∥〈x〉−s∂α

x

(

G0 ± iλ2
)−1 〈x〉s−1

∥
∥
∥

L2→L2

∥
∥
∥∂β

x

(

G0 ± iλ2
)−1

∥
∥
∥

L2→L2

≤ Cλ|α|−2 +O(λ−1)
∥
∥
∥〈x〉−s∂α

x

(

G0 ± iλ2
)−1 〈x〉s−1

∥
∥
∥

L2→L2
. (2.28)

Iterating (2.28) a finite number of times and taking into account that the
operator ∂α2

x commutes with the free resolvent, we get (2.26) for G0. To prove
(2.26) for the perturbed operator we will use the resolvent identity

(

G± iλ2
)−1

=
(

G0 ± iλ2
)−1−(

G± iλ2
)−1

(G−G0)
(

G0 ± iλ2
)−1

. (2.29)
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By (2.29) we get

∑

|α1|,|α2|≤1

λ−|α1|−|α2|
∥
∥
∥
∥
〈x〉−s∂α1

x

(

G ± iλ2
)−1

∂α2
x 〈x〉s

∥
∥
∥
∥

L2→L2

≤
∑

|α1|,|α2|≤1

λ−|α1|−|α2|
∥
∥
∥
∥
〈x〉−s∂α1

x

(

G0 ± iλ2
)−1

∂α2
x 〈x〉s

∥
∥
∥
∥

L2→L2

+ C
∑

|α1|,|α2|≤1

∑

|β1|+|β2|≤1

λ−|α1|−|α2|
∥
∥
∥
∥
〈x〉−s∂α1

x

(

G ± iλ2
)−1

∂β1
x 〈x〉s

∥
∥
∥
∥

L2→L2

×
∥
∥
∥
∥
〈x〉−s∂β2

x

(

G0 ± iλ2
)−1

∂α2
x 〈x〉s

∥
∥
∥
∥

L2→L2

≤ Cλ−2 + O(λ−1)

×
∑

|α1|,|β1|≤1

λ−|α1|−|β1|
∥
∥
∥
∥
〈x〉−s∂α1

x

(

G ± iλ2
)−1

∂β1
x 〈x〉s

∥
∥
∥
∥

L2→L2

. (2.30)

Taking now λ big enough we can absorb the second term in the right-hand
side of (2.30) and obtain (2.26). �

Let us see that (1.7) for all multi-indices α1 and α2 follows from (1.7)
with α1 = α2 = 0 and Lemma 2.1. To this end, we will use the resolvent
identity

(

G− λ2 ± iε
)−1

=
(

G− iλ2
)−1

+ (λ2 ∓ iε− iλ2)
(

G− iλ2
)−2

+ (λ2 ∓ iε− iλ2)2
(

G−iλ2
)−1 (

G−λ2 ± iε
)−1 (

G−iλ2
)−1

.

Hence
∥
∥
∥〈x〉− 1+δ′

2 ∂α1
x

(

G− λ2 ± iε
)−1

∂α2
x 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

≤
∥
∥
∥∂α1

x

(

G− iλ2
)−1

∂α2
x

∥
∥
∥

L2→L2

+Cλ2
∥
∥
∥∂α1

x

(

G− iλ2
)−1

∥
∥
∥

L2→L2

∥
∥
∥

(

G− iλ2
)−1

∂α2
x

∥
∥
∥

L2→L2

+Cλ4
∥
∥
∥〈x〉− 1+δ′

2 ∂α1
x

(

G− iλ2
)−1 〈x〉 1+δ′

2

∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉− 1+δ′

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉 1+δ′

2
(

G− iλ2
)−1

∂α2
x 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

≤ Cλ|α1|+|α2|−2 + Cλ|α1|+|α2|
∥
∥
∥〈x〉− 1+δ′

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

≤ Cλ|α1|+|α2|−1.

We will now prove (1.7) in the general case. Let φ ∈ C∞
0 (R+), φ ≥ 0, suppφ ⊂

[0, 1],
∫

φ(σ)dσ = 1, and given any 0 < θ ≤ 1, set
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Bθ(r, w) = θ−1ηδ(r)
∫

R

gδ(r′, w)φ
(
r′ − r

θ

)

dr′

= ηδ(r)
∫

R

gδ(r + θσ,w)φ(σ)dσ,

bSθ (x) := Bθ(|x|, x
|x| ). In view of the assumption (1.6), given any ε > 0 there

exists θ > 0 so that for all x ∈ Rn we have
∣
∣bSθ (x) − bS(x)

∣
∣ ≤ ηδ(|x|)

∫

R

∣
∣
∣
∣
gδ

(

|x| + θσ,
x

|x|
)

− gδ

(

|x|, x|x|
)∣

∣
∣
∣
φ(σ)dσ

≤ εηδ(|x|). (2.31)

It is also clear that (1.5) implies the bounds
∣
∣bSθ (rw)

∣
∣ ≤ C̃ηδ(r), (2.32)

∣
∣∂rb

S
θ (rw)

∣
∣ ≤ C̃εψδ(r). (2.33)

We will use the above analysis and the fact that the constant C in the right-
hand side of (1.7) depends only on the parameter δ′, provided 0 < δ′ ≤ δ. In
view of (1.1), (1.2), (1.4), (2.32) and (2.33), we can apply the already proved
estimate (1.7) to the operator

G1 = −Δ + i(bL + bSθ ) · ∇ + i∇ · (bL + bSθ ) + V L +
∣
∣bL

∣
∣
2

to get the estimate
∥
∥
∥〈x〉− 1+δ′

2 ∂α1
x

(

G1−λ2 ± iε
)−1

∂α2
x 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2
≤Cλ|α1|+|α2|−1 (2.34)

for λ ≥ λ0(ε) > 0 with a constant C > 0 independent of ε, ε and λ. On the
other hand, in view of (1.3), (1.5) and (2.31), the difference G −G1 is a first
order differential operator of the form

G−G1 = O
(

ε〈x〉−1−δ
) · ∇ + ∇ ·O (

ε〈x〉−1−δ
)

+O
(〈x〉−1−δ

)

.

Using this together with (2.34) and the resolvent identity

(G− λ2 ± iε)−1

= (G1 − λ2 ± iε)−1 − (G1 − λ2 ± iε)−1(G−G1)(G− λ2 ± iε)−1,

we obtain
∥
∥
∥〈x〉− 1+δ′

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

≤
∥
∥
∥〈x〉− 1+δ′

2
(

G1 − λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

+C
∑

|β1|+|β2|≤1

ε|β1|+|β2|
∥
∥
∥〈x〉− 1+δ′

2
(

G1 − λ2 ± iε
)−1

∂β1
x 〈x〉− 1+δ

2

∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉− 1+δ

2 ∂β2
x

(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2
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≤ Cλ−1 + C
∑

|β1|+|β2|≤1

ε|β1|+|β2|λ|β1|−1

×
∥
∥
∥〈x〉− 1+δ

2 ∂β2
x

(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

≤ Cλ−1 +O
(

ε+ λ−1
)
∥
∥
∥〈x〉− 1+δ

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

+O(ελ−1)
∑

|β2|=1

∥
∥
∥〈x〉− 1+δ

2 ∂β2
x (G− iλ2)−1〈x〉 1+δ

2

∥
∥
∥

L2→L2

×
(

1 + λ2
∥
∥
∥〈x〉− 1+δ

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2

)

≤ Cλ−1 +O
(

ε+ λ−1
)
∥
∥
∥〈x〉− 1+δ′

2
(

G− λ2 ± iε
)−1 〈x〉− 1+δ′

2

∥
∥
∥

L2→L2
, (2.35)

where we have used that δ′ ≤ δ and Lemma 2.1. Taking ε > 0 small enough,
independent of λ, and λ big enough we can absorb the second term in the right-
hand side of (2.35) and obtain (1.7) in the general case when α1 = α2 = 0.
For all multi-indices α1 and α2 the estimate (1.7) follows from (1.7) with
α1 = α2 = 0 and Lemma 2.1 in the same way as above.

To prove (1.11) we will use the commutator identity

∂2
r +

Δw − cn
r2

+
1
2

[

r∂r, ∂
2
r +

Δw − cn
r2

]

= 0. (2.36)

We obtain from (2.36) that the operators G̃ = r(n−1)/2Gr−(n−1)/2 and Δ̃ =
r(n−1)/2Δr−(n−1)/2 satisfy the identity

G̃+
1
2

[

r∂r, G̃
]

= G̃+ Δ̃ +
1
2

[

r∂r, G̃+ Δ̃
]

:= Q. (2.37)

We rewrite (2.37) as follows

G̃− λ2 + iε+
1
2

[

r∂r, G̃− λ2 + iε
]

= −λ2 + iε+ Q,

which yields the identity

(

G̃− λ2 + iε
)−1

− 1
2

[

r∂r,
(

G̃− λ2 + iε
)−1

]

= (−λ2 + iε)
(

G̃− λ2 + iε
)−2

+
(

G̃−λ2 + iε
)−1

Q
(

G̃−λ2 + iε
)−1

.

(2.38)

Set

W̃L = V L(rw) + |b(rw)|2 ,

W̃S = V S(rw) − i(n− 1)r−1
n∑

j=1

wjbj(rw).
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Observe now that

Q =
1
2r
∂(r2W̃L)

∂r
+

1
2

(

W̃S + ∂rrW̃
S − rW̃S∂r

)

+
i

2

n∑

j=1

wj

(
∂(rbj)
∂r

∂r + ∂r
∂(rbj)
∂r

)

+
i

2r

n∑

j=1

(
∂(rbj)
∂r

Qj(w, ∂w) +Qj(w, ∂w)
∂(rbj)
∂r

)

.

It follows from the assumptions (1.4), (1.8), (1.9) and (1.10) that
∣
∣
∣
∣
∣

1
r

∂(r2W̃L)
∂r

∣
∣
∣
∣
∣
+

∣
∣
∣
∣

∂(rb)
∂r

∣
∣
∣
∣
+ 〈r〉

∣
∣
∣W̃S

∣
∣
∣ ≤ C̃ψδ(r). (2.39)

By (2.38) and (2.39) we obtain

λ2

∥
∥
∥
∥
〈r〉−1ψδ′(r)1/2

(

G̃− λ2 + iε
)−2

ψδ′(r)1/2〈r〉−1

∥
∥
∥
∥

L2(X)→L2(X)

≤
∥
∥
∥
∥
ψδ′(r)1/2

(

G̃− λ2 + iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

+O(λ)
∑

±

∥
∥
∥
∥
ψδ′(r)1/2Dr

(

G̃− λ2 ± iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

+O(λ)
∑

±

∥
∥
∥
∥
ψδ′(r)1/2

(

G̃− λ2 ± iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

×
∥
∥
∥
∥
ψδ′(r)1/2Dr

(

G̃− λ2 ∓ iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

+O(λ)
∑

±

∥
∥
∥
∥
ψδ′(r)1/2

(

G̃− λ2 ± iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

×
∥
∥
∥
∥
ψδ′(r)1/2r−1Λ1/2

w

(

G̃− λ2 ∓ iε
)−1

ψδ′(r)1/2

∥
∥
∥
∥

L2(X)→L2(X)

, (2.40)

where we have used that ψδ ≤ ψδ′ for δ′ ≤ δ. It is clear now that (1.11) with
α1 = α2 = 0 follows from (1.7) and (2.40). Furthermore, it is easy to see
that when |α1| + |α2| ≥ 1 the estimate (1.11) follows from (1.7), (1.11) with
α1 = α2 = 0 and Lemma 2.1. Indeed, we have

∥
∥
∥〈x〉− 3+δ′

2 ∂α1
x

(

G− λ2 ± iε
)−2

∂α2
x 〈x〉− 3+δ′

2

∥
∥
∥

L2→L2

≤
∥
∥
∥〈x〉− 3+δ′

2 ∂α1
x

(

G− iλ2
)−1 〈x〉 3+δ′

2

∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉− 3+δ′

2
(

G− iλ2
) (

G− λ2 ± iε
)−2

(G− iλ2)〈x〉− 3+δ′
2

∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉− 3+δ′

2 ∂α2
x

(

G+ iλ2
)−1 〈x〉 3+δ′

2

∥
∥
∥

L2→L2
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≤ O(λ|α1|+|α2|−4)
2∑

k=0

λ2k
∥
∥
∥〈x〉− 3+δ′

2
(

G− λ2 ± iε
)−k 〈x〉− 3+δ′

2

∥
∥
∥

L2→L2

≤ Cλ|α1|+|α2|−2.

�

Proof of Corollary 1.2. We will first prove the assertion when b(0) = 0. We will
use Theorem 1.1 and the fact that the constant C in the right-hand side of (1.7)
depends only on the parameter δ′, provided δ′ ≤ δ (an argument already used
above in the case when bS ≡ 0, V S ≡ 0 and which is true in the general case).
Since b(0) = 0 and the function b is continuous in r, given any ε > 0 there is
0 < θ ≤ 1 so that |b(x)| ≤ ε for |x| ≤ θ. Let ζ ∈ C∞

0 (R), 0 ≤ ζ ≤ 1, ζ(τ) = 1
for |τ | ≤ 1/2, ζ(τ) = 0 for |τ | ≥ 1. We are going to apply Theorem 1.1 to the
operator

G2 = −Δ + i(1 − ζ)(|x|/θ)b(x) · ∇ + i∇ · b(x)(1 − ζ)(|x|/θ) + V (x) + |b(x)|2 .

Let χ ∈ C∞(R), 0 ≤ χ ≤ 1, χ(r) = 0 for r ≤ r0 + 1, χ(r) = 1 for r ≥ r0 + 2.
Set

b̃L(x) = χ(|x|)bL(x), Ṽ L(x) = χ(|x|)V L(x),

b̃S(x) = (1 − ζ)(|x|/θ) (

bS(x) + (1 − χ)(|x|)bL(x)
)

,

Ṽ S(x) = V S(x) + (1 − χ)(|x|)V L(x) + ζ(|x|/θ)(2 − ζ(|x|/θ))|b(x)|2.

It is easy to see that the operator G2 is of the form

G2 =
(

i∇ + b̃L + b̃S
)2

+ Ṽ L + Ṽ S ,

and that the conditions of Corollary 1.2 imply that the functions b̃L, b̃S , Ṽ L

and Ṽ S satisfy (1.1)–(1.6) with possibly a new constant δ > 0 independent of
ε. Therefore, by Theorem 1.1 the operator G2 satisfies the estimate (1.7) with a
constant C in the right-hand side independent of ε. On the other hand, the dif-
ference G−G2 is a first order differential operator of the form O(ε)·∇+∇·O(ε)
with coefficients supported in |x| ≤ 1. Taking ε > 0 small enough, independent
of λ, and proceeding in the same way as in the proof of (2.35) above, we obtain
that the operator G satisfies (1.7), too.

Turn to the general case. Set B(x) = b(x) − ∇ϕ(x), where ϕ(x) =
ζ(|x|)b(0) · x. Clearly, B(0) = 0 and according to the analysis above the esti-
mate (1.7) holds for the operator (i∇ +B)2 + V . On the other hand, we have
the identity

(i∇ + b)2 + V = eiϕ(x)
(

(i∇ +B)2 + V
)

e−iϕ(x),

which yields (1.7) for the operator (i∇ + b)2 + V , too. �
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3. Dispersive Estimates

Let ϕ ∈ C∞
0 ((0,+∞)). It is easy to see that the estimates (1.23) and (1.24)

follow from the following semi-classical dispersive estimates (e.g. see Sect. 2 of
[3]).

Theorem 3.1. Under the assumptions of Theorem 1.4, there exist constants
C, h0 > 0 such that for all 0 < h ≤ h0, t �= 0, we have the estimate

∥
∥
∥eit

√
Gϕ(h

√
G)

∥
∥
∥

L1→L∞
≤ Ch−3|t|−1. (3.1)

Moreover, for every δ′ > 0 there exist C, h0 > 0 such that for all 0 < h ≤
h0, t �= 0, we have the estimate

∥
∥
∥eit

√
Gϕ(h

√
G)〈x〉−3/2−δ′

∥
∥
∥

L2→L∞
≤ Ch−2|t|−1. (3.2)

Proof. We are going to use the formula

eit
√

G0ϕ(h
√

G0) = (πi)−1

∞∫

0

eitλϕ(hλ)
(

R+
0 (λ) −R−

0 (λ)
)

λdλ, (3.3)

where R±
0 (λ) = (G0 − λ2 ± i0)−1 are the three-dimensional outgoing and

incoming free resolvents with kernels given by

[R±
0 (λ)](x, y) =

e±iλ|x−y|

4π|x− y| .

We also have the formula

eit
√

Gϕ(h
√
G) = (πi)−1

∞∫

0

eitλϕ(hλ)
(

R+(λ) −R−(λ)
)

λdλ, (3.4)

where R±(λ) = (G − λ2 ± i0)−1 are the outgoing and incoming perturbed
resolvents satisfying the relation

R±(λ) −R±
0 (λ) = R±

0 (λ)LR±(λ) =: T±(λ) = T±
1 (λ) + T±

2 (λ), (3.5)

where

T±
1 (λ) = R±

0 (λ)LR±
0 (λ), T±

2 (λ) = R±
0 (λ)LR±(λ)LR±

0 (λ),

L = G−G0 = ib(x) · ∇ + i∇ · b(x) + |b(x)|2 + V (x).

In view of (3.3), (3.4) and (3.5) we can write

eit
√

Gϕ(h
√
G) − eit

√
G0ϕ(h

√

G0) = (iπh)−1

∞∫

0

eitλϕ̃(hλ)T (λ)dλ, (3.6)

where we have put ϕ̃(λ) = λϕ(λ), T = T+ − T−. It is easy to see that the
estimates (3.1) and (3.2) follow from (3.6) and the following
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Proposition 3.2. The operator-valued functions T (λ) : L1 → L∞ and
T (λ)〈x〉−3/2−δ′

: L2 → L∞ are C1 for λ large enough and satisfy the esti-
mates (with k = 0, 1)

∥
∥∂k

λT (λ)
∥
∥

L1→L∞ ≤ Cλ, (3.7)
∥
∥
∥∂k

λT (λ)〈x〉−3/2−δ′
∥
∥
∥

L2→L∞
≤ C. (3.8)

Proof. We will need the following properties of the three-dimensional free resol-
vent.

Lemma 3.3. We have the estimates
∥
∥
∥∂k

λ

(

R+
0 (λ) − R−

0 (λ)
)
∥
∥
∥

L1→L∞
≤ Cλ, k = 0, 1, (3.9)

∥
∥
∥∂k

λR±
0 (λ)〈x〉−1/2−k−δ′∥∥

∥
L2→L∞

+
∥
∥
∥〈x〉−1/2−k−δ′

∂k
λR±

0 (λ)
∥
∥
∥

L1→L2
≤ C, k = 0, 1,

(3.10)
∥
∥
∥∂α

x ∂λR±
0 (λ)〈x〉−3/2−δ′∥∥

∥
L2→L∞

+
∥
∥
∥〈x〉−3/2−δ′

∂λR±
0 (λ)∂α

x

∥
∥
∥

L1→L2
≤ Cλ, |α| = 1.

(3.11)

Moreover, if |α| = 1, given any γ > 0 independent of λ the operator ∂α
xR

±
0 (λ)

can be decomposed as K±
1,α(λ) + K2,α, where

∥
∥
∥K±

1,α(λ)∗〈x〉−1/2−δ′
∥
∥
∥

L2→L∞
+

∥
∥
∥〈x〉−1/2−δ′K±

1,α(λ)
∥
∥
∥

L1→L2
≤Cγλ, (3.12)

∥
∥K∗

2,α

∥
∥

L∞→L∞ + ‖K2,α‖L1→L1 ≤ γ. (3.13)

Proof. The estimate (3.9) follows from the fact that the kernel of the operator

∂k
λ

(

R+
0 (λ) −R−

0 (λ)
)

is O(λ), while (3.10) follows from the fact that the kernel of the operator
∂k

λR
±
0 (λ) is O

(|x− y|k−1
)

uniformly in λ. It is also easy to see that if |α| = 1,
the kernel of ∂α

x ∂λR
±
0 (λ) is O(λ), which clearly implies (3.11). Furthermore,

observe that the kernel of ∂α
xR

±
0 (λ) is equal to

∂α|x− y|
∂xα

(

±iλe±iλ|x−y|

|x− y| − e±iλ|x−y|

|x− y|2
)

=
∂α|x− y|
∂xα

(

±iλe±iλ|x−y|

|x− y| +
1 − e±iλ|x−y|

|x− y|2 +
ρ(|x− y|/γ′) − 1

|x− y|2
)

−∂α|x− y|
∂xα

ρ(|x− y|/γ′)
|x− y|2 := K±

1,α(x, y) +K2,α(x, y),

where γ′ > 0 and ρ ∈ C∞
0 (R), 0 ≤ ρ ≤ 1, ρ(σ) = 1 for |σ| ≤ 1, ρ(σ) = 0 for

|σ| ≥ 2. Denote by K±
1,α(λ) (resp. K2,α) the operator with kernel K±

1,α (resp.
K2,α). Clearly, K±

1,α = Oγ′(λ)|x − y|−1, which implies (3.12). On the other
hand, the left-hand side of (3.13) is upper bounded by
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C

∫

R3

ρ(|x− y|/γ′)
|x− y|2 dy ≤ C

∫

|z|≤γ′

|z|−2dz ≤ C̃γ′. (3.14)

Choosing γ′ = γ/C̃ we get (3.13). �

Using Theorem 1.1 and Lemma 3.3 together with (1.20) and the fact that
the operator ∂α

x commutes with the free resolvent, we obtain

1∑

k=0

∥
∥
∥∂k

λT (λ)〈x〉−3/2−δ′
∥
∥
∥

L2→L∞
≤

∑

±

∥
∥
∥
∥

dR±
0 (λ)
dλ

LR±(λ)〈x〉−3/2−δ′
∥
∥
∥
∥

L2→L∞

+
1∑

k=0

∥
∥
∥
∥

(

R+
0 (λ)L

dkR+(λ)
dλk

−R−
0 (λ)L

dkR−(λ)
dλk

)

〈x〉−3/2−δ′
∥
∥
∥
∥

L2→L∞

≤ C
∑

±

∑

0≤|α1|+|α2|≤1

∥
∥
∥∂α1

x ∂λR
±
0 (λ)〈x〉−3/2−δ/2

∥
∥
∥

L2→L∞

×
∥
∥
∥〈x〉−1/2−δ/2∂α2

x R±(λ)〈x〉−3/2−δ′
∥
∥
∥

L2→L2

+C
∑

±

1∑

k=0

∑

0≤|α|≤1

∥
∥
∥R±

0 (λ)〈x〉−1/2−δ/2
∥
∥
∥

L2→L∞

×
∥
∥
∥〈x〉−3/2−δ/2∂α

x ∂
k
λR

±(λ)〈x〉−3/2−δ′
∥
∥
∥

L2→L2

+C
∑

±

1∑

k=0

∑

|α|=1

∥
∥
∥K∓

1,α(λ)∗〈x〉−1/2−δ/2
∥
∥
∥

L2→L∞

×
∥
∥
∥〈x〉−3/2−δ/2∂k

λR
±(λ)〈x〉−3/2−δ′

∥
∥
∥

L2→L2

+C
1∑

k=0

∑

|α|=1

∥
∥K∗

2,α

∥
∥

L∞→L∞

∥
∥
∥

(

∂k
λR

+(λ) − ∂k
λR

−(λ)
) 〈x〉−3/2−δ′

∥
∥
∥

L2→L∞

≤ Cγ +O(γ)
1∑

k=0

∥
∥
∥∂k

λT (λ)〈x〉−3/2−δ′
∥
∥
∥

L2→L∞
(3.15)

for every γ > 0. Taking γ small enough we can absorb the second term in
the right-hand side of (3.15) and get (3.8). Let us see now that the operator
T1 = T+

1 − T−
1 satisfies (3.7). By Lemma 3.3 we have

1∑

k=0

∥
∥
∥∂k

λT1(λ)
∥
∥
∥

L1→L∞
≤

1∑

k=0

∥
∥
∥
∥

dkR+
0 (λ)

dλk
LR+

0 (λ) − dkR−
0 (λ)

dλk
LR−

0 (λ)

∥
∥
∥
∥

L1→L∞

+

∥
∥
∥
∥
R+

0 (λ)L
dR+

0 (λ)

dλ
− R−

0 (λ)L
dR−

0 (λ)

dλ

∥
∥
∥
∥

L1→L∞

≤ C
∑

±

1∑

k=0

∑

|α|≤1

∥
∥
∥∂α

x ∂k
λR±

0 (λ)〈x〉−3/2−δ/2
∥
∥
∥

L2→L∞

∥
∥
∥〈x〉−1/2−δ/2R±

0 (λ)
∥
∥
∥

L1→L2
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+C
∑

±

∑

|α|≤1

∥
∥
∥R±

0 (λ)〈x〉−1/2−δ/2
∥
∥
∥

L2→L∞

∥
∥
∥〈x〉−3/2−δ/2∂α

x ∂λR±
0 (λ)

∥
∥
∥

L1→L2

+C
∑

±

1∑

k=0

∑

|α|=1

∥
∥
∥∂k

λR±
0 (λ)〈x〉−3/2−δ/2

∥
∥
∥

L2→L∞

∥
∥
∥〈x〉−1/2−δ/2K±

1,α(λ)
∥
∥
∥

L1→L2

+C
∑

±

∑

|α|=1

∥
∥
∥K∓

1,α(λ)∗〈x〉−1/2−δ/2
∥
∥
∥

L2→L∞

∥
∥
∥〈x〉−3/2−δ/2∂λR±

0 (λ)
∥
∥
∥

L1→L2

+C
1∑

k=0

∑

|α|=1

∥
∥
∥∂k

λ

(

R+
0 (λ) − R−

0 (λ)
)∥
∥
∥

L1→L∞

×(‖K2,α‖L1→L1 +
∥
∥K∗

2,α

∥
∥

L∞→L∞
) ≤ Cλ. (3.16)

Given a multi-index α = (α1, α2, α3) such that |α| ≤ 1, define the function
bα as follows: b0 =

(|b|2 + V
)

/2, and if |α| = 1, αj = 1, then bα := bj . The
operator T2 = T+

2 − T−
2 satisfies

1∑

k=0

∥
∥∂k

λT2(λ)
∥
∥

L1→L∞

≤
∑

k1+k2+k3≤1

∥
∥
∥
∥
∥

∑

±
±dk1R±

0 (λ)
dλk1

L
dk2R±(λ)

dλk2
L

dk3R±
0 (λ)

dλk3

∥
∥
∥
∥
∥

L1→L∞

≤
∑

k1+k2+k3≤1

∑

|α1|,|α2|,|β1|,|β2|≤1,
|α1|+|α2|≤1,|β1|+|β2|≤1

Aα1,α2,β1,β2
k1,k2,k3

(λ) =: A(λ), (3.17)

where

Aα1,α2,β1,β2
k1,k2,k3

(λ)

=

∥
∥
∥
∥
∥

∑

±
±dk1R±

0 (λ)
dλk1

∂α1
x bα1,α2∂

α2
x

dk2R±(λ)
dλk2

∂β2
x bβ1,β2∂

β1
x

dk3R±
0 (λ)

dλk3

∥
∥
∥
∥
∥

L1→L∞

,

where bα1,α2 = bα1 if α2 = 0, bα1,α2 = bα2 if α1 = 0. To bound these norms we
will consider several cases.

Case 1. α1 = β1 = 0. By Theorem 1.1, Lemma 3.3 and (1.20), we have

A0,α2,0,β2
k1,k2,k3

(λ) ≤ C
∑

±

∥
∥
∥
∥

dk1R±
0 (λ)

dλk1
〈x〉−1/2−k1−δ/2

∥
∥
∥
∥

L2→L∞

×
∥
∥
∥
∥
〈x〉−1/2−k2−δ/2∂α2

x
dk2R±(λ)

dλk2
∂β2

x 〈x〉−1/2−k2−δ/2

∥
∥
∥
∥

L2→L2

×
∥
∥
∥
∥
〈x〉−1/2−k3−δ/2 dk3R±

0 (λ)

dλk3

∥
∥
∥
∥

L1→L2

≤ O(λ)
∥
∥
∥〈x〉−1/2−k2−δ/2∂α2

x R±(λ)1+k2∂β2
x 〈x〉−1/2−k2−δ/2

∥
∥
∥

L2→L2
≤Cλ.

(3.18)

Case 2. |α1| + |β1| ≥ 1, k1 = 1 if |α1| = 1 and k3 = 1 if |β1| = 1. This case is
treated in precisely the same way as Case 1.
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Case 3. k1 = k2 = 0, k3 = 1, |α1| = 1, α2 = 0. By Theorem 1.1, Lemma 3.3
and (1.20), we have

Aα1,0,β1,β2
0,0,1 (λ) ≤ C

∑

±

∥
∥
∥K∓

1,α1
(λ)∗〈x〉−1/2−δ/2

∥
∥
∥

L2→L∞

×
∥
∥
∥〈x〉−1/2−δ/2R±(λ)∂β2

x 〈x〉−1/2−δ/2
∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉−3/2−δ/2∂β1

x ∂λR±
0 (λ)

∥
∥
∥

L1→L2

+C
∥
∥K∗

2,α1

∥
∥

L∞→L∞

∥
∥
∥
∥
∥

∑

±
±R±(λ)∂β2

x bβ1,β2∂
β1
x ∂λR±

0 (λ)

∥
∥
∥
∥
∥

L1→L∞

≤ Cγλ + O(γ)

∥
∥
∥
∥
∥

∑

±
±R±

0 (λ)∂β2
x bβ1,β2∂

β1
x ∂λR±

0 (λ)

∥
∥
∥
∥
∥

L1→L∞

+ O(γ)

∥
∥
∥
∥
∥

∑

±
±R±

0 (λ)LR±(λ)∂β2
x bβ1,β2∂

β1
x ∂λR±

0 (λ)

∥
∥
∥
∥
∥

L1→L∞

.

(3.19)

In the same way as in the proof of (3.16) one can see that the second term in
the right-hand side of (3.19) is O(λ). On the other hand, it is clear that the
third one is bounded by O(γ)A(λ). In other words, (3.19) yields

Aα1,0,β1,β2
0,0,1 (λ) ≤ Cγλ+O(γ)A(λ). (3.20)

Case 4. k1 = 1, k2 = k3 = 0, |β1| = 1, β2 = 0. This case is treated in the same
way as Case 3.

Case 5. k1 = k3 = 0, k2 = 1, |α1| = |β1| = 1, α2 = β2 = 0. By Theorem 1.1,
Lemma 3.3 and (1.20), we have

Aα1,0,β1,0
0,1,0 (λ) ≤ C

∑

±

∥
∥
∥K∓

1,α1
(λ)∗〈x〉−1/2−δ/2

∥
∥
∥

L2→L∞

×
∥
∥
∥
∥
〈x〉−3/2−δ/2 dR±(λ)

dλ
〈x〉−3/2−δ/2

∥
∥
∥
∥

L2→L2

×
∥
∥
∥〈x〉−1/2−δ/2K±

1,β1
(λ)

∥
∥
∥

L1→L2

+C
∥
∥K∗

2,α1

∥
∥

L∞→L∞

∥
∥
∥
∥
∥

∑

±
±dR±(λ)

dλ
bβ1,0∂

β1
x R±

0 (λ)

∥
∥
∥
∥
∥

L1→L∞

+C ‖K2,β1‖L1→L1

∥
∥
∥
∥
∥

∑

±
±R±

0 (λ)∂α1
x bα1,0

dR±(λ)
dλ

∥
∥
∥
∥
∥

L1→L∞

+C
∥
∥K∗

2,α1

∥
∥

L∞→L∞ ‖K2,β1‖L1→L1

∥
∥
∥
∥
∥

∑

±
±dR±(λ)

dλ

∥
∥
∥
∥
∥

L1→L∞

.

(3.21)
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By (3.9), (3.16) and (3.17), we have
∥
∥
∥
∥

d(R+(λ) −R−(λ))
dλ

∥
∥
∥
∥

L1→L∞

≤
∥
∥
∥
∥

d(R+
0 (λ) −R−

0 (λ))
dλ

∥
∥
∥
∥

L1→L∞
+

∥
∥
∥
∥

dT (λ)
dλ

∥
∥
∥
∥

L1→L∞

≤ Cλ+
∥
∥
∥
∥

dT2(λ)
dλ

∥
∥
∥
∥

L1→L∞
≤ Cλ+ A(λ). (3.22)

Similarly, one can easily see that the second and the third terms in the right-
hand side of (3.21) are bounded by Cλ+O(γ)A(λ). Thus we obtain:

Aα1,0,β1,0
0,1,0 (λ) ≤ Cγλ+O(γ)A(λ). (3.23)

Summing up the above inequalities we conclude:

A(λ) ≤ Cγλ+O(γ)A(λ). (3.24)

Taking γ > 0 small enough, independent of λ, we can absorb the second term
in the right-hand side of (3.24) and conclude that A(λ) = O(λ). This together
with (3.16) and (3.17) imply (3.7). �
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