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1 Introduction

The sixteen supercharge SU(N) gauged matrix quantum mechanics was famously pro-

posed by Banks, Fischler, Shenker and Susskind to give a non-perturbative formulation of

M-theory [1]. It was later recognized [2–5] that the precise holographic dual of the ma-

trix quantum mechanics is an asymptotically null compactification of M-theory, along the

general lines of gauge/gravity duality [6–8]. Despite intense efforts over a number of years

(see [9] and references therein), most of the successful tests of the duality were realized to be

consequences of supersymmetric non-renormalization theorems [10–14], while unsuccessful

attempts [15–17] in testing the duality involved comparisons of the gravity and gauge the-

ory results in regimes that do not overlap. It had become clear that in order to explore the

semi-classical gravity (either type IIA or 11-dimensional supergravity) regime in the bulk,

one must work in the genuinely strong coupling regime of the matrix quantum mechanics.
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A strong coupling test of the duality within the ’t Hooft scaling regime was performed

by numerically computing the free energy of the matrix quantum mechanics at finite tem-

perature using Monte Carlo method [18–25]. The result was shown to be consistent with

the expected free energy of black holes in the gravity dual. In order for the black hole

horizon to lie in the semi-classical gravity regime, one needs to take the low temperature

and large N limits of the matrix quantum mechanics. However, these are precisely the

limits where the Monte Carlo computation becomes costly.

An alternative approach to the thermal free energy of the matrix quantum mechanics

was pioneered by Kabat, Lifschytz and Lowe, using the one-loop truncated Schwinger-

Dyson equations [26–28]. This is the approach we will follow, and refine, in this paper.

In place of the numerical solutions to the Schwinger-Dyson equations investigated in [26–

28], we will analyze the solutions to these equations analytically. We will see that in the

low temperature limit, intricate cancelation occurs due to an approximate restoration of

supersymmetry, which allows for nontrivial scaling behavior with temperature. Despite

the fact that the naive ’t Hooft coupling goes to infinity in the low temperature limit, the

effective coupling parameter that controls the loop expansion of Schwinger-Dyson equation

could be finite, and the scaling behavior of solutions to the one-loop Schwinger-Dyson

equation could survive to all order in the 1/N expansion, when there are sufficiently many

supersymmetries.

Before describing our results, let us briefly review the connection between black holes

in the bulk geometry and the thermal free energy of the dual quantum mechanics. The

gravity dual of the SU(N) BFSS matrix quantum mechanics at finite temperature is given

by type IIA string theory in the near horizon limit of a near extremal black hole carrying

N units of D0-brane charge [2–5]

ds2
IIA = −f−1/2Adt2 + f1/2A−1(dr2 + r2dΩ2

8),

C1 = −f−1

(
1 +A

2

)
dt, eφ = f3/4,

f ≡ c0gsNl
7
s

r7
, c0 = 60π3, A = 1− r7

0

r7
,

(1.1)

where dΩ2
8 is the metric on a unit eight-sphere, and the black hole horizon is at r = r0.

The Hawking temperature of the black hole is

TH =
7

(2π)7/2
√

30
(g2

YMN)−1/2

(
r0

l2s

)5/2

, (1.2)

where g2
YM = gs/4π

2l3s . The free energy of the black hole is [29]

βF = −
(

2213257π14

719

)1/5

N2

(
T

(g2
YMN)1/3

)9/5

. (1.3)

The black hole horizon lies in the type IIA supergravity regime when g
2/3
YMN

−1/7 � T �
g

2/3
YMN

1/3. Working in the ’t Hooft scaling limit on the gauged quantum mechanics side, one

takes the large N limit while keeping the dimensionless ’t Hooft coupling g2
YMN/T

3 finite.
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The T 9/5 scaling of the free energy or the entropy of the black hole is expected to hold in

the matrix quantum mechanics in the limit of large ’t Hooft coupling, or equivalently, the

low temperature limit.

One must be cautious about the meaning of the free energy of the matrix quantum

mechanics at large N . Since BFSS quantum mechanics has exactly flat directions, at finite

N , the free energy is infinite, reflecting the continuum of scattering states. There are only

N flat directions, however, whereas the entropy of the black hole in the gravity dual scales

like N2 times a function of the dimensionless ’t Hooft coupling. If we regularize the volume

divergence by an IR cutoff at distances much greater than the horizon size of the black hole

but much smaller than eN , we expect the black hole states to dominate the contribution

to the free energy. In particular, if we take the infinite N limit first, and then take the

volume to infinity while maintaining that the volume grows no faster than exponential in

N , the N2 coefficient of the free energy should remain a finite function of the ’t Hooft

coupling. This is the planar free energy of interest. The corresponding, finite, entropy of

order N2 generally counts metastable states rather than exact energy eigenstates in the

quantum mechanics. Nonetheless, the lifetime of these metastable are expected to go to

infinity (exponentially) in the infinity N limit.

In the gravity dual, the metastable states are the microstates of the D0 black hole,

which decays by emitting D0-branes via Hawking radiation. Note that the D0-branes and

their BPS bound states are the only particles that can escape to infinity in the type IIA

0-brane decoupling geometry. To see this, consider the Born-Infeld effective action for a

probe D0-brane in the background (1.1)

SD0 = TD0

[∫
dt f−1A1/2

√
1 + fA−2ṙ2 −

∫
dt f−1 1 +A

2

]
. (1.4)

While this effective action a priori holds only in the supergravity regime, there is strong

evidence that it in fact continues to hold at arbitrary large radial distance where the

curvature is at string scale (while the string coupling goes to zero). This is presumably

due to the supersymmetry preserved by the asymptotic geometry. Note that in the large

r limit, the mass of the D0-brane cancels the potential energy, and the action reduces to

that of a non-relativistic particle. The situation is in contrast to the Hawking radiation of

black holes in global AdS where all emitted particles bounce back in finite time, making it

possible for the black hole to be in equilibrium with a thermal bath. We conclude that the

black hole in the 0-brane decoupling geometry is unstable via the emission of D0-branes.

The Hawking decay rate of emitting a D0-brane is computed in appendix A. One finds

Γ ∼ R10

N
43
14 l2P

(
r0

lP

) 359
14

e
− 2π

7

√
2r90

15Nl9
P , (1.5)

where lP ≡ (2πgs)
1/3ls is the 11D Planck length and R10 ≡ gsls is the radius of the M-

theory circle. The exponential factor can be understood in terms of the chemical potential

for the D0-brane charge. This formula is valid in the type IIA supergravity as well as in
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the M-theory regime where the lift of the black hole solution to 11 dimensions is thermody-

namically stable. The latter is expected when r0 � N1/9lP . This is also the regime where

the decay rate is exponentially suppressed.

The metastable microstates of the D0 black hole should be counted, to leading order in

the 1/N expansion, by the planar free energy of the matrix quantum mechanics. Even in

the high temperature regime, where the black hole horizon spills into the stringy part of the

bulk geometry, and where one naively expects the matrix quantum mechanics to be weakly

coupled, one encounters infrared divergences in conventional perturbation theory. Similar

IR divergences were previously encountered in the two-loop computation of scattering

amplitudes on the Coulomb branch of the theory, and have been essentially ignored [30, 31].

The IR divergence can be cured (non-perturbatively) if one solves for the exact propagators

using Schwinger-Dyson equations. This is the approach of [26–28], where the authors

studied the self-energies of various fields, as well as the free energy of the theory at finite

temperature, using the one-loop truncated Schwinger-Dyson equations, which amounts

to a mean-field approximation. In [26–28], the solutions of the self-energies were found

numerically. While in a certain temperature range the result seemed to be consistent with

the expectation from the gravity side, the numerical solution appears to break down below

a certain temperature. From the gravity side, it is clear that (1.3) should be valid for

T/(g2
YMN)1/3 � N−10/21, and thus the temperature can be taken to be arbitrarily small

in the ’t Hooft limit. It would be highly desirable to have an analytic understanding of the

T 9/5 scaling of the low temperature free energy/entropy in the gauged quantum mechanics.

Though broken at finite temperature, supersymmetry plays an important role in the

low temperature limit of the solutions to the Schwinger-Dyson equations. As pointed out

in [26–28], in working with a truncated set of Schwinger-Dyson equations, either to a certain

loop order or by including a certain finite subset of renormalized vertices, the equations

must be manifestly supersymmetric in the zero temperature limit (though the solutions

may be singular in the zero temperature limit) in order to have any chance of capturing

the correct low temperature limiting behavior. In particular, the self-energies of the auxil-

iary fields in a supermultiplet must be included in the S-D equations. In a gauge theory, the

solution to a truncated set of S-D equations will depend on the choice of gauge. While the

solution to the exact S-D equations should clearly be independent of the gauge-fixing condi-

tion, in working with the truncated S-D equations, a manifestly (off-shell) supersymmetric

gauge-fixing is necessary. The familiar Wess-Zumino gauge breaks all supersymmetries, and

cannot be applied for our purpose, namely to extract the low temperature physics from the

solutions to the truncated S-D equations. The authors of [26–28] considered a gauge fixing

condition that preserves manifest N = 2 supersymmetries, out of the N = 16 supersymme-

tries of BFSS matrix quantum mechanics. This leads to rather unconventional kinetic terms

and fermion coupling. Alternatively, one may choose to work with gauge fixing conditions

that manifest N = 4 or N = 8 supersymmetries. As a matter of fact, the N = 4 gauge fix-

ing results in a rather complicated looking, fully nonlinear, action, and the N = 8 gauge fix-

ing based on harmonic superspace requires the inclusion of infinitely many auxiliary fields.

As a first step towards understanding the low temperature scaling behavior in BFSS

matrix quantum mechanics, we study its truncation to the matter sector in the cases

– 4 –
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of N = 2 and N = 4 gauge fixing. These may also be thought of as supersymmetric

deformations of the BFSS matrix quantum mechanics, by turning off the coupling of the

N = 2 or N = 4 gauge multiplet. For instance, the truncation to N = 4 matter multiplets

results in the N = 4 quantum mechanics with three matrix matter multiplets Φa and

the cubic superpotential W = − iκ
3
√

2
εabcTr (ΦaΦbΦc). We refer to such a theory as an

N = 4 Wess-Zumino (matrix) quantum mechanics. The Schwinger-Dyson equations of the

N = 4 Wess-Zumino quantum mechanics have the particularly nice property that, going

beyond the one-loop truncation, there are in fact no two-loop contributions, and there are

no three-loop planar contributions (and the first planar correction to the one-loop S-D

equations shows up at four-loop order). It is conceivable that the solution to the one-loop

S-D equations in fact captures the correct scaling behavior of the planar free energy.

In this paper, we will find an analytic low temperature expansion of the solution to

the one-loop truncated Schwinger-Dyson equations for the N = 4 Wess-Zumino quantum

mechanics. The key observation will be that loops containing the zero mode of the bosonic

field φa dominate the contribution to the self-energies of the nonzero modes and the auxil-

iary zero mode. This allows for the solution of the nonzero mode and auxiliary zero mode

self-energies in terms of the boson zero mode self-energy. The S-D equation for the boson

zero mode self-energy, on the other hand, is nontrivial only if we work to the next-to-next-

to-leading order contributions in the low temperature expansion. In the end we find a

nontrivial scaling behavior of the boson zero mode self-energy, which controls the scaling

of the self-energies of all other modes.

The matter multiplet of N = 4 Wess-Zumino quantum mechanics contains the follow-

ing component fields, schematically: the boson φ, the fermion ψ, and the auxiliary field f .

At finite temperature, i.e. in the Euclidean theory where the Euclidean time is compactified

with periodicity β = 1/T , let the self-energies for the momentum modes of φ, f and ψ on

the Euclidean time circle be σn, ηn, and hr, respectively. Here n is an integer, whereas r

is a half integer, reflecting the anti-periodic thermal boundary condition for the fermionic

field. The self-energies for the nonzero modes are solved in terms of the boson zero mode

σ0, with the following results:

σn 6=0 =
2π|n|
β

√
2

βσ0

[
1 +

(
βσ0

2

)3/2 1

2π

(
sign(n)Cn +

3

|n|

)]
+O(β−2),

ηn 6=0 =
β

2π|n|

√
2

βσ0

[
1 +

(
βσ0

2

)3/2 1

2π

(
sign(n)Cn −

3

|n|

)]
+O(β0),

hr = sign(r)

√
2

βσ0

[
1 +

(
βσ0

2

)3/2 1

2π
sign(r)Cr

]
+O(β−1),

(1.6)

where Cn =
∑

k 6=0,n sign(k)sign(n− k)/k. Here we expressed the results in units where the

dimensionful ’t Hooft coupling κ2N is set to 1. For the zero mode self-energies σ0 and η0,

– 5 –
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of the boson φ and auxiliary field f , we will find

η0 =
1

βσ2
0

+
β2σ0

24
+O(β0),

σ0 = 2

(
π

3

)2/5

β−7/5 +O(β−2).

(1.7)

Somewhat surprisingly, the low temperature expansion parameter is a fractional power

of the temperature, namely β−3/5. The planar free energy can then be computed in the

mean-field approximation [26]. The result is

βF = const− 5

2

(
π

3

)6/5

N2Nfβ
−6/5 +O(β−9/5). (1.8)

where Nf is the number of chiral superfields. Curiously, this result differs from the expected

scaling of BFSS matrix quantum mechanics (1.3) by one power of the expansion parameter

β−3/5.

While we have not evaluated explicitly the four-loop correction to the planar Schwinger-

Dyson equations and to the free energy, it appears that such higher-loop corrections could

contribute at the same order as the one-loop contributions to the self-energies, in the

low temperature limit, despite the fact that the naive dimensionless ’t Hooft coupling

is infinite in this limit. It is conceivable that the T 6/5 scaling is exact for the large N

N = 4 Wess-Zumino matrix quantum mechanics with cubic superpotential, and that as

we continuously deform the BFSS matrix quantum mechanics to the N = 4 Wess-Zumino

model by turning off the gauge coupling, the low temperature scaling behavior of the planar

free energy interpolates between T 9/5 and T 6/5.

One might be puzzled by the following. Consider Model I, the N = 4 Wess-Zumino

matrix quantum mechanics with a single matter multiplet Φ and superpotential W = Tr Φ3,

and Model II, the N = 4 Wess-Zumino matrix quantum mechanics with three matter

multiplets X,Y, Z and superpotential W = Tr(XY Z). In the former case the spectrum

is gapped, whereas in the latter case there is a continuum of scattering states due to flat

directions. At finite N , the free energy of the former should be exponentially suppressed

in the low temperature limit, whereas that of the latter diverges due to the continuous

spectrum. How are these consistent with our claimed scaling as follows from the Schwinger-

Dyson equations? Our result suggests that in Model I, even though the spectrum is gapped

at finite N , in the large N limit the gap in the spectrum becomes very small, and if we

take N to infinity first and then take the low temperature (or equivalently, strong ’t Hooft

coupling) limit, the free energy exhibits power scaling in the temperature. In Model II, on

the other hand, there are different solutions to the Schwinger-Dyson equation. The scaling

solution we described above, in particular, treats X,Y, Z on equal footing. There are other,

singular, solutions that sets the self-energy of one of X,Y or Z to zero and giving infinite

self-energies to the remaining two fields. These singular solutions describe the phase of

the theory where one of the three fields acquires a large expectation value, while the other

two fields are very massive, in contrast to the “unbroken phase” described by the scaling

– 6 –
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solution. We conjecture that these distinct phases exist in the infinite N limit, and the

tunneling between different phases are exponentially suppressed in the large N limit.

When vector multiplets, along with ghosts in the supersymmetric gauge fixing, are

included in the one-loop truncated Schwinger-Dyson equations, it appears that our low

temperature expansion scheme is spoiled. It is not clear to us whether the one-loop S-D

equation captures the correct low temperature physics in this case. It is likely that loop

corrections to the quartic and possibly higher vertices of the vector multiplet, which are

not taken into account by the one-loop S-D equation, are needed to obtain a nontrivial low

temperature scaling. We will nonetheless discuss preliminary results on the low tempera-

ture effective action of the vector multiplet by integrating out matter multiplets using the

one-loop truncated S-D equations, as well as the high temperature expansion. The hope is

that an improved S-D equation for vector multiplets will produce the T 9/5 scaling of BFSS

matrix quantum mechanics. Perhaps more auxiliary fields need to be included in the S-D

equations, or a gauge fixing that preserves more manifest supersymmetries is needed. This

is left for the future.

We should also point out that there has been another attempt to understand the free

energy scaling behavior from the matrix quantum mechanics in [32]. By looking at the

weak coupling expansion for the effective Hamiltonian of the BFSS matrix model [30, 33],

the author of [32] claimed, in the large N limit, an emergent scale (g2
YMN)1/3N−5/9 (at

which the perturbative loop expansion also breaks down). This new energy scale serves as

a finer gap than the ’t Hooft scale among the low lying discrete states. Upon some addi-

tional assumptions on the spectrum, the author was able to reproduce the scaling in (1.3)

by matching the mean energy density across T ∼ (g2
YMN)1/3N−5/9. In contrary to the

heuristic analysis in [32] which depends little on the detail dynamics of the matrix model,

we shall attack the strong coupling problem directly at least within the matter sector. The

temperature scaling will arise from a nontrivial solution to the (one-loop truncated) S-D

equations where subtle cancellations between various supersymmetric partners are crucial.

The rest of the paper is organized as follows. In section 2, we introduce the N = 2

Wess-Zumino matrix quantum mechanics and derive its one-loop truncated Schwinger-

Dyson equations. In section 3, we solve the Schwinger-Dyson equations in the low tem-

perature limit using a “soft collinear” approximation scheme, and compute the mean-field

free energy. We then investigate the corrections from higher-loop diagrams, and argue that

although the temperature scalings appear to be spoiled by these corrections in the N = 2

Wess-Zumino matrix quantum mechanics, they should remain valid in the N = 4 version

of the theory in the planar limit. In section 4, we introduce the N = 4 Wess-Zumino

matrix quantum mechanics, and repeat the low temperature analysis. In section 5, we dis-

cuss how our results for the Wess-Zumino quantum mechanics can be extended to the full

BFSS matrix theory by coupling it to a vector multiplet; in particular, we present the su-

persymmetric gauge-fixing conditions and write down the corresponding Schwinger-Dyson

equations. We also discuss the various phases of solutions. In section 6, we explore the

high temperature limit of BFSS. In section 7, we discuss future prospects of this program,

including ways to write down the BFSS action that preserves more manifest supersymme-

tries, and applications of our methods to supersymmetric quantum field theories in other

– 7 –
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dimensions such as the two-dimensional N = (2, 2) Landau-Ginzburg model. The Hawking

decay rate of the black hole in the 0-brane decoupling geometry is derived in appendix A.

Details on the convention of N = 2 and N = 4 superspace, the one-loop Schwinger-Dyson

equations, and the low temperature expansion of the solutions are given in appendices B–

F. Finally, the high temperature expansion of the Schwinger-Dyson equations for BFSS

matrix theory is analyzed in appendix G.

2 N = 2 Wess-Zumino matrix quantum mechanics

In the 1D N = 2 language, the BFSS matrix quantum mechanics consists of one vector

multiplet and seven matter multiplets. Its truncation to the matter sector is an N = 2

Wess-Zumino matrix quantum mechanics with the 7 matter multiplets interacting through

a G2-invariant cubic superpotential. The one-loop truncated Schwinger-Dyson equations

for this system have been studied numerically in [26]. In this section we recall the form of

the Schwinger-Dyson equations for the N = 2 Wess-Zumino model at finite temperature,

and set up the notations for the analytic results in subsequent sections.

2.1 The action

Consider N = 2 Wess-Zumino matrix quantum mechanics with flavor symmetry G. Let the

matter multiplets be in some Nf -dimensional representation of G, labeled by index a. We

will assume that G has a rank-3 totally antisymmetric invariant tensor εabc normalized by

εabcεabd = cδcd (2.1)

in this Nf -dimensional representation. If G is the 7 of G2 as for the matter sector of BFSS,

then Nf = 7 and c = 3/2. The 1D N = 2 superspace is introduced in appendix B. In this

language, the N = 2 Wess-Zumino quantum mechanics in Euclidean signature contains Nf

real superfields1

Φa = φa + iψaαθα + ifaθ2, (2.2)

interacting through a cubic superpotential

W = − iκ

6
√
c
εabcTr

(
Φa[Φb,Φc]

)
. (2.3)

Here Φa are matrix superfields in the adjoint representation of SU(N)2 and in flavor sym-

metry G. The coefficient for the superpotential is chosen so that the form of the Schwinger-

Dyson equations will not depend on the choice of G (but the free energy will).

After integrating out the fermionic coordiantes, the action is3

S =

∫
dτ Tr

{
1

2
φ̇aφ̇a +

1

2
ψaαψ̇

a
α +

1

2
fafa

+
κ

2
√
c
εabcfa[φb, φc] +

κ

2
√
c
εαβε

abcφa[ψbα, ψ
c
β ]

}
,

(2.4)

1The i in front of f gives the right sign for the kinetic term of f .
2This SU(N) becomes the color symmetry once we embed this theory into BFSS.
3We let {TA} be a basis for SU(N) such that Tr (TATB) = δAB , and write φa = φaATA.

– 8 –
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where dot stands for Euclidean time derivative. The SUSY transformations are

[Qα, φ] = −iψα,
{Qα, ψβ} = iεαβf + iδαβφ̇,

[Qα, f ] = −iεαβψ̇β .
(2.5)

2.2 Schwinger-Dyson equations

The perturbative field theoretic approach to a (classically) massless theory in one dimension

suffers from infrared divergences. In many examples, such infrared divergences are cured

non-perturbatively. A framework that improves the ordinary perturbation theory and

naturally resolves the IR divergences is the Schwinger-Dyson equations. While the usual

formulation of Schwinger-Dyson equations are a set of recursive integral equations that

express exact correlation functions or 1PI vertices in terms of higher point vertices, such

equations are often hard to solve due to the general momentum dependence in the exact

vertices. In this paper, we will work with the equations that express the exact self-energies

in terms of the integrals of exact propagators and tree-level vertices. We will make a

truncation on the loop order of these equations, study the solutions to the truncated

equations, and then discuss the validity of such truncations.

Starting from the action (2.4), the Schwinger-Dyson equations at finite temperature

are formulated as follows. We compactify Euclidean time on a circle of circumference β,

and expand the fields in their Kaluza-Klein modes along the Euclidean time circle4

φa =
1√
β

∑
n∈Z

φane
2πinτ/β ,

ψaα =
1√
β

∑
r∈Z+ 1

2

ψaα,re
2πirτ/β ,

fa =
1√
β

∑
n∈Z

fane
2πinτ/β .

(2.6)

The action (2.4) written in terms of these Kaluza-Klein modes becomes

S = Tr

{∑
n

1

2

(
2πn

β

)2

φa−nφ
a
n +

1

2

∑
r

2πir

β
ψaα,−rψ

a
α,r +

1

2

∑
n

fa−nf
a
n

+
iκ

2
√
cβ

∑
n,k

εabcfa−n−kφ
b
nφ

c
k +

iκ

2
√
cβ

∑
r,s

εabcεαβφa−r−sψ
b
α,rψ

c
β,s

}
.

(2.7)

Let us denote the exact propagators by

〈φanφbm〉 ≡ ∆nδ
abδn,−m,

〈ψaα,rψbβ,s〉 ≡ −igrδabδαβδr,−s,
〈fanf bm〉 ≡ εnδabδn,−m.

(2.8)

4Unless otherwise noted, throughout this paper n, k, ` are integral and r, s are half-integral.
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Note that 〈φf〉 is prohibited by the following Z2-symmetry (R-parity) of the action (2.4):

φ→ −φ, ψ1 → −ψ1. (2.9)

Working in ’t Hooft units where the dimensionful ’t Hooft coupling κ2N is set to 1, i.e.,

(κ2N)1/3β → β, the “one-loop truncated” Schwinger-Dyson equations are5 (see figure 1)

1

∆n
=

(
2πn

β

)2

+
2

β

∑
k

∆kεn−k +
2

β

∑
r

grgn−r,

1

εn
= 1 +

1

β

∑
k

∆k∆n−k,

1

gr
=

2πr

β
+

2

β

∑
k

∆kgr−k.

(2.10)

The terminology here requires some explanation. The equations (2.10) are the Schwinger-

Dyson equations for the exact two-point functions, where the three- and higher-point func-

tions are approximated by their bare values. We refer to (2.10) as the “one-loop truncated”

Schwinger-Dyson equations. The higher loop corrections will be discussed in section 3.6.

This approach is somewhere in between a fully non-perturbative treatment and pertur-

bation theory, but the results clearly go beyond perturbation theory since the nontrivial

solution for the self-energies cuts off the IR divergence that would invalidate the conven-

tional perturbation theory.

Our convention for the self-energies σn, hr, and ηn, for the boson φ, fermion ψ, and

auxiliary field f respectively, is such that they are related to the exact propagators by

∆n ≡
1

(2πn
β )2 + σn

,

gr ≡
1

2πr
β + hr

,

εn ≡
1

1 + ηn
,

(2.11)

where σ−n = σn, h−r = −hr, and η−n = ηn. The Schwinger-Dyson equations (2.10),

written in terms of the self-energies, are

σn =
2

β

∑
k

1[
(2πk
β )2 + σk

]
[1 + ηn−k]

+
2

β

∑
r

1[
2πr
β + hr

] [
2π(n−r)

β + hn−r

] ,
ηn =

1

β

∑
k

1[
(2πk
β )2 + σk

] [
(2π(n−k)

β )2 + σn−k

] ,
hr =

2

β

∑
k

1[
(2πk
β )2 + σk

] [
2π(r−k)

β + hr−k

] .
(2.12)

5The sign for the fermion loop is compensated by the factor of (−i)2 from 〈ψaα,rψbβ,s〉 ≡ −igrδabδαβδr,−s.
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Figure 1. The one-loop truncated Schwinger-Dyson equations with bare cubic coupling. The solid,

dashed, and double lines represent the boson propagator ∆n, the auxiliary field propagator εn, and

the fermion propagator gr, respectively.

2.3 N = 2 SUSY Ward identities

Although supersymmetry is broken at finite temperature, one expects supersymmetry to be

“approximately” restored in the low temperature limit. This is subtle due to IR divergences,

as the self-energies in the strict zero temperature limit are singular. Nonetheless, as shown

later, the Ward identities we derive here assuming supersymmetry will hold approximately

for the self-energies of the nonzero frequency modes of the fields in the low temperature

limit. Such relations are useful in organizing the low temperature expansion of the solutions

to the Schwinger-Dyson equations (2.12).

Naively, at strictly zero temperature, where the momentum (in Euclidean time) is

continuous, we write the exact two-point functions (2.8) as

〈φ(p)φ(−p)〉 =
1

p2 + σ(p)
,

〈ψα(p)ψβ(−p)〉 =
−iδαβ
p+ h(p)

,

〈f(p)f(−p)〉 =
1

1 + η(p)
.

(2.13)

If SUSY is not spontaneously broken, then

0 = 〈{Qα, φ(τ)ψβ(τ ′)}〉 = −i〈ψα(τ)ψβ(τ ′)〉+ iδαβ〈φ(τ)φ̇(τ ′)〉, (2.14)

where we used 〈φf〉 = 0. Similarly we have

0 = 〈{Qα, f(τ)ψβ(τ ′)}〉 = −iεαγ〈ψ̇γ(τ)ψβ(τ ′)〉+ iεαβ〈f(τ)f(τ ′)〉. (2.15)

In momentum space, (2.14) and (2.15) read

σ(p) = ph(p) = p2η(p). (2.16)

– 11 –
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At finite but low temperatures, if supersymmetry is only slightly broken, one may

anticipate that there exists a continuous function s(p) such that

σn = s

(
2πn

β

)[
2πn

β
+O(β<−1)

]
,

hr = s

(
2πr

β

)[
1 +O(β<0)

]
,

ηn = s

(
2πn

β

)[
2πn

β
+O(β<−1)

]−1

.

(2.17)

In particular, if we assume s(0) is finite, then one expects that σ0 should be much smaller

than σn 6=0, and η0 should be much larger than ηn 6=0. This will indeed be the case. The

separation of zero modes and nonzero modes is the key to the scaling ansatz (3.1) that will

allow us to solve the Schwinger-Dyson equations at low temperatures.

3 The low temperature limit

3.1 A “soft-collinear” approximation

In the low temperature, or large β limit, we will demonstrate that the Schwinger-Dyson

equations (2.12) admit solutions of the following leading order scaling in β (here the mode

numbers n, r are assumed to be O(1))

σ0 ∼ β−7/5, η0 ∼ β9/5

σn 6=0 ∼ β−4/5, ηn 6=0 ∼ β6/5, hr ∼ β1/5.
(3.1)

Note that the scaling of the zero modes σ0 and η0 are order β−3/5 lower and higher, respec-

tively, than their nonzero mode counterparts. This β−3/5 turns out to be the appropriate

expansion parameter for the Wess-Zumino quantum mechanics at low temperatures.

One key property of the ansatz (3.1) is that at large β the boson zero mode propagator

∆0 ∼ β7/5 dominates the loop sums on the right-hand-side of the Schwinger-Dyson equa-

tions (2.12). Hence, to leading order in 1/β, the S-D equations reduce to simple algebraic

expressions for the self-energies of the nonzero modes and for η0 in terms of σ0. Once

we have the leading order expressions, we can compute corrections in 1/β order by order.

Finally, substituting these expressions into the S-D equation for σ0, we find an equation in-

volving σ0 only. If a solution for σ0 with the assumed scaling exists, then we know that the

scaling ansatz (3.1) is indeed consistent. The consistency of the ansatz is highly nontrivial,

however, and as we will see require delicate cancelations. By a slight abuse of terminology,

we refer to our ansatz as a “soft collinear” approximation, where we regard the nonzero

modes as “hard” and zero modes as “soft”.
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3.2 Nonzero modes σn, ηn, hr and the auxiliary zero mode η0

In the following we implicitly take n 6= 0. Let us reorganize the Schwinger-Dyson equa-

tions (2.12) for the nonzero modes σn, ηn, and hr and the auxiliary zero mode η0 in the form

σn =
2

βσ0

1

1 + ηn
+

2πn

β
An,

ηn =
2

βσ0

1

(2πn
β )2 + σn

+
β

2πn
Bn,

hr =
2

βσ0

1
2πr
β + hr

+ Cr,

η0 =
1

βσ2
0

+D,

(3.2)

where

An ≡
1

πn

∑
k 6=0

∆kεn−k +
∑
r

grgn−r

 ,

Bn ≡
2πn

β2

∑
k 6=0,n

∆k∆n−k,

Cr ≡
2

β

∑
k 6=0

∆kgr−k,

D ≡ 1

β

∑
k 6=0

∆k∆−k

(3.3)

According to the scaling ansatz (3.1),

2

βσ0

1

1 + ηn
∼ β−4/5,

2πn

β
An ∼ β−7/5,

2

βσ0

1

(2πn
β )2 + σn

∼ β6/5,
β

2πn
Bn ∼ β3/5,

2

βσ0

1
2πr
β + hr

∼ β1/5, Cr ∼ β−2/5,

1

βσ2
0

∼ β9/5, D ∼ β3/5.

(3.4)

Since the terms on the r.h.s. involving An, Bn, Cr, and D are subleading in 1/β, the leading

order Schwinger-Dyson equations (3.2) are simple algebraic equations as advertised earlier.

Notice that because we expanded in 1/β while taking n, r ∼ O(1), the loop sums where n

and r range over −∞ to ∞ become divergent and will require regularization.

The fermion self-energy hr and the product σnηn can be directly read off

hr = sign(r)

√
2

βσ0
+O(β−2/5), (3.5)

σnηn =
2

βσ0
+O(β−1/5), (3.6)

– 13 –
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where sign(r) comes from the odd parity of hr. To find σn and ηn individually, let

σn =
2πn

β
sn(1 + xn),

ηn =
β

2πn
sn(1 + xn)−1,

(3.7)

where

sn ≡ sign(n)

√
2

βσ0
+O(β−2/5). (3.8)

If the approximate SUSY Ward identities (2.16) are to hold in the low temperature limit,

then we expect xn to scale with a negative power in β. In appendix D we solve for xn
directly from the Schwinger-Dyson equations, and find

xn =

(
βσ0

2

) 3
2 3

2π|n|
+O(β−6/5) ∼ β−3/5, (3.9)

in accordance with (2.16).

3.3 Boson zero mode σ0

Let us examine the Schwinger-Dyson equation for the boson zero mode σ0

σ0 =
2

βσ0(1 + η0)
+

2

β

∑
n 6=0

1

s2
n

−
∑
r

1

h2
r

+
2π

β2

(
βσ0

2

) 3
2

+O(β−16/5). (3.10)

If one substitutes the leading order expressions for the other self-energies into the above

equation, then each term becomes order β−7/5, and one finds that the two sides exactly

cancel. It turns out that the next order β−2 terms also cancel, and therefore the solution

to σ0 is determined at order β−13/5. This requires expanding sn and hr to order β−1 and

η0 to order β3/5 (each two orders of β−3/5 down from the leading piece).

For the auxiliary zero mode η0, the relevant correction is given straightforwardly by D

in (3.2), and we find

η0 =
1

βσ2
0

+
1

β

∑
n 6=0

β2

4π2n2

1

s2
n(1 + xn)2

+O(β−3/5) =
1

βσ2
0

+
β2σ0

24
+O(β0). (3.11)

For sn and hr, let us write

sn = sign(n)

√
2

βσ0
+ s(1)

n + s(2)
n +O(β−8/5),

hr = sign(r)

√
2

βσ0
+ h(1)

r + h(2)
r +O(β−8/5),

(3.12)

where s
(1)
n , h

(1)
r are of order β−2/5 and s

(2)
n , h

(2)
r are of order β−1. Next, define

g ≡
√
βσ0

2
, Ck ≡

∑
`6=0,k

sign(`)sign(k − `)
`

, (3.13)
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where k can take both integral and half-integral values. The computation for s
(1)
n , s

(2)
n ,

h
(1)
r , and h

(2)
r can be found in appendix E. The results are

s(1)
n =

βσ0

4π
Cn +O(β−1),

h(1)
r =

βσ0

4π
Cr +O(β−1),

s(2)
n = −πn

β
+ sign(n)

g5

8π2
C2
n −

g5

4π2

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

+
g5

4π2n

∑
k 6=0,2n

(−)ksign

(
n− k

2

)
Ck/2 −

g2

2π

∑
k 6=0,n

sign(k)sign(n− k)xk
k

+
g5

2π2n2
+O(β−8/5),

h(2)
r = −πr

β
+ sign(r)

g5

8π2
C2
r −

g5

4π2

∑
k 6=0

sign(r − k)Ck + sign(k)Cr−k
k

− g2

2π

∑
k 6=0

sign(k)sign(r − k)xk
k

+O(β−8/5).

(3.14)

The relevant contribution to the Schwinger-Dyson equation for σ0 is∑
n 6=0

s−2
n −

∑
r

h−2
r = −g2

(
1 +

πg

2β
+

5g6

6

)
+O(β−11/5). (3.15)

Using (3.11) and (3.15), the equation for σ0 becomes

σ0 = σ0 +
π

2
√

2
σ

3/2
0 β−1/2 − 3

16
β3σ4

0 +O(β−16/5), (3.16)

from which we obtain

σ0 = 2
(π

3

) 2
5
β−

7
5 +O(β−2). (3.17)

To summarize, we solved the Schwinger-Dyson equations and obtained the self-energies

at low temperatures. Consistency of the ansatz (3.1) is thus verified. Note that although

we solved sn to second order in (3.14), xn is only computed to zeroth order in (3.9), so

according to (3.7) we only have first order expressions for σn and ηn. Fortunately, for the

purpose of solving σ0 and later on computing the free energy, we only need sn to second

order but not σn and ηn separately.

3.4 Continuum limit

Before computing the free energy, let us note the following property of our solution of self-

energies. In terms of the low temperature expansion parameter g, the boson self-energies are

σ0 =
2g2

β
,

σn =
2π|n|
gβ

(
1 +

3g3

2π|n|

)(
1 +

g3|Cn|
2π

)
+O(β−2),

(3.18)
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where the first equation is the definition of g. If we write p = 2πn/β, then the self-enengy

for the nonzero modes can be written as

σ(p) =
|p|
g

(
1 +

3g3

β|p|

)1 +
g3

β

2

|n|∑
k=1

β

2πk
− 1

|p|

+O(β−2)

=
|p|
g

[
1 +

2g3

β|p|
+
g3

π
HN(

β|p|
2π

) +O(g6)

]
,

(3.19)

where HN(x) is the analytic continuation of the harmonic function. Since HN(x) is regular

at x = 0, taking p→ 0 gives

σ(0) =
2g2

β
+O(g5). (3.20)

Curiously, σ(0) coincides with σ0. In other words, the zero mode self-energy σ0 could be

regarded as the p→ 0 limit of the self-energy function σ(p) of a continuous momentum p.

This fact may be useful in applying the Schwinger-Dyson equation to Wess-Zumino quan-

tum mechanics coupled to gauge fields, where a continuous distribution of the eigenvalues

of the holonomy matrix along the thermal circle is involved.

3.5 Free energy

Having obtained the propagators from the one-loop truncated Schwinger-Dyson equation,

we can now compute the free energy in the mean-field approximation [26]. Let us define a

quadratic Fourier space “trial action” S0, whose propagators are solutions to the one-loop

truncated Schwinger-Dyson equations:

S0 = Tr

{∑
n

φanφ
a
−n

2∆n
+ i
∑
r

ψaα,rψ
a
α,−r

2gr
+
∑
n

fanf
a
−n

2εn

}
. (3.21)

Next we write the true action as S = S2 + S3, where S2 and S3 consist of the quadratic

and cubic terms, respectively. Then an approximate free energy is given by

βF = βF0 + 〈S2 − S0〉0 −
1

2
〈S2

3〉0. (3.22)

The subscript 0 here indicates that the expectation value is taken with respect the trial

action, i.e.,

〈· · ·〉0 ≡
∫
DφDψDf e−S0 · · · . (3.23)

In the planar limit, and dropping an overall factor of N2Nf , we have

βF0 = −1

2

∑
n

ln ∆n −
1

2

∑
n

ln εn +
1

2

∑
r

ln g2
r ,

〈S2 − S0〉0 =
1

2

∑
n

[(
2πn

β

)2

∆n − 1

]
+

1

2

∑
n

(εn − 1)−
∑
r

(
2πr

β
gr − 1

)
,

−1

2
〈S2

3〉0 =
1

2β

∑
m,k

∆m∆kεm+k +
1

β

∑
r,s

grgs∆r+s.

(3.24)
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In appendix F, we compute these contributions to the free energy using solutions computed

in section 3.3, but without plugging in the explicit value of σ0 in (3.17). The results are

βF0 = const + g

∑
n 6=0

s
(2)
|n| −

∑
r

h
(2)
|r|


+

4πg

β

(∑
n>0

n−
∑
r>0

r

)
+

5

192
(βσ0)3 +O(β−9/5),

〈S2 − S0〉0 = 1− π

2
√

2

(
σ0

β

)1/2

+O(β−9/5),

−1

2
〈S2

3〉0 = −g

∑
n 6=0

s
(2)
|n| −

∑
r

h
(2)
|r|


− 4πg

β

(∑
n>0

n−
∑
r>0

r

)
+

1

192
(βσ0)3 +O(β−9/5).

(3.25)

We see that the potentially divergent sums cancel between βF0 and −1
2〈S

2
3〉0, and thus

βF = const +
1

32
(βσ0)3 − π

2
√

2

(
σ0

β

)1/2

+O(β−9/5). (3.26)

In [26], the one-loop truncated Schwinger-Dyson equations are obtained by extremizing

the mean-field free energy (3.22) with respect to the propagators in the trial action (3.21)

(which is why it was called the trial action in the first place). As a consistency check, we

should find that our solution for σ0 (3.17) minimizes the free energy (3.26). This is indeed

the case as one can easily verify. Replacing σ0 by its explicit solution (3.17), we get

βF = const− 5

4

(
π

3

)6/5

N2Nfβ
−6/5 +O(β−9/5), (3.27)

where we have restored the overall N2Nf factor.

To conclude, we solved the one-loop truncated Schwinger-Dyson equations in the large

β limit, and found that the non-constant part of βF has β−6/5 scaling. We have also

confirmed it numerically, including the coefficient in front of β−6/5. For comparison, the

numerical analysis of [26] by fitting up to β ' 28 gave the scaling ∼ β−1.09. In fact, a

careful inspection of various terms in the σ0 S-D equation shows that the correct β−1.2

low temperature scaling is visible only when β is greater than ∼ 100 (in the normalization

convention of [26]).

3.6 Higher loop corrections

A priori, there seems to be no reason to expect the one-loop truncation of the Schwinger-

Dyson equations to capture the correct low temperature physics, since the dimensionless

’t Hooft coupling is strong in the low temperature limit. Naively, one may expect two and

higher loop contributions to the S-D equations to overwhelm the one-loop contribution and
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Figure 2. The two-loop truncated Schwinger-Dyson equations with bare cubic coupling. The solid,

dashed, and double lines represent the boson propagator ∆n, the auxiliary field propagator εn, and

the fermion propagator gr, respectively.

completely destroy the scaling behavior we found. However, due to the peculiar scaling

behavior of the propagators, the effective expansion parameter in the low temperature limit

is not the ’t Hooft coupling. If we proceed with our ansatz for the one-loop self-energies, the

question is whether the correction to the S-D equation for σ0 respects the scaling ansatz.

Let us look at the two-loop truncated Schwinger-Dyson equations, which are shown di-

agrammatically in figure 2. As it turns out, the two-loop diagrams contribute an additional

term6

5σ0

π

(
1

1 +
√

3
− 1

1 +
√

5

)(
βσ0

2

)3/2

ln
β

σ0
∼ O(β−2 lnβ) (3.28)

to the r.h.s. of the Schwinger-Dyson equation for σ0 (3.16). This is, up to a logarithmic

factor, the same as the next-to-leading order term in the one-loop contribution. How-

ever, as seen earlier, the scaling solution to the one-loop S-D equations requires complete

cancelation at next-to-leading order, and σ0 ∼ β−7/5 would be determined only at next-to-

next-to-leading order. This is now spoiled by the two-loop contribution. This means that

either the ansatz (3.1) is incorrect, or that xn is at least of order O(1) which invalidates

the approximate SUSY Ward identities (2.17). So it appears that the two-loop truncated

S-D equation of the N = 2 Wess-Zumino quantum mechanics does not give rise to a simple

scaling solution in the low temperature limit.

Inclusion of three- and higher-loop diagrams would give corrections that even over-

whelm the one-loop leading order terms in the low temperature limit, and hence completely

invalidates the ansatz (3.1). Figure 3 shows two diagrams appearing in the pertubative

expansion of the exact three-point vertex that are larger than their tree-level counterparts.

6The log comes from cutting off the harmonic sum at
√
β/σ0.
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0
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n

0

n

0

(a) (b)

Figure 3. Diagrams that appear in the pertubative expansion of the exact three-point vertex.

Diagram (a) does not exist at tree-level, and Diagram (b) is of order

β−3/2(∆0)2εn ∼ β−3/2(β7/5)2β−6/5 ∼ β−1/2β3/5, (3.29)

which is β3/5 larger than tree-level (β−1/2). It is possible that a scaling behavior of the

type we found still holds in the full theory at large N ,7 but if so, an alternative truncation

of the Schwinger-Dyson equation would be needed to reveal the correct low temperature

scaling beyond the one-loop result.

4 N = 4 Wess-Zumino matrix quantum mechanics

TheN = 4 Wess-Zumino matrix quantum mechanics, whose one-loop truncated Schwinger-

Dyson equations take an identical form as those of the N = 2 theory, on the other hand does

not receive two-loop contributions, nor planar three-loop contributions. Moreover, the per-

turbative expansion of the exact three-point vertex only contains diagrams that are at most

of the same order as the leading order at one-loop. It is therefore conceivable that one-loop

truncated S-D equations serve as a better approximation of the N = 4 model. An N = 4

Wess-Zumino matrix quantum mechanics can also be obtained as a truncation (or deforma-

tion) of the BFSS matrix model. In the N = 4 language, the BFSS matrix model consists of

one vector multiplet and three chiral multiplets,8 with an SU(3) invariant cubic potential.

4.1 Action, Schwinger-Dyson equations, and free energy

Consider an N = 4 Wess-Zumino matrix quantum mechanics with a flavor symmetry group

G. Suppose the chiral multiplets are in an Nf -dimensional representation of G, governed

by a cubic superpotential of the same form as in explained at the beginning of section 2.1

(except that the real N = 2 matter multiplets are now replaced by the holomorphic N = 4

chiral multiplets). For the N = 4 WZ model coming from the matter sector of BFSS,

G = SU(3) and Nf = 3, c = 2. Our conventions for the 1D N = 4 superspace are defined

in appendix C. We have Nf chiral superfields

Φa = φa(y) +
√

2ψaα(y)θα + ifa(y)θ2 (4.1)

7We will comment on the relevance of the large N , i.e. planar, limit in the next section.
8Since 1D N = 4 is the dimensional reduction of 4D N = 1, we name the supermultiplets using the 4D

language.
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in the adjoint representation of SU(N) and in the fundamental representation of the flavor

symmetry G. The superpotential is given by

W = − i

6
√
c
κεabcTr

(
Φa[Φb,Φc]

)
, (4.2)

and the action is

S =

∫
dτ Tr

{
φ̇
a
φ̇a + ψ̄aαψ̇aα + f̄afa

+

(
κ

2
√
c
εabcfa[φb, φc] +

iκ

2
√
c
εαβεabcφa[ψbα, ψ

c
β ] + h.c.

)}
.

(4.3)

Let us write the finite temperature propagators in momentum (frequency) space as

〈φ̄anφbm〉 ≡ ∆nδ
abδn,−m,

〈ψ̄aαr ψbβ,s〉 ≡ −igrδabδαβ δr,−s,
〈f̄anf bm〉 ≡ εnδabδn,−m

(4.4)

The self-energies are defined as in (2.11). TheN = 4 SUSY Ward identities, given in (C.24),

take an identical form as the N = 2 identities (2.16). We have normalized the coupling con-

stant κ in (4.3) such that the one-loop truncated Schwinger-Dyson equations are identical

to the N = 2 ones (2.12), whose solution is given in section 3.3.

The free energy can also be computed to be

βF = const− 5

2

(
π

3

)6/5

N2Nfβ
−6/5 +O(β−9/5). (4.5)

which is twice that of the N = 2 free energy (3.27) because the fields are now complex. To

restore the dependence on κ2, one replaces β by the dimensionless combination β(κ2N)1/3.

4.2 Higher loops

A key difference between the N = 2 and N = 4 Wess-Zumino quantum mechanics is the

holomorphicity of the superpotential. In the Feynman diagrams of the N = 4 model,

propagators carry arrows since the fields are complex, and vertices have either all three

propagators pointing inwards or all pointing outwards; in other words, the Feynman di-

agrams are bipartite graphs. It is not hard to see that no two-loop or planar three-loop

diagrams can appear on the r.h.s. of the Schwinger-Dyson equations for the self-energies.

Thus without taking the planar limit, the first nontrivial corrections come from non-planar

three-loop diagrams, and in the planar limit, the first nontrivial corrections come from four-

loop diagrams. Examples of these non-planar three-loop and planar four-loop diagrams are

shown in figure 4.

Although we have not explicitly evaluated the four-loop contributions and its effect on

the scaling solution in the low temperature limit, a naive counting of powers of propagators

of zero modes versus nonzero modes based on the one-loop scaling ansatz suggests that the

higher loop contributions are of the same order as the one-loop contribution. While such
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(a) (b)

Figure 4. Corrections to the auxiliary self-energy ηn from (a) a non-planar three-loop diagram

and (b) a planar four-loop diagram.

...

Figure 5. A leading order correction to the fermion self-energy hr from a planar L-loop diagram

(L has to be even). There are L boson zero mode propagators (solid line).

contributions are expected to correct the coefficient of the self-energies and the free energy,

it is conceivable that the scaling behavior found in the solution to the one-loop truncated

equations continue to hold when all-loop contributions are included, at the planar level.

The large N limit is potentially important here, in order for the loop expansion in the

Schwinger-Dyson equation to converge. At L-loop order, there are roughly L! O(CL)

diagrams that contribute to the Schwinger-Dyson equations at leading order in 1/β, but

only O(C ′L) planar diagrams that do so, where C and C ′ are some constants [34]. For

example, figure 5 shows an L-loop correction to the fermion self-energy hr. Assuming the

scalings in (3.1), the scaling of this diagram is

β−LgL−1
r ∆L

0 g
L
s ∼ β−Lβ(−L+1)/5β7L/5β−L/5 ∼ β1/5, (4.6)

which indeed is the leading order in the Schwinger-Dyson equation for hr. There are two

such planar diagrams, coming from the two (alternating) assignments of the R-symmetry in-

dex α = 1, 2 at the vertices in the fermion loop. On the other hand, there are 2(L/2)!(L/2−
1)! non-planar diagrams, where the extra (L/2)!(L/2−1)! comes from inequivalent permu-

tations among the boson propagators. While summing over all non-planar diagrams gives

an asymptotic series, restricting to planar diagrams may give rise to a convergent sum.

We conjecture that the β−6/5-scaling of the free energy is preserved to all loop or-

ders for the N = 4 Wess-Zumino quantum mechanics in the planar limit, with only the
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coefficient to be corrected. Further, it is possible that such scaling behavior holds when

perturbative 1/N corrections are included as well, and is only violated by non-perturbative

effects in 1/N . One reason to anticipate this is the existence of exponentially long lived

metastable states in BFSS matrix quantum mechanics, which dominate the thermodyamics

as predicted by the gravity dual. As explained in the introduction section, the scaling be-

havior cannot possibly hold for the exact free energy in the general Wess-Zumino quantum

mechanics at finite N : depending on the precise matter content and the form of the super-

potential, the model could be either gapped, in which case the free energy is exponentially

suppressed in the very low temperature limit (for fixed N), or infinite, when there is a

moduli space (flat directions of the superpotential). Nonetheless, in the infinite N limit,

we expect that there is at least a phase of the theory in which the free energy exhibits

the nontrivial power scaling in the temperature, as we found from the one-loop Schwinger-

Dyson equation. In N = 4 theories where the superpotential is such that the spectrum is

gapped at finite N , we expect a near-continuum is developed in the large N limit, and if

we first take N →∞, and then take the temperature to be small in ’t Hooft units, the free

energy should exhibit the scaling behavior. In N = 4 theories where the superpotential

has flat directions, there are alternative, and singular, solutions to the Schwinger-Dyson

equation, where the self-energies of the bosonic fields corresponding to the flat directions

are set to zero, while the self-energies of the fields along the non-flat directions diverge.

Such singular solutions may be regularized by introducing an IR regulator that cuts off

the volume divergence in the target space. In such theories, at infinite N , we expect our

scaling solution to describe an “unbroken” phase (the flavor group is unbroken), as opposed

to the “broken” phase describing the flat directions of the potential. The different phases

correspond to different solutions to the Schwinger-Dyson equations.

5 Towards the low temperature expansion of BFSS

In the previous sections we have studied the low temperature expansion of the N = 2

and N = 4 Wess-Zumino quantum mechanics. To extend our results for the Wess-Zumino

quantum mechanics to BFSS matrix theory, we need to couple the vector multiplet to it

and perform the appropriate supersymmetric gauge fixing, which also introduces the ghost

multiplet. In this section we discuss some preliminary results toward understanding the

planar free energy of BFSS.

5.1 N = 2 gauge-fixed BFSS

The BFSS action can be decomposed into one N = 2 vector multiplet Γα plus seven matter

multiplets Φa, a = 1, · · · , 7 in the fundamental representation of the G2 flavor symmetry,

Svec + Smatter =
1

g2
YM

∫
dτd2θTr

{
− 1

4

(
i

2
εαβ

)
∇αF i∇βF i

}
+

∫
dτd2θTr

(
− i

4
εαβ∇αΦa∇βΦa − igYM

3
εabcΦa[Φb,Φc]

)
,

(5.1)

where F i is the field-strength superfield for the real connection superfield Γα. See ap-

pendix B for our notations.
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The N = 2 gauge-fixing condition is

εαβDαΓβ = 0, (5.2)

If we expand the real connection superfield Γα as

Γα = χα + iA0θα +Xiγiαβθβ + dεαβθβ + 2εαβλβθ
2. (5.3)

Eq. (5.2) becomes

Ȧ0 = 0, d = 0, λα =
i

2
χ̇α. (5.4)

The N = 2 gauge-fixing introduces a ghost multiplet

C = α+ βαθα + iγθ2 (5.5)

with α and γ complex fermonic fields and βα a complex bosonic field. The ghost action is

Sghost =

∫
dτdθ2 Tr

{
i

2
εαβDαC̄∇βC

}
. (5.6)

Eq. (5.1) together with (5.6) gives the complete BFSS action in the N = 2 gauge (5.2).

5.2 The N = 2 ghost determinant

In the usual Wess-Zumino gauge-fixing, which breaks all supersymmetries, the eigenvalues

of the zero mode of A0 have the 2π periodicity coming from the large gauge transformation.

Or equivalently, the eigenvalues of the holonomy matrix U = exp
(∮
dτA0

)
are gauge

invariant. However, there is no such periodicity for the N = 2 gauge-fixing. To see this,

let us note the coupling between Xi, βα, and the gauge field A0 in the BFSS action,

Svec 3 (∂τX
i + i[A0, X

i])2,

Sghost 3 β̄α
(
β̇α +

i

2
[A0, βα]

)
+

1

2
γiαββ̄α[Xi, ββ ],

(5.7)

where γ1 = σ1, γ
2 = σ3. Note the curious 1/2 factor in the coupling between the β-ghost

and the gauge field. Suppose we shift one of the eigenvalues of A0 by 4π, then this can be

undone by shifting the momentum modes of Xi and βα by 2 and 1, respectively. However,

the coupling between Xi and βα is not invariant under this shift, so the 1/2 factor in the

gauge coupling of βα completely destroys the periodicity of the eigenvalues of A0.

In fact, the N = 2 gauge condition (5.2), (5.4) leaves no residual large gauge transfor-

mations (except for the constant gauge rotation). First consider the zero temperature case.

Recall the infinitesimal N = 2 gauge transformations form appendix A.2.1, generated by

Λ = Ω + iωαθα +Wθ2. The ones that preserve the gauge condition (5.2) obey

0 =
d

dτ

(
Ω̇ + i[A0,Ω] +

i

2
{χα, ωα}

)
,

0 = −W − 1

2
εαβ{χα, ωβ},

0 = ω̇α +
i

2
[A0, ωα] +

1

2
εαβ [χβ ,W ]− [λα,Ω] +

i

2

d

dτ
[χα,Ω]− 1

2
γiαβ [Xi, ωβ ].

(5.8)
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The last equation can also be written as

0 = ω̇α +
i

2
[A0, ωα] +

1

2
εαβ [χβ ,W ] +

i

2
[χα, Ω̇]− 1

2
γiαβ [Xi, ωβ ]. (5.9)

For generic χα, these conditions are satisfied only if ωα = 0, W = 0, and Ω̇ = 0. Therefore,

the residual unfixed gauge transformations are constant bosonic gauge rotations. This is

in contrast with the non-supersymmetric gauge fixing (Wess-Zumino gauge together with

Ȧ0 = 0) where Ω can be linear in time τ , provided that it also commutes with A0. In the

finite temperature case, the finite gauge transformations must be such that the bosonic

components of eΛ is periodic on the Euclidean time circle while the fermionic components

are anti-periodic. While in the case of non-supersymmetric gauge fixing, there are residual

large gauge transformations of the form eiζτ with [A0, ζ] = 0 and eiβζ = 1, in the case of

N = 2 gauge fixing the only residual gauge transformations are eΩ with constant bosonic

Ω. Therefore, in the latter case, the eigenvalues of A0 are not periodically identified, and

in the path integral we must integrate over all range of A0.

If we set χα to zero, the N = 2 ghost determinant as a functional of (constant) A0

and Xi is
det ′(∂τ + i[A0, ·])

det
(

(∂τ + i
2 [A0, ·])δαβ + 1

2γ
i
αβ [Xi, ·]

) . (5.10)

As already mentioned, if we further restrict to Xi = 0, this ghost determinant is invariant

under the shift of eigenvalues of βA0 by 4π, but not by 2π. The path integral measure in

A0 can be written in terms of the integration over its eigenvalues αj (j = 1, 2, · · · , N) as∫ N∏
i=1

dαi
∏
i<j

sin2(αij/2)

cos4(αij/4)
. (5.11)

In the large N limit, in terms of the eigenvalue distribution function ρ(α) (whose integral

is normalized to 1), the effective potential for α due to the ghost determinant is (when χα
and Xi are restricted to zero) N2 times

1

2

∫
dαdα′ρ(α)ρ(α′)

[
− ln sin2

(
α− α′

2

)
+ 2 ln cos2

(
α− α′

4

)]

=
∞∑
n=1

ρ2
n

n
− 2

∞∑
n=1

(−1)nρ2
n/2

n
=
∞∑
n=0

ρ2
n+ 1

2

n+ 1
2

,

(5.12)

where

ρn ≡
∫
dαρ(α) cos(nα). (5.13)

Note that the coupling of matter multiplets to the vector multiplet still respects the shift of

βA0 by 2π, and consequently, the effective action due to integrating out matter multiplets

should depend only on ρn for integer n and not ρn+ 1
2
. To minimize the effective action, one

would set ρn+ 1
2

to zero for all integer n, and effectively the eigenvalues no longer repel one

another. This is rather surprising. Let us note cautiously, however, that we have essentially

ignored the scalar Xi and fermion χα in the vector multiplet, in the above discussion.

Integrating them out could have important consequences on the effective action of A0.
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5.3 The free energy

To obtain the free energy for BFSS, one needs to incorporate the vector sector in a con-

sistent manner. For example, one could try to derive the effective action for the vector

multiplet by integrating out the matter multiplets, using the solutions to the one-loop

truncated Schwinger-Dyson equations of the Wess-Zumino quantum mechanics, around a

certain background of A0. It turns out that the Schwinger-Dyson equations are not partic-

ularly useful in solving the vector sector with the effective potential V (A0) generated by

the matter sector. The difficulty lies in that, the soft collinear approximation doesn’t hold

for the vector and ghost multiplet. Nonetheless, we can infer some properties of V (A0)

from our results.

Assuming that the matter sector has the same scaling behavior as in the N = 2 Wess-

Zumino matrix quantum mechanics, integrating out the matter sector to leading order in

β−1 generates an effective mass term for the vector multiplet

m2
V

∫
dτ Tr

(
A2

0 + (Xi)2 + χαχ̇α
)
, m2

V ≈
1

βσ0
∼ β2/5. (5.14)

In the more familiar case of non-supersymmetric gauge fixing, while typically the

effective potential for A0 drives the eigenvalues of A0 toward the origin, there is a competing

repelling effect between the eigenvalues due to the ghost determinant (or the measure in

the integration over the eigenvalues). Naively, the effective mass mV would be too small

to overcome the repelling of the eigenvalues. However, as seen in the previous subsection,

in the N = 2 gauge fixed path integral, the eigenvalues of A0 in fact do not repel, as

far as the coupling to matter multiplets is concerned, as the latter only knows about the

eigenvalues of A0 up to shifts by 2π/β. It then seems plausible that the free energy of the

vector multiplet coupled to matter multiplets is dominated by the contribution from the

matter multiplets alone, with the vector multiplet turned off. If this is the case, the free

energy of BFSS matrix quantum mechanics would have the same low temperature scaling

as the truncated Wess-Zumino quantum mechanics, and we would have βF ∼ −CT 6/5.

We do not know the source of the discrepancy between this 6/5 scaling exponent and the

9/5 as predicted from the gravity dual. Clearly, a better understanding of the dynamics of

the gauge multiplet, through perhaps a better set of truncated Schwinger-Dyson equations

that do capture the correct low temperature behavior, is needed.

Let us also note that, unlike the typical large N gauged matrix models with adjoint

matter, where one expects a Gross-Witten-Wadia phase transition [35, 36] going from high

temperatures to low temperatures, such a transition should be absent in the planar limit of

BFSS matrix quantum mechanics, because there is no Hawking-Page transition of the D0

black hole in the gravity dual, for temperatures of order 1 in units of the ’t Hooft coupling.

Previously, the authors of [26–28] studied the Schwinger-Dyson equations of this N = 2

gauge-fixed BFSS model (presented in appendix B.4), and produced numerical results for

the free energy. A βF ∼ β−1.7 scaling was found there, which appeared to be close to the

β−1.8 predicted by the dual black hole. However, this scaling was obtained by fitting the

numerical results within the inverse temperature range 1 < β < 4. If one modifies the fitting

range to, say, 0.25 < β < 4, the result already changes drastically. In addition, the numerics
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break down at β ∼ 6, essentially due to the ghost multiplet. In fact, the Schwinger-Dyson

equations for just the pure gauge system (B.57), (B.56) do not admit a real solution due to

the negative signs in the equations for ΠG
n and ΣG

r . When β > 6, the terms from coupling

to matter become smaller than the pure gauge terms, and it appears that no real solution

exists in this regime. Further, it is unclear to us why [27, 28] treated the gauge field as a

holonomy matrix model after gauge-fixing and including the ghosts in the S-D equations:

such a treatment would seem to double-count the ghost determinant. Though, this double-

counting turns out to have little effect on the numerical result for the free energy computed

from the S-D equations in the temperature range considered in [27, 28].

5.4 N = 4 gauge-fixing

As mentioned before, the N = 4 Wess-Zumino matrix quantum mechanics with SU(3)

flavor can be regarded as a deformation of BFSS. In N = 4 language, the BFSS action can

be written as

LBFSS = Tr

[(
− 1

4g2
YM

εαβWαWβ

∣∣∣
F

+ h.c.

)
+ Φ̄ae−2V Φa

∣∣∣
D

+

(
− i

6
√

2
gYMε

abcΦa[Φb,Φc]
∣∣∣
F

+ h.c.

)]
,

(5.15)

where V is a real superfield representing the vector multiplet and W is the field strength.

The advantage of writing the BFSS action in N = 4 language is that we can impose a

manifestly N = 4 supersymmetric gauge fixing condition

εα̇β̇D̄α̇D̄β̇V = 0. (5.16)

where V is the real superfield representing the vector multiplet. D̄α̇ is defined as

D̄α̇ = − ∂

∂θ̄α̇
− θγδγα̇∂τ (5.17)

Expanding the real superfield V (τ, θ, θ̄) as

V (τ, θ, θ̄) = R(τ) + θχ(τ) + θ̄χ̄(τ) + θθM(τ) + θ̄θ̄M̄(τ)

+ θαθ̄β̇
(
iδαβ̇A0(τ) + σi

αβ̇
Xi(τ)

)
+ θθθ̄λ̄(τ) + θ̄θ̄θλ(τ) +

1

2
θθθ̄θ̄D(τ),

(5.18)

then (5.16) implies

M = M̄ = 0,

λα = −1

2
δαβ̇ ˙̄χβ̇ , λ̄α̇ =

1

2
δβα̇χ̇

β

D = Ȧ0 −
1

2
R̈.

(5.19)

Note that since the lowest component field R(τ) is not zero in the N = 4 supersymmetric

gauge-fixing condition (5.16), there are infinitely many terms involving R(τ) in the action.

For now, we wish to decouple the vector multiplet and only study the matter (chiral)

multiplets described by the N = 4 Wess-Zumino quantum mechanics. This can be done by
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deforming the BFSS action with a superpotential δW = −i
6
√

2
κεabcTr (Φa[Φb,Φc]) and taking

κ/gYM →∞. Note that this deformation is in the same supermultiplet as Tr (ΦaΦ̄a), which

is presumably dual to a stringy mode in the bulk. Hence the gravity dual of the deformed

theory has a very stringy description.

5.5 Phases of BFSS

There can be different solutions to the one-loop truncated Schwinger-Dyson equations. In

section 4, we have only considered the solution to the N = 4 matter sector WZ model that

respects the SU(3) flavor symmetry. To obtain a solution where the SU(3) flavor symmetry

is spontaneously broken, we can take the zero mode self-energy σ0 of, say, Φ1 to be very

small, which corresponds to Φ1 being massless and can acquire a large vacuum expectation

value. This in turn generates large masses for Φ2 and Φ3. We can then integrate out Φ2 and

Φ3 and obtain some effective action for Φ1. In the effective action there are scattering states

described by wave packets at large Φ1, that becomes just that of the free theory of one

chiral superfield Φ1. The free energy is then given by N2 times the volume divergence from

the scattering states, which is certainly different from the β-scaling we found in section 4.

As already discussed, we expect these different solutions to the planar Schwinger-Dyson

equation to describe different phases of the theory at infinite N ; the tunneling from one

phase to another, which resembles the Hawking radiation of D0 black holes in the gravity

dual of BFSS matrix theory, is expected to be exponentially suppressed in the large N limit.

When the matter WZ model is coupled to the gauge multiplets, the ∼ N2 flat directions

are reduced to ∼ N flat directions, due to gauge symmetry. From the perspective of the

planar Schwinger-Dyson equation, there is no longer the singular solution that breaks the

SU(3) flavor symmetry, as the loops of gauge multiplets contribute to the self-energy of

all matter chiral multiplets. Given that the planar free energy is supposed to capture

metastable microstates of the D0 black hole, an intriguing question is whether one can

study quantitatively the tunneling amplitudes which are non-perturbative in 1/N , in the

framework of the Schwinger-Dyson equations. This is left for the future.

6 The high temperature limit

Compared to the low temperature analysis of BFSS in the previous sections, the Schwinger-

Dyson equations in the high temperature limit are much simpler to deal with, because the

nonzero modes are weakly coupled (the zero modes remain strongly coupled). Prior work

in this aspect includes [37], where the high temperature behavior of BFSS was studied

by first dimensionally reducing to IKKT matrix model, and then utilizing Monte Carlo

method to extract the two point functions. Here, we shall employ the one-loop truncated

Schwinger-Dyson equations to perform the integrating out procedure. Similar techniques

have also been applied to the bosonic IKKT matrix model in a 1/D expansion [38].

While the low temperature limit of BFSS matrix model describes a black hole in the

bulk, its high temperature limit corresponds to the stringy regime in the dual theory.

Therefore the high temperature analysis should tells us about the stringy black hole in the

bulk. Note that while the horizon size of such stringy black holes are small in units of
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the string length, they are large with respect to the Planck length determined by the local

string coupling (which goes to zero at large radii).

For the following analysis, we will work with the N = 2 gauge fixing, solve the one-

loop truncated Schwinger-Dyson equations in the β � 1 limit pertubatively, while keeping

the next to leading corrections to the self-energies of both zero and nonzero modes (the

appropriate expansion parameter in the high temperature turns out to be β3/2), and obtain

the free energy up to O(β3). Note that to obtain the next to leading correction to the free

energy, we only need to know the β3/2 corrections for the zero mode self-energies. We shall

also calculate the “size” of the bound state 〈R2〉β , and compare with the Monte Carlo

result from [37].

6.1 Schwinger-Dyson equations

At leading order, the Schwinger-Dyson equations reduce to those involving only the zero

modes, and those which determine the nonzero mode self-energies from the zero mode

self-energies. The equations for zero modes at leading order are

ΠM
0 =

4

βΠV
0

+
2

βµ
+

12

βΠM
0 (ΞM0 + 1)

,

ΠV
0 =

2

βΠV
0

+
14

βΠM
0

+
2

βµ
,

ΞM0 =
6

β(ΠM
0 )2

,

µ

2
=

2

βΠV
0

+
7

βΠM
0

,

(6.1)

whose solution is given by

ΠV
0 = µ =

b

β1/2
, ΠM

0 =
a

β1/2
, ΞM0 = d, (6.2)

with

b = c = 4.78511, a =
14

b− 4/b
= 3.54504, d =

6

a2
= 0.477429. (6.3)

Then one can readily obtain the leading self-energies for the nonzero modes

Boson : ΠM
n '

(
6b

7
− 38

7b

)
β−1/2, ΠV

n '
(
b− 8

b

)
β−1/2, ΞMn '

3

π2n2a
β3/2,

Fermion : ΣV
r '

2πr

β

(
b− 13

2b

)
β−1/2, ΣM

r '
β

2πr

6

7

(
b− 5

3b

)
β−1/2,

Ghost : ΠG
n '−

2

b
β−1/2, ΣG

r '
β

2πr

1

2b
β−1/2, ΞGn '

1

16π2n2
β3.

(6.4)

Proceeding to next order in β3/2, we find for zero modes,

Π
(1)M
0 = −2.52β, Π

(1)V
0 = −0.32β, Ξ

(1)M
0 = 0.68β3/2, µ(1) = 5.53β, (6.5)

while for nonzero modes, we have

β−1Π(1)M
n = 5.24183 +

0.0274248

n2
, β−1Π(1)V

n = 4.86502 +
0.131842

n2
. (6.6)

The detailed calculation is presented in appendix G.
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6.2 The free energy

Now that we have the self-energies, we can immediately obtain the free energy in the high

temperature limit. To leading order, we have

βF ' const + 6 logβ. (6.7)

This agrees with the numerical result in [28].

Taking into account the nonzero modes, and also the subleading correction to the

zero mode self-energies, we compute the free energy to the subheading order O(β3/2) in

appendix G,

βF = const + 6 logβ − 3.89872β3/2 +O(β3). (6.8)

6.3 Size of the wave function

From the knowledge about the self-energies of the scalar fields, we may calculate the ob-

servable that measures the size of the wave function,9

〈R2〉β ≡
1

N2
〈TrXiXi〉β +

1

N2
〈Trφaφa〉β , (6.9)

where
1

N2
〈TrXiXi〉β = 2β−1

∑
n

σ2
n,

1

N2
〈Trφaφa〉β = 7β−1

∑
n

∆2
n,

(6.10)

which to the leading order in high temperature expansion become

1

N2
〈TrXiXi〉β '

2

βΠV
0

=
2

b
β−1/2,

1

N2
〈Trφaφa〉β '

7

βΠM
0

=
7

a
β−1/2 = (

b

2
− 2

b
)β−1/2.

(6.11)

Hence we have,

〈R2〉β '
b

2
β−1/2(g2

YMN)
1
2 = 2.392gYMN

1/2T 1/2, (6.12)

where we have restored the ‘t Hooft coupling g2
YMN , which was set to 1 previously, by

dimensional analysis.10 In the dual supergravity geometry, the IIA D0 black hole has

radius r ∼ N1/5T 2/5 in the gYM = 1 unit, which agrees with the spread of the wave

function
√
〈R2〉β in the ’t Hooft region T ∼ N1/3.

In appendix G we continue to compute 〈R2〉β to the subleading order O(β),

〈R2〉β ≡ ω1β
−1/2 + ω2β +O(β5/2), (6.13)

where

ω1 =
b

2
= 2.392, ω2 =

µ(1)

2β
− 7

12
= 2.180. (6.14)

9Note that our normalization for the fields differs from [37] by a factor of
√
N .

10Recall that Xi has mass dimension 1 and g2YM has mass dimension 3.
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and µ(1) is the next-to-leading correction to the A0 self-energy. Note that ω1,2 will receive

corrections from higher-loop diagrams.

In [37], the authors computed 〈R2〉β numerically. To match the notation there, we

have ω1 = χ1, and ω2 = 4(χ3−χ4)
3 + 3

4 , where χ1 = 2.298, χ3 = 0.719 and χ4 = −0.082

according to Monte Carlo method, leading to ω1 = 2.298 and ω2 = 1.818 in [37].

7 Further discussions

7.1 More supersymmetric gauges

As discussed in [26–28], manifest off-shell SUSY is essential for solving the Schwinger-Dyson

equations. The importance of having an off-shell description can be seen from the fact that

our final solutions for the nonzero modes (1.6) respect the SUSY Ward identity (2.16),

which only makes sense for an off-shell SUSY formulation, to leading order in large β.

A related fact is that having kept the auxiliary field f explicit, all the couplings in the

N = 4 Wess-Zumino quantum mechanics are cubic. That is, the quartic interaction φ4 is

represented by the cubic coupling fφ2. It appears that having cubic couplings only is the

key for the soft collinear approximation (3.1) to work.

If we want to apply the soft collinear ansatz to Schwinger-Dyson equations for the

BFSS matrix model and thus solve them analytically, it seems crucial to trade every quartic

interaction with cubic couplings by “integrating in” auxiliary fields. Recall that the BFSS

action can be decomposed into a N = 4 vector multiplet V and three N = 4 chiral

superfields Φa with superpotential W = −i 1
6
√

2
gYMε

abcTr
(
Φa[Φb,Φc]

)
, see (5.15). The

quartic interactions among φ’s are already traded with cubic interactions involving the

auxiliary fields f . However, there are still quartic interaction between the vector and chiral

multiplets, e.g. from Dµφ
aDµφa. It would be desirable to trade these quartic couplings

with cubic couplings as we did for the self-interaction in the chiral multiplet.

Manifest N = 8 supersymmetric formulation using the harmonic superspace [39] pro-

vides a natural solution. In the N = 8 language, the BFSS matrix model consists of one

vector multiplet and one hypermultiplet. The action for the (gauged) hypermultiplet takes

a particularly simple form,

Shyper = −
∫
dudζ(−4)q̃+(D++ + V ++)q+. (7.1)

q+ is the (analytic) superfield representing the hypermultiplet and the + superscript labels

a U(1) charge which is not important here. D++ is a derivative acting on the u-space and

dudζ(−4) is the measure on the analytic superspace (the analog of chiral superspace in the

N = 4 case). ˜ is a special conjugation whose details are again not important. At last,

V ++ is the superfield for the vector multiplet.

The key observation here is that, in the harmonic superspace formulation, the couplings

between the hypermultiplet q+ and the vector multiplet V ++ are cubic. Note, however,

that vector multiplet self-interactions involve quartic and higher couplings.

The complication about the harmonic superspace formulation is that each superfield

contains infinitely many component fields when expanded with respect to u. Therefore, to
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preserve manifest N = 8 SUSY, we necessarily have to deal with infinitely many coupled

Schwinger-Dyson equations. An N = 8 supersymmetric gauge fixing condition

D++V ++ = 0 (7.2)

will kill all but a finite number of component fields in V ++. However, the hypermultiplet

superfield q+ still contains infinitely many component fields.

It may also be possible to formulate Schwinger-Dyson equations for BFSS matrix

theory with all N = 16 supersymmetries manifest, by working with a gauge fixed version

of the Batalin-Vilkovisky action written in terms of pure spinor superfields [40]. These are

left to future investigation.

7.2 Schwinger-Dyson equations for supersymmetric field theories in other di-

mensions

As another potential application of the technology we developed, one may employ the

loop truncated Schwinger-Dyson equations to supersymmetric field theories in more than

one dimension, and compute correlation functions and free energy along an entire RG

flow trajectory. We illustrate this with the example of the two-dimensional N = (2, 2)

Wess-Zumino model with Φ3 superpotential.

It is well known that the N = (2, 2) Landau-Ginzburg model, with the superspace

action

S =

∫
d2xd4θ Φ̄Φ−

∫
d2xd2θ

gΦk+2

k + 2
−
∫
d2xd2θ̄

gΦ̄k+2

k + 2
, (7.3)

flows to the k-th N = 2 minimal model in the infrared [41, 42]. The equivalence between

the IR fixed point of the Landau-Ginzburg model and the N = 2 minimal model has been

checked in many ways: the central charge of the SCFT at the fixed point was derived in [42],

the elliptic genus of the two theories were shown to agree [43], the integrable RG flow of the

2d N = 2 LG model was worked out in [44], and the exact S-matrices and the central charge

were determined along the entire RG trajectory [45]. However, apart from numerical results

obtained via lattice simulation [46, 47], the understanding of this RG flow is based on either

symmetry arguments (exact scaling dimension of Φ in the IR limit from the R-charge [42])

or very special integrable structure of the theory at the IR fixed point. The computation

of correlation functions along the entire RG flow is not straightforward in such approaches.

The loop truncated Schwinger-Dyson equations for the N = 2 LG model, on the

other hand, appear to provide a useful approximation and expansion scheme along the

entire flow. In particular, the one-loop Schwinger-Dyson equation already gives the correct

scaling dimension of the fields in the IR limit. For the moment, let us consider the zero

temperature limit of the one-loop truncated Schwinger-Dyson equations for the self-energies

of the matter multiplet. Unlike in the case of supersymmetric quantum mechanics, here the

solution to the S-D equations is non-singular in the zero temperature limit. Clearly, SUSY

Ward identity (C.24) is obeyed for the zero temperature solution, and we can express the

fermion and auxiliary field self-energies in terms of that of the scalar field. The one-loop
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S-D equation then takes the simple form

σ(p)

p2
= g2

∫
d2q

(2π)2

1

(q2 + σ(q)) ((p− q)2 + σ(p− q))
(7.4)

In the p→ 0 limit, the equation reduces to

σ(p)

p2
≈ g2

∫
d2q

(2π)2

1

σ(q)σ(p− q)
(7.5)

Hence we find the solution for the self-energy in the IR limit,

σ(p) ≈
Γ(1

3)

π1/3Γ(2
3)

g
2
3 p

4
3 . (7.6)

Indeed, we have rediscovered the 1
3 scaling dimension of Φ in the IR. While it may seem

that this simple computation of the IR scaling dimension is essentially equivalent to the

statement that the cubic superpotential is marginal in the IR, the Schwinger-Dyson equa-

tion is not specialized to the IR fixed point. One may solve (7.4) at all momenta p, which

gives an approximation for the self-energy of Φ along the entire RG flow. It appears that,

by taking into account higher loop corrections (the two-loop correction is absent and the

first correction comes in at three-loop), we will be able to obtain an expansion for exact

correlators along the RG flow.

In addition, one can calculate the free energy by solving the Schwinger-Dyson equations

at finite temperature. In this case, we discretize the momentum ~p → (p, 2πn
β ). The S-D

equations become an infinite set of coupled integrable equations. In the low temperature

limit, scale invariance determines the free energy up to an overall constant, F = −πcV T 2/6.

Here c is the central charge at the IR fixed point. It would be interesting to compute the

value of c by solving the loop truncated S-D equations, and compare the result to the k = 1

N = 2 minimal model value c = 1 (c = 3k
k+2 for the k-th minimal model). It would also

be interesting to see how the two-point function for Φ flows using the Schwinger-Dyson

equations. We leave these for future development.
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A Hawking decay rate of D0-branes

As argued in the introduction, a D0 black hole decays by emission of D0-branes. The fact

that these emitted D0-branes are unbounded by a D0 black hole background (1.1) is due to

the cancellation between the gravitational potential and the Ramond-Ramond potential in
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the DBI action for D0-branes. The decay rate of the black hole is governed by Hawking’s

formula [48]

Γ =

∞∑
n=1

∫
d9~k

(2π)9

σabsv

eβ(ω−µn) − 1
, (A.1)

where ~k is the spatial momentum, ω the energy, v = dω/dk the speed (given by the

dispersion relation at infinity), and n the D0-brane charge; σabs is the absorption cross

section and µ is the chemical potential for the D0-brane charge. The phase space and

thermal factors make the spectrum of the Hawking emission strongly peaked at ω ∼ 1/β.

The absorption cross section in the regime of interest can be obtained through a classical

computation of the capture cross section, or a semi-classical (WKB) computation of the

greybody factor and then summing over all partial waves. Here we present the latter.

A.1 Greybody factor

Consider a scalar field propagating in the D0 black hole background (1.1). Because su-

pergravity can only be trusted for r0 � N1/3lP , and this background is only a stable

solution r0 � N1/9lP , we shall take N1/9lP � r0 � N1/3lP .11 To incorporate the effects

of the graviton, the dilaton, and the Ramond-Ramond 1-form background altogether, it is

convenient to lift (1.1) to M-theory:

ds2
M = f(dx10 + C1)2 + f−1/2ds2

IIA

= fdx2
10 − (1 +A)dx10dt+

(1−A)2

4
f−1dt2 +A−1dr2 + r2dΩ2

8,

f =
c̃0Nl

9
P

R2
10r

7
, c̃0 ≡

15

2
, A = 1− r7

0

r7

(A.2)

where x10 is periodic under x10 ∼ x10 +2πR10, R10 = gsls, and lP ≡ (2πgs)
1/3ls. Note that

we have written all quantities in the M-theory scales lP and R10. To simplify the notation,

let us set the Planck length lP to 1, and rescale

x10 → x10R10, t→ t/R10, c̃0N → N. (A.3)

The Hawking temperature (1.2) is then

TH ≡
1

β
=

7

4π

√
r5

0

N
. (A.4)

In this background, the Klein-Gordon equation for the n-th Kaluza-Klein mode φ is(
−Ar−8∂rr

8A∂r − 2nω

(
1 +

R7

r7

)
+
AL2

r2

)
φ = 0, (A.5)

where L2 ≡ `(`+ 1) is the total angular momentum and

R7 ≡ Nω

2n

(
1− nr7

0

2Nω

)2

. (A.6)

11When 0 < r0 < N1/9, the solution (1.1) is unstable against the inhomogeneous 11D black hole back-

ground [5].
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Under a redefinition φ̃ ≡
√
r8Aφ, the Klein-Gordon equation turns into a standard wave-

in-an-effective potential problem

− ∂2
r φ̃+ Uφ̃ = 0, (A.7)

where

U ≡ A−1/2r−4∂2
r (r4A1/2)− 2nωA−2

(
1 +

R7

r7

)
+
A−1L2

r2
. (A.8)

The greybody factor is then just the transmission amplitude T of an incoming plane wave

in this potential. Due to the complicated form of U , we cannot solve the wave equa-

tion (A.7) exactly; instead, we will solve it for large and small r using the WKB method,

and then match the solutions in an overlapping region. We show the existence of such a

region presently.

The potential U (A.8) involves two natural scales, r0 and R. When ω � nr7
0/N ,

R7 ' nr14
0

8Nω
=
r7

0

4

nr7
0

2Nω
� r7

0, (A.9)

and when ω � nr7
0/2N ,

R7 ' Nω

2n
=
r7

0

4

2Nω

nr7
0

� r7
0. (A.10)

In either case, R� r0, so if we define the far region to be r � r0 and the near region to be

r � R, then we have an overlapping region r0 � r � R. The only part of the spectrum

where this fails is when ω ∼ nr70
2N . However, for ω ∼ nr70

2N � 1/β, the thermal factor

suppresses the emission of D0-branes exponentially, so the contribution from ω ∼ nr70
N is

negligible. Similarly, the phase space factor suppresses the contribution from ω . 1
nR2 ,

so we may neglect this region and assume nωR2 � 1. We will examine these two regions

more carefully at the end of the section.

In the far region r � r0, we can set A ' 1. In terms of ρ ≡ r/R, the wave equa-

tion (A.7) becomes

− ∂2
ρ φ̃+ V φ̃ = 0, (A.11)

where

V =
12 + L2

ρ2
− 2nωR2

(
1 +

1

ρ7

)
. (A.12)

To check if WKB is valid, let us compute

V ′ = −2

(
12 + L2

ρ3

)
+

14nωR2

ρ8
. (A.13)

For L2 ∼ 1, each of V and ∂ρV is dominated by the second term since nωR2 � 1, and so the

WKB criterion |∂ρV |2/|V |3 is small for all ρ. Hence WKB is valid, and the far solution is

φWKB
far ∝ ρ−4(−V )−1/4e±i

∫
dρ
√
−V . (A.14)

In the near region r0 < r � R, let us define ρ′ ≡ r/r0. Then the wave equation (A.7)

becomes

− ∂2
ρ′ φ̃+Wφ̃ = 0, (A.15)
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where

W = −1 + 4(24 + L2)ρ′7 + (8nωR7/r5
0)ρ′9 − 4(12 + L2)ρ′14

4ρ′2(1− ρ′7)2
. (A.16)

If L2 ∼ 1, then the ρ′9 term dominates over 1 and the ρ′7 term because both R/r0 and nωR2

are large, and because the range of ρ′ is bounded below by 1; the ρ′9 term also dominates

over the ρ′14 term because ρ′ � R/r0. Thus the potential can be approximated by

W ' −2nωR7

r5
0

ρ′7

(1− ρ′7)2
. (A.17)

The WKB criterion
|∂ρ′W |2

|W |3
' r5

0

2nωR7

49(1 + ρ′7)2

ρ′9
(A.18)

is peaked near ρ′ ∼ 1, the value thereof is small since both R/r0 and nωR2 are large. Hence

WKB is valid, and the near solution is

φWKB
near ∝ ρ′−4(−W )−1/4e±i

∫
dρ′
√
−W . (A.19)

Now we match the two solutions in the overlapping region r0 � r � R, which cor-

responds to ρ � 1 and ρ′ � 1. But the two sides match trivially, since the two solu-

tions (A.14) and (A.19) become the same in this region. The WKB method can give a

nontrivial reflection amplitude only if there exist turning points in the potential. Under our

assumptions, the potential (A.8) is well below 0 for the entire range of r, and therefore the

transmission amplitude T is just 1. However, the potential (A.8) has turning points when

L2 is large. From the approximate potential in the far region (A.12), this happens when

12 + L2 >

(
2

5

)1/7

L2
max, L2

max ≡ 2nωR2. (A.20)

It is not hard to see that the exact potential (A.8) gives the same bound up to multiplication

by an O(1) constant and subleading order corrections. If L2 exceeds the threshold, then

the potential barrier will provide an exponential suppression of the transmission amplitude.

A.2 Partial wave summation

The absorption cross section is related to the greybody factor by [49]

σabs =
∞∑
`=0

σ`abs, (A.21)

where

σ`abs = 27π7/2Γ(7/2)(`+ 7/2)

(
`+ 6

`

)
T
k8

(A.22)

is the absorption cross section for each partial wave. Let `max be defined such that L2
max =

`max(`max + 1), then because T ' 1 for ` < `max and T is exponentially suppressed for

` > `max, we can approximate the sum (A.21) by a hard cutoff

σabs '
`max∑
`=0

σ`abs '
27π7/2Γ(7/2)

8× 6!

`8max

k8
, (A.23)
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where

`max '
√
L2

max '
√

2nωR. (A.24)

Note that even though we have kept the prefactor, corrections to the hard cutoff approx-

imation will multiply this prefactor by an O(1) constant, so one should not take its value

too seriously.

A.3 Decay rate

We are now ready to compute the decay rate. The dispersion relation at infinity is ω =

k2/2n, so v = k/n =
√

2ω/n and d9~k = ((2n)9/2π9/2/Γ(9/2)) ω7/2dω. The chemical

potential is12

µdt = C1|r=r0 = − r7
0

2N
dt. (A.25)

Putting these together, the decay rate is

Γ ' 24

8!π

∞∑
n=1

n4e−nβr
7
0/2N

∫ ∞
0

dω
ω4R8

eβω − 1
. (A.26)

Due to the exponential suppression from the thermal factor, the dominant contribution to

Γ comes from ω � nr7
0/2N , where (A.6) can be approximated by

R7 ' nr14
0

8Nω
. (A.27)

Then

Γ ' 24/7

8!π

r16
0

N8/7

∞∑
n=1

n36/7e−nβr
7
0/2N

∫ ∞
0

dω
ω20/7

eβω − 1

' 24/7Γ(27/7)ζ(27/7)

8!π

r16
0

N8/7β27/7
e−βr

7
0/2N ,

' 24/7Γ(27/7)ζ(27/7)

8!π

(
7

4π

)27/7 r
359/14
0

N43/14
e−(2π/7)

√
r90/N .

(A.28)

where the sum over n is replaced by the n = 1 term because βr7
0/N ∼

√
r9

0/N � 1. To con-

form with the units in the rest of the paper, one can undo the rescalings (A.3) and restore lP .

Now let us examine the regions ω ∼ nr7
0/2N and ω . 1/nR2 where the computation of

T in appendix A.1 fails. For ω ∼ nr7
0/2N , we lose the overlapping region because the two

terms in the brackets in (A.6) may cancel to give a small R. However, looking at the range

of L2 (A.20) for which T becomes exponentially suppressed, we see that a smaller value of

R only lowers the hard cutoff and makes the contribution to Γ smaller. Since we already get

an exponential suppression from the thermal factor, we can safely neglect the contribution

from this region. For ω . 1/nR2, the cutoff is at most O(1), so the suppression from the

phase space factor again allows us to neglect its contribution.

12It is the difference between the gauge potential at the horizon and that at the “far-horizon” infinity,

which is 0 by our gauge choice. Alternatively, without going to far-horizon, it can be fixed by the first law

where one uses the regularized ADM mass for the black hole.
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B 1D N = 2 SUSY

In this appendix we will discuss the structure of 1D N = 2 SUSY, the vector and the matter

multiplet. It is previously discussed in [26]. We will work in the Euclidean signature.

B.1 Superspace

The (Euclidean) 1D N = 2 superspace consists of one bosonic coordinate τ and two real

Grassmann coordinates θα in the vector representation of R-symmetry group SO(2)R. We

choose the SO(2)R Dirac matrices to be real and symmetric, γ1 = σ1 and γ2 = σ3, where

σi are the standard Pauli matrices.

There are two invariant symbols, δαβ and εαβ , which represent the inner and exterior

products for 2D vectors. We normalize them by δ11 = δ22 = 1, δ12 = δ21 = 0, and

ε12 = −ε21 = 1, ε11 = ε22 = 0. If we were to distinguish upper with lower indices, there is

a potential confusion whether one uses δαβ or εαβ to raise and lower the index. To avoid

this ambiguity, we will write every index downstairs.

Let us define

θ2 ≡ i

2
εαβθαθβ ⇔ θαθβ = −iεαβθ2, (B.1)

so that θ2 is real.13 We define our fermionic integral measure such that∫
d2θ θ2 = 1. (B.2)

Given a 2× 2 matrix Bαβ , we can expand it as

Bαβ =
1

2
Bρρδαβ +

1

2
γiρσBρσγ

i
αβ +

1

2
ερσBρσεαβ . (B.3)

Some useful identities are

εαγεβγ = δαβ , εαγεβδ = δαβδγδ − δαδδβγ ,

εαγγ
i
γβ = εijγjαβ , γiαβγ

j
αβ = 2δij ,

γiαβγ
i
ρσ = δαρδβσ + δασδβρ − δαβδρσ,

εγδγ
i
αγγ

j
βδ = −εijδαβ − δijεαβ .

(B.4)

The supercharges and super-derivatives are

Qα =
∂

∂θα
− θα∂τ , (B.5)

Dα =
∂

∂θα
+ θα∂τ , (B.6)

They obey the algebra

{Qα, Qβ} = −2δαβ∂τ , (B.7)

{Qα, Dβ} = 0, (B.8)

{Dα, Dβ} = 2δαβ∂τ . (B.9)

13By real we mean the it is real when we Wick rotate to the Lorentzian signature. This will always be

assumed implicitly in the following.
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B.2 Vector multiplet

B.2.1 Connections

The vector multiplet is constructed as follows. We first introduce a real connection on

superspace

∇α = Dα + Γα, (B.10)

∇τ = ∂τ + iΓτ . (B.11)

Note that Γα is an anticommuting real superfield while Γτ is a commuting real superfield.

For reason that will become clear in a minute, Γτ is determined by Γα by a constraint

equation, so we only have to expand the real connection Γα as

Γα = χα + iA0θα +Xiγiαβθβ + dεαβθβ + 2εαβλβθ
2. (B.12)

The super gauge transformations are

δΛΓα = i∇αΛ = iDαΛ + i[Γα,Λ], (B.13)

δΛΓτ = ∇τΛ = ∂τΛ + i[Γτ ,Λ], (B.14)

with Λ a real superfield. If we expand

Λ = Ω + iωαθα +Wθ2, (B.15)

then the super gauge transformation in the component form is

δΛχα = ωα + i[χα,Ω], (B.16)

δΛA0 = Ω̇ + i[A0,Ω] +
i

2
{χα, ωα}, (B.17)

δΛX
i = i[Xi,Ω]− 1

2
γiαβ{χα, ωβ}, (B.18)

δΛd = −W + i[d,Ω]− 1

2
εαβ{χα, ωβ}, (B.19)

δΛλα = − i
2
ω̇α−

i

2
εαβ [χβ ,W ]+i[λα,Ω]+

1

2
[A0, ωα]+

i

2
γiαβ [Xi, ωβ ]− i

2
εαβ [d, ωβ ]. (B.20)

B.2.2 Supersymmetry transformations

The SUSY transformations are generated by Qα in the following way

δεΓα = εβQβΓα

⇒ δεχα = iεαA0 + εβγ
i
βαX

i + εβεαβd, (B.21)

δεA0 = εαλα −
i

2
εαχ̇α, (B.22)

δεX
i = −iγiαβεαλβ +

1

2
γiαβεαχ̇β , (B.23)

δεd = −iεαβεαλβ −
1

2
εαβεαχ̇β , (B.24)

δελα =
1

2
εαȦ0 +

i

2
εβẊ

iγiαβ −
i

2
εβ ḋεαβ . (B.25)
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B.2.3 Field strengths

The field strengths Fαβ and Fα are

{∇α,∇β} = 2δαβ∇τ + Fαβ , (B.26)

[∇τ ,∇α] = −iFα. (B.27)

Explicitly, they are given by

Fαβ = DαΓβ +DβΓα + {Γα,Γβ} − 2iδαβΓτ , (B.28)

Fα = i∂τΓα +DαΓτ − [Γτ ,Γα]. (B.29)

Under super gauge transformations, the field strengths transform covariantly:

δΛFαβ = i[Fαβ ,Λ], (B.30)

δΛFα = i[Fα,Λ]. (B.31)

Note that the lowest component (θ = 0) of the field strength is neutral under the super

gauge transformations which depend on θ.

Next we impose the constraint δαβFαβ = 0, from which we can express Γτ in terms of

others

Γτ = − i
2

(DαΓα + ΓαΓα) . (B.32)

Note the super gauge transformations (B.13) and (B.14) are compatible with the con-

straint (B.32). Now Fαβ is a symmetric traceless matrix, so it can be viewed as a vector

in SO(2)R by defining F i as

F i ≡ 1

4
γiαβFαβ =

1

2
γiαβ

(
D(αΓβ) + Γ(αΓβ)

)
(B.33)

B.2.4 Action

The 1D N = 2 super Yang-Mills action is given by

SYM =
1

g2
YM

∫
dτd2θTr

{
− 1

4

(
i

2
εαβ

)
∇αF i∇βF i

}
(B.34)

In the Wess-Zumino gauge, the component fields χα and d in Γα are gauged away by

appropriately choosing the super gauge parameter ωα and W . While the part of the super

gauge symmetry is fixed by the Wess-Zumino gauge, we still have the conventional bosonic

gauge transformation generated by Ω. In the Wess-Zumino gauge, the expansion of the

real connection superfield reduces to

Γα = iA0θα +Xiγiαβθβ + 2εαβλβθ
2. (B.35)

The field strength F i in the component form is then

F i = Xi − iγiαβλαθβ + εij
(
iẊj − [A0, X

j ]
)
θ2. (B.36)
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The Yang-Mills action in the WZ gauge is

SYM =
1

g2
YM

∫
dτ Tr

{
1

2
λαD0λα −

1

2
λαγ

i
αβ [Xi, λβ ] (B.37)

+
1

2
D0X

iD0X
i − 1

4
[Xi, Xj ][Xi, Xj ]

}
, (B.38)

where D0 = ∂τ + i[A0, · ]. Note again that (B.38) is only invariant under the conventional

(bosonic) gauge transformation, but not under the super gauge transformation.

Next we want to write down the action without fixing a gauge. Define the “covariant”

component fields to be

Xi|cov ≡ F i|θ=0 =
1

2
γiαβ

(
D(αΓβ) + Γ(αΓβ)

)
|θ=0

= Xi +
1

2
γiαβχαχβ , (B.39)

A0|cov ≡ Γτ |θ=0 = −i1
2

(DαΓα + ΓαΓα) |θ=0

= A0 − i
1

2
χαχα (B.40)

λα|cov ≡ Fα|θ=0 = i∂τΓα +DαΓτ − [Γτ ,Γα]|θ=0

= λα +
i

2
χ̇α −

1

2
[A0, χα]− i

2
γiαβ [Xi, χβ ] +

i

2
εαβ [d, χβ ]− i

2
[χα, χβχβ ] (B.41)

To obtain the vector multiplet action without fixing a gauge, one has to find a extension

of (B.38) such that it is invariant under the full super gauge transformation. Suppose we

replace every Xi, A0, and λα in (B.38) by Xi|cov, A0|cov, and λα|cov defined above, then

the action is still invariant under the conventional gauge transformation because the gauge

indices are properly contracted and the derivatives always appear in the form of gauge

covariant derivatives D0. In addition, since the covariant fields are the lowest components

of F i, Fα, and Γτ , they are neutral under gauge transformations that depend on θ. As

a result, the new action is invariant under the full super gauge transformation as desired.

Thus the 1D N = 2 super Yang-Mills action is given by (B.38) with every component field

replaced by the covariant component fields defined in (B.39)–(B.41)

B.3 Matter multiplet

Consider a real scalar superfield Φ in the adjoint representation of the gauge group:

Φ = φ+ iψαθα + ifθ2. (B.42)

where the i in front of f is such that the kinetic term for f has the right sign. The SUSY

transformations are

δεΦ = εαQαΦ (B.43)

⇒ δεφ = −iεαψα, (B.44)

δεψα = −iεβfεαβ + iεαφ̇, (B.45)

– 40 –



J
H
E
P
0
5
(
2
0
1
5
)
1
3
6

δεf = εαεαβψ̇β . (B.46)

The super gauge transformation is

δΛΦ = i[Φ,Λ] (B.47)

Written in terms of the component fields, we have

δΛφ = i[φ,Ω], (B.48)

δΛψα = i[ψα,Ω] + i[φ, ωα], (B.49)

δΛf = εαβ{ψα, ωβ}+ i[f,Ω] + i[φ,W ]. (B.50)

The action we will consider is

SM =

∫
dτd2θTr

(
− i

4
εαβ∇αΦa∇βΦa − igYM

3
εabcΦa[Φb,Φc]

)
, (B.51)

where a is in some representation of the flavor symmetry G and εabc is a totally antisymmet-

ric G-invariant tensor. If we write the BFSS action in the N = 2 language, then it consists

of one vector multiplet and the matter multiplet in the 7 of the the flavor symmetry G2.

B.4 Schwinger-Dyson equations for BFSS in the N = 2 language

Let us write down the one-loop truncated Schwinger-Dyson equations for BFSS with mani-

fest N = 2 supersymmetry. The full action is Svec +Smatter +Sghost given in (5.1) and (5.6).

Let us denote the propagators for the vector, matter, and ghost multiplets by

vector : σ2
n, ar,

matter : ∆2
n, gr, ε2n,

ghost : sn, tr, un,

(B.52)

and write them in terms of the self-energies as

σ2
n =

1

(2πn
β )2 + ΠV

n

, ar =
i

(2πr
β )3 + ΣV

r

,

∆2
n =

1

(2πn
β )2 + ΠM

n

, gr = − i
2πr
β + ΣM

r

, ε2n =
1

1 + ΞMn
,

sn = − 1

(2πn
β )2 + ΠG

n

, tr = − i
2πr
β + ΣG

r

, un =
1

1 + ΞGn
.

(B.53)

There is also a propagator for the zero mode of the gauge field, 〈A00A00〉 = ρ2
0 = 1/µ,

where A00 is normalized by A0 = β−
1
2A00.

The one-loop truncated Schwinger-Dyson equations are

ΠV
n =

2

β

∑
m

1

( 2πm
β )2 + ΠV

m

− 3

β

∑
r

1

( 2πr
β )2 + β

2πrΣVr
+

14

β

∑
m

1

( 2πm
β )2 + ΠM

m

+
14

β

∑
r

1

( 2πr
β + ΣMr )( 2π(n−r)

β + ΣMn−r)
− 1

β

∑
r

1

( 2πr
β + ΣGr )( 2π(n−r)

β + ΣGn−r)
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+
2

βµ
− 8

βµ

1

1 + ( β
2πn )2ΠV

n

,

ΣVr =
3

β

2πr

β

∑
m

1

( 2πm
β )2 + ΠV

m

− 4

β

2πr

β

∑
s

1

( 2πs
β )2 + β

2πsΣVs
+

14

β

2πr

β

∑
m

1

( 2πm
β )2 + ΠM

m

+
5

2βµ

2πr

β
− 8

βµ

2πr

β

1

1 + ( β
2πr )3ΣVr

+
14

β

∑
n

1

(1 + ( β
2πn )2ΠM

n )( 2π(r−n)
β + ΣMr−n)

+
14

β

∑
n

1

(1 + ΞMn )( 2π(r−n)
β + ΣMr−n)

− 1

β

∑
n

1

(1 + ΞGn )( 2π(r−n)
β + ΣGr−n)

− 1

β

∑
n

1

(1 + ( β
2πn )2ΠG

n )( 2π(r−n)
β + ΣGr−n)

, (B.54)

ΠM
n =

4

β

∑
m

1

( 2πm
β )2 + ΠV

m

− 4

β

∑
r

1

( 2πr
β )2 + β

2πrΣVr
+

12

β

∑
m

1

(( 2πm
β )2 + ΠM

m )(1 + ΞMn−m)

+
12

β

∑
r

1

( 2πr
β + ΣMr )( 2π(n−r)

β + ΣMn−r)
+

4

β

(
2πn

β

)2∑
r

1

(( 2πr
β )3 + ΣVr )( 2π(n−r)

β + ΣMn−r)

+
2

βµ
− 8

βµ

1

1 + ( β
2πn )2ΠM

n

,

ΣMr =
12

β

∑
n

1

(( 2πn
β )2 + ΠM

n )( 2π(r−n)
β + ΣMr−n)

+
2

β

∑
n

1

(1 + ( β
2πn )2ΠM

n )(( 2π(r−n)
β )3 + ΣVr−n)

+
2

β

∑
n

1

(1 + ΞMn )(( 2π(r−n)
β )3 + ΣVr−n)

+
4

β

∑
n

1

(( 2πn
β )2 + ΠV

n )( 2π(r−n)
β + ΣMr−n)

− 2

βµ

1
2πr
β + ΣMr

,

ΞMn =
6

β

∑
m

1

(( 2πm
β )2 + ΠM

m )(( 2π(n−m)
β )2 + ΠM

n−m)
+

4

β

∑
r

1

(( 2πr
β )3 + ΣVr )( 2π(n−r)

β + ΣMn−r)
,

(B.55)

ΠG
n =

1

β

(
2πn

β

)2∑
r

1

(( 2πr
β )3 + ΣVr )( 2π(n−r)

β + ΣGn−r)
− 2

βµ

1

1 + ( β
2πn )2ΠG

n

,

ΣGr =
1

β

∑
n

1

(( 2πn
β )2 + ΠV

n )( 2π(r−n)
β + ΣGr−n)

+
1

2β

∑
n

1

(1 + ΞGn )(( 2π(r−n)
β )3 + ΣVr−n)

+
1

2β

∑
n

1

(1 + ( β
2πn )2ΠG

n )(( 2π(r−n)
β )3 + ΣVr−n)

− 1

2βµ

1
2πr
β + ΣGr

,

ΞGn =
1

β

∑
r

1

(( 2πr
β )3 + ΣVr )( 2π(n−r)

β + ΣGn−r)
, (B.56)

µ

2
=

2

β

∑
n

1

( 2πn
β )2 + ΠV

n

− 5

2β

∑
r

1

( 2πr
β )2 + β

2πrΣVr
+

7

β

∑
n

1

( 2πn
β )2 + ΠM

n

− 4

β

∑
n

1

( 2πn
β + β

2πnΠV
n )2

+
4

β

∑
r

1

( 2πr
β + ( β

2πr )2ΣVr )2
− 14

β

∑
n

1

( 2πn
β + β

2πnΠM
n )2

+
7

β

∑
r

1

( 2πr
β + ΣMr )2

+
1

β

∑
n

1

( 2πn
β + β

2πnΠG
n )2
− 1

2β

∑
r

1

( 2πr
β + ΣGr )2

. (B.57)
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B.5 Free energy of BFSS in the N = 2 gauge-fixing condition

The free energy can be approximated using the mean-field method [26]. It consists of four

parts,

βF0 = −1

2
log µ−

∑
l

log σ2
l +

∑
r

log ar −
7

2

∑
l

log ∆2
l + 7

∑
r

log gr

− 7

2

∑
l

log ε2l +
∑
l 6=0

log sl − 2
∑
r

log tr +
∑
l

log ul, (B.58)

βF2 =
∑
l

((
2πl

β

)2

σ2
l − 1

)
+
∑
r

(
i

(
2πr

β

)3

ar + 1

)
+

7

2

∑
l

((
2πl

β

)2

∆2
l − 1

)

+ 7
∑
r

(
−i2πr

β
gr + 1

)
+

7

2

∑
l

(
ε2l − 1

)
+
∑
l 6=0

((
2πl

β

)2

sl + 1

)

+ 2
∑
r

(
i
2πr

β
tr − 1

)
−
∑
l

(ul − 1) , (B.59)

βF4 = − 2

β

∑
r,s

2πr

β

2πs

β
aras +

3i

β

∑
l,r

2πr

β
arσ

2
l +

1

β

∑
l,m

σ2
l σ

2
m +

14

β

∑
l,m

∆2
l σ

2
m

+
14i

β

∑
l,r

∆2
l

2πr

β
ar +

7

β

∑
l

∆2
l

µ
+

5i

2β

∑
r

2πr

β

ar
µ

+
2

β

∑
l

σ2
l

µ
, (B.60)

βF3 = − 4

β

∑
l

(
2πl

β

)2σ4
l

µ
− 4

β

∑
r

(
2πr

β

)4a2
r

µ
+

14

β

∑
l+r+s=0

(
2πr

β

)2

∆2
l args

+
14

β

∑
l+r+s=0

ε2l args −
14

β

∑
l+r+s=0

σ2
l grgs −

14

β

∑
l

(
2πl

β

)2 ∆4
l

µ

− 7

β

∑
r

g2
r

µ
+

21

β

∑
l+m+n=0

∆2
l ∆

2
mε

2
n −

42

β

∑
l+r+s=0

∆2
l grgs (B.61)

+
1

β

∑
l+r+s=0

(
σ2
l trts − ultras +

(
2πl

β

)2

sltras

)

+
1

2β

∑
r

t2r
µ

+
1

β

∑
l

(
2πl

β

)2 s2
l

µ
.

Here βF0 is the free energy of the trial action, βF2 is that from the difference between the

quadratic part of the BFSS action and the trial action, and βF3 and βF4 from the cubic

and quartic couplings.

C 1D N = 4 SUSY

The 1D N = 4 superspace is the same as the 4D N = 1 superspace, so we will mostly

adopt the 4D notations here. We will work in the Euclidean signature.
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C.1 Superspace and convention

Let us start with the 4D N = 1 superspace. We will denote (2,1) and (1,2) of 4D rotation

group SO(4) = SU(2)` × SU(2)r by the lower α and α̇, respectively. The SO(4) invariant

symbols εαβ , εα̇β̇ and their inverses are normalized by

ε12 = ε1̇2̇ = +1, ε12 = ε1̇2̇ = −1. (C.1)

We also have two other SO(4) invariant symbols σµαα̇ and σ̄µα̇α with µ = 0, 1, 2, 3 defined as

σµαα̇ = (iI, ~σ),

σ̄µα̇α = εαβεα̇β̇σµ
ββ̇

= (iI,−~σ).
(C.2)

Under dimension reduction, the time direction is singled out and the SO(4) rotation group

is broken to the SO(3)R ∼= SU(2)R R-symmetry of the 1D quantum mechanics. In addition,

the 4D N = 1 SUSY theory has an U(1)R symmetry, so the full R-symmetry of the 1D

N = 4 quantum mechanics is U(1)R × SU(2)R. Note that the SU(2)R is embedded in the

4D rotation group SU(2)` × SU(2)r in such a way that the zeroth component of σµ and

σ̄µ, i.e. iδαβ̇ , is its invariant symbol.

The supercharges Qα, Q̄α̇ and the supercovariant derivatives Dα, D̄α̇ are defined as

Qα =
∂

∂θα
− δαβ̇ θ̄

β̇∂τ ,

Q̄α̇ = − ∂

∂θ̄α̇
+ δβα̇θ

β∂τ ,

Dα =
∂

∂θα
+ δαβ̇ θ̄

β̇∂τ ,

D̄α̇ = − ∂

∂θ̄α̇
− δβα̇θβ∂τ .

(C.3)

The only nontrivial anticommutators are

{Qα, Q̄α̇} = 2δαα̇∂τ , {Dα, D̄α̇} = −2δαα̇∂τ . (C.4)

As opposed to the N = 2 case, we will distinguish the upper index with the lower one.

The indices are raised and lowered by the invariant symbols εαβ , εαβ and their inverses,

ψα = εαβψβ , ψα = εαβψ
β , (C.5)

and similarly for the dotted indices. We introduce the following notation for the spinor

bilinear,
χψ = χαψα = −εαβχαψβ = ψχ,

ψχ = ψα̇χ
α̇ = εα̇β̇ψα̇χβ̇ = χψ.

(C.6)

In particular,

θαθβ =
1

2
θθεαβ , θαθβ = −1

2
θθεαβ ,

θ̄α̇θ̄β̇ = −1

2
θ̄θ̄εα̇β̇ , θ̄α̇θ̄β̇ =

1

2
θ̄θ̄εα̇β̇ .

(C.7)
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C.2 Chiral multiplet

The chiral superfield Φ(τ, θ, θ̄) satisfies

D̄ȧΦ(τ, θ, θ̄) = 0. (C.8)

We can solve this constraint by first introducing

y = τ + δαα̇θ
αθ̄α̇. (C.9)

By using D̄α̇θα = 0 and D̄α̇y = 0 we find that any superfield Φ(y, θ) that is a function of y

and θ is chiral.

We can expand Φ(y, θ) in terms of component fields,

Φa(y, θ) = φa(y) +
√

2ψaα(y)θα + ifa(y)θ2, (C.10)

with a being the index of some flavor symmetry group G. Note that we are working in the

Euclidean signature so there is an i for the auxiliary field f(y) to make its quadratic term

in the action positive.

The SUSY transformations are

[Qα, φ
a] = i

√
2ψaα, {Qα, ψaβ} =

√
2εαβf

a, [Qα, f
a] = 0,

[Qα, φ̄
a] = 0, {Qα, ψ̄aβ̇} = −i

√
2δαβ̇φ̇

a, [Qα, f̄
a] =

√
2δαβ̇ψ̇

aβ̇
.

[Q̄α̇, φ
a] = 0, {Q̄α̇, ψaβ} = −i

√
2δβα̇φ̇

a, [Q̄α̇, f
a] = −

√
2δβα̇ψ̇

aβ ,

[Q̄α̇, φ̄
a] = i

√
2ψ̄aα̇, {Q̄α̇, ψ̄aβ̇} = −

√
2εα̇β̇ f̄

a, [Q̄α̇, f̄
a] = 0.

(C.11)

The Lagrangian with a general superpotential W (Φ) is given by14

L =

∫
d2θd2θ̄ Φ̄Φ +

(∫
d2θ W (Φ) + h.c.

)
. (C.12)

C.3 Vector multiplet

Consider a real superfield V (τ, θ, θ̄) in the adjoint representation of some gauge group with

the following component field expansion

V (τ, θ, θ̄) = R(τ) + θχ+ θ̄χ̄(τ) + θθM(τ) + θ̄θ̄M̄(τ)

+ θaθ̄ḃ
(
iδaḃA0(τ) + σi

aḃ
Xi(τ)

)
+ θθθ̄λ̄(τ) + θ̄θ̄θλ(τ) +

1

2
θθθ̄θ̄D(τ).

(C.13)

The gauge transformation is

e−2V → e−2iΛ̄e−2V e2iΛ (C.14)

where Λ and Λ̄ are chiral and anti-chiral superfield, respectively.

The field-strength superfield is defined by

Wα = −1

8
D̄α̇D̄α̇e2VDαe−2V (C.15)

The kinetic action for the vector multiplet is then given by

L = Tr

(∫
d2θ

1

4g2
YM

WαWα + h.c.

)
. (C.16)

14Note that the complex conjugate is defined by first Wick rotating to Lorentzian signature, taking the

complex conjugate, and then Wick rotating back to the Euclidean signature.
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C.4 N = 4 SUSY Ward identities

The N = 4 SUSY Ward identities for the chiral multiplet can be similarly derived as in the

N = 2 case. We define the self-energies σ(p), η(p), and h(p) for the boson φa, the auxiliary

field fa, and the fermion ψaα, ψ̄aα to be

〈φ̄a(p)φb(−p)〉 =
δab

p2 + σ(p)
,

〈f̄a(p)f b(−p)〉 =
δab

1 + η(p)
,

〈ψ̄aα̇(p)ψbβ(−p)〉 = −i
δabδα̇β
p+ h(p)

,

(C.17)

respectively. Note that σ(−p) = σ(p), η(−p) = η(p), and h(−p) = −h(p).

The SUSY Ward identity is an exact relation between the exact propagators for fields

in the same SUSY multiplet. Suppose the SUSY is unbroken in the model, we have

0 = 〈{Qα, φa(τ)ψ̄b
β̇
(τ ′)}〉 = i

√
2〈ψaα(τ)ψ̄b

β̇
(τ ′)〉 − i

√
2δαβ̇〈φ

a(τ)
˙
φb(τ ′)〉. (C.18)

Going to the momentum space, this implies

〈ψ̄b
β̇
(p)ψaα(−p)〉 = −ipδαβ̇〈φ̄

a(p)φb(−p)〉 (C.19)

that is

σ(p) = ph(p). (C.20)

This is an exact relation between the self-energies for the boson φa and the fermion ψaα.

Similarly, we can consider

0 = 〈{Qα, ψaβ(τ)f̄ b(τ ′)}〉 =
√

2εαβ〈fa(τ)f̄ b(τ ′)〉 −
√

2δαγ̇〈ψaβ(τ)ψ̇
bγ̇

(τ ′)〉. (C.21)

In the momentum space it is

εαβ〈f̄ b(p)fa(−p)〉 = −ipδαγ̇εγ̇ρ̇〈ψ
b
ρ̇(p)ψ

a
β(−p)〉. (C.22)

Using εγ̇ρ̇δαγ̇δβρ̇ = −εαβ , we have

η(p) =
h(p)

p
. (C.23)

In summary, we have obtained the exact relation

h(p) =
σ(p)

p
= pη(p), (C.24)

which takes exactly the same form as in the N = 2 case (2.16).
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C.5 Vector multiplet zero mode action under N = 4 gauge-fixing

In this subsection we will truncate the vector multiplet action to the zero mode sector in

the N = 4 gauge-fixing condition (5.16). We only need to focus on the component fields

A0, X
i, and R since D = Ȧ0− 1

2R̈ is set to zero in the zero mode truncation. We will write

A0 and Xi collectively as Aµ with µ = 0, 1, 2, 3.

The field-strength superfield is

Wα = −1

8
D̄α̇D̄α̇e2VDαe−2V . (C.25)

To get the terms with only zero modes, we can replace every D in (C.25) by ∂/∂θ and

similarly for D̄. Using

exp
(

2R+ 2θαθ̄β̇σµ
αβ̇
Aµ

)
= e2R +

∫ 1

0
ds e2sR 2θαθ̄β̇σµ

αβ̇
Aµe

2(1−s)R

+

∫ 1

0
ds

∫ s

0
du e2uR 2θαθ̄β̇σµ

αβ̇
Aµe

2(s−u)R 2θγ θ̄δ̇σν
γδ̇
Aνe

2(1−s)R

= e2R + 2

∫ 1

0
ds e2sR θαθ̄β̇σµ

αβ̇
Aµe

2(1−s)R

− 2θ2θ̄2

∫ 1

0
ds

∫ s

0
du e2uRAµe

2(s−u)RAµe2(1−s)R,

(C.26)

we then expand

Wα = −2θα

∫ 1

0
ds

∫ s

0
du e2(1−u)RAµe

−2(s−u)RAµe−2(1−s)R

− θγεδ̇ε̇σµ
γδ̇
σναε̇

∫ 1

0
dse2sRAµe

2(1−s)R
∫ 1

0
due−2sRAνe

−2(1−s)R.

(C.27)

We can simplify the above equation by using the identity

εδ̇ε̇σµ
γδ̇
σναε̇ = εαβσ

µ

γδ̇
σνδ̇β = −εαγδµν − 2iεαβ(SµνL ) β

γ , (C.28)

where

(SµνL ) β
α =

i

4
(σµσ̄ν − σν σ̄µ) β

α . (C.29)

Now

Wα = θα

(
−2

∫ 1

0
ds

∫ s

0
du e2(1−u)RAµe

−2(s−u)RAµe−2(1−s)R

+

∫ 1

0
dse2sRAµe

2(1−s)R
∫ 1

0
due−2sRAµe−2(1−s)R

)
− 2i(SµνL ) δ

α θδ

∫ 1

0
dse2sRAµe

2(1−s)R
∫ 1

0
due−2sRAνe

−2(1−s)R,

(C.30)

where we have used εαβε
γδ = −δ γ

α δ δ
β + δ δ

α δ
γ
β and (SµνL ) α

α = 0. Note that in the case of

R = 0, only the term with SµνL survives and is contracted with [Aµ, Aν ], as expected in the

usual Wess-Zumino gauge.
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The zero mode terms in the Lagrangian can then be written as

L =
1

4g2
YM

εαβWαWβ

∣∣∣
F

+ h.c.

3 − 2

g2
YM

(
−2

∫ 1

0
ds

∫ s

0
du e2(1−u)RAµe

−2(s−u)RAµe−2(1−s)R

+

∫ 1

0
dse2sRAµe

2(1−s)R
∫ 1

0
due−2uRAµe−2(1−u)R

)2

− 2

g2
YM

[(δµρδνσ − δµσδνρ) + εµνρσ]A+
µA−ν A+

ρ A−σ ,

(C.31)

where

A±µ ≡
∫ 1

0
dse±2sRAµe

±2(1−s)R. (C.32)

We have used

(SµνL ) γ
α (SρσL ) α

γ =
1

2
(δµρδνσ − δµσδνρ) +

1

2
εµνρσ, (C.33)

with εµνρσ normalized as ε0123 = 1.

D Computation of xn

In the following we will frequently encounter divergent sums over integers or half-integers.

Since these divergences come from expanding propagators in series of say (2πn
β)2

, the sums

should be understood as regularized sums cut off at n ≈
√
β/σ0.

Using (3.5), (3.7) and (3.8), the equation for xn is

(1 + xn)2 =

[
2

βσ0

1
2πn
β + sn(1 + xn)−1

+An

][
2

βσ0

1
2πn
β + sn(1 + xn)

+Bn

]−1

, (D.1)

where

An =
1

πn

∑
k 6=0,n

n−k
k

1

sksn−k

1+xn−k
1+xk

+
∑
r

1

hrhn−r
+

β

2π|n|η0

√
βσ0

2

[1+O(β−6/5)
]

Bn =
1

π

∑
k 6=0,n

1

ksksn−k

1

(1 + xk)(1 + xn−k)

[
1 +O(β−6/5)

]
. (D.2)

Since An contains η0, to solve for xn we also need to know η0 to the relevant order,

η0 =
1

βσ2
0

+O(β3/5). (D.3)

The Schwinger-Dyson equation for xn can thus be written as

2

βσ0

(
2πn

β

)
(1 + xn)2 − 1

s2
n

= An − (1 + xn)2Bn +O(β−11/5), (D.4)
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or (
β

2πn

)2 2

β

n ∑
k 6=0,n

1

ksksn−k

(
1 + xn−k
1 + xk

− (1 + xn)2

(1 + xk)(1 + xn−k)

)

−
∑
k 6=0,n

1

sksn−k

1 + xn−k
1 + xk

+
∑
r

1

hrhn−r
+

β

2π|n|η0

√
βσ0

2


= (1 + xn)2 − 1 +O(β−3/5).

(D.5)

Note that the correction in replacing sn by s
(0)
n is of order O(β−3/5) because An − (1 +

xn)2Bn ∼ β−1. Write

sk = sign(k)

√
2

βσ0
+ s

(1)
k , hr = sign(r)

√
2

βσ0
+ h(1)

r , (D.6)

where s
(1)
k , h

(1)
r are of order β−2/5.

s
(1)
n can be determined by expanding the Schwinger-Dyson equation for sn as written

earlier. Let us also write for now the Schwinger-Dyson equation for hr to the relevant order,

hr =
2

βσ0

1

hr
+

1

π

∑
n 6=0

1

ksk(1 + xk)hr−k
+O(β−1). (D.7)

We have

s
(1)
k =

βσ0

4π

∑
6̀=0,k

sign(`)sign(k − `)
`

+O(β−1),

h(1)
r =

βσ0

4π

∑
6̀=0

sign(`)sign(r − `)
`

+O(β−1).

(D.8)

The equation for xn can be written as

(1 + xn)2 − 1

=

(
β

2πn

)2 2

β

βσ0

2
n
∑
k 6=0,n

sign(k)sign(n− k)

k

(
1 + xn−k
1 + xk

− (1 + xn)2

(1 + xk)(1 + xn−k)

)

−βσ0

2

∑
k 6=0,n

sign(k)sign(n− k)

(
1 + xn−k
1 + xk

− 1

)
(D.9)

+2

(
βσ0

2

) 3
2

∑
k 6=0,n

sign(n−k)s
(1)
k −

∑
r

sign(n−r)h(1)
r

+
β

2π|n|η0

√
βσ0

2

+O(β−3/5).

Note that we have set xn to zero in the third line since it is already of order β0. Using∑
k 6=0,n

sign(n− k)s
(1)
k −

∑
r

sign(n− r)h(1)
r (D.10)

=
βσ0

4π

∑
6̀=0

1

|`|

 ∑
k 6=0,n,`

sign(n− k)sign(k − `)−
∑
r

sign(n− r)sign(r − `)

+O(β−1),
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we have

2π2n2
[
(1+xn)2−1

]
=
β2σ0

2
n
∑
k 6=0,n

sign(k)sign(n−k)

k

(
1+xn−k
1+xk

− (1 + xn)2

(1+xk)(1+xn−k)

)

+

(
βσ0

2

) 5
2 β

π

∑
6̀=0

1

|`|

 ∑
k 6=0,n,`

sign(n− k)sign(k − `)−
∑
r

sign(n− r)sign(r − `)


+
β3σ2

0

2π|n|

√
βσ0

2
+O(β−3/5), (D.11)

where we have used η0 = 1/β2σ0 +O(β3/5). Note that on the r.h.s. , even though the β2σ0

term is naively of order β3/5, but the two pieces in the bracket cancel to leading order,

and so the term is actually of order β0. Without further cancellation, the whole r.h.s. is of

order 1. On the other hand, the l.h.s. is of order β−3/5. Therefore we have an inconsistency

unless the r.h.s. vanishes to leading order.

Write

xn =

(
βσ0

2

) 3
2 an
π

+O(β−6/5), (D.12)

where an → 0 as n→∞. We assume that an is of order 1. The equation for xn becomes

0 = 2n
∑
k 6=0,n

sign(k)sign(n− k)

k
(an−k − an) +

3

|n|
+O(β−3/5). (D.13)

Here we used∑
6̀=0

1

|`|

 ∑
k 6=0,n,`

sign(n− k)sign(k − `)−
∑
r

sign(n− r)sign(r − `)


=
∑
6̀=0

1

|`|
(sign(n)sign(`) + δn`) =

1

|n|
.

(D.14)

an now obeys the equation

4

[
sign(n)HN(|n| − 1) +

1

2n

]
an = 3

sign(n)

n2
+ 2

∑
k 6=0,n

sign(k)ak
|n− k|

. (D.15)

where

HN(m) ≡
m∑
k=1

1

k
. (D.16)

A solution is given by

an =
3

2|n|
, (D.17)

that is,

xn =

(
βσ0

2

) 3
2 3

2π|n|
+O(β−6/5). (D.18)

This confirms our intuition that SUSY Ward identity should hold for the nonzero modes to

leading order in the low temperature expansion (2.17) (xn essentially measures the violation

of the the SUSY Ward identity). Together with (3.7), (D.6), and (D.8), we have solved σn,

ηn, and hr to the next-to-leading order in large β expansion in terms of σ0.
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E Computation of s(1)n , h(1)
r , s(2)n and h(2)

r

In this appendix we will compute sn and hr to the second order, O(β−1). These terms are

relevant for solving the Schwinger-Dyson equation for σ0. Let us collect the equations for

sn and hr to the relevant order.

sn =

(
2

βσ0

)2 1

s3
n

(
1− 4πn

β

1

sn

)
+
AnBn
sn

+
2

βσ0

1

s2
n

[
An

1 + xn
+Bn(1 + xn)

]
+O(β−8/5)

=

(
2

βσ0

)2 1

s3
n

(
1− 4πn

β

1

sn

)
+
AnBn
sn

+
2

βσ0

1

s2
n

(An +Bn) +O(β−8/5),

hr =
2

βσ0

1
2πr
β + hr

+
1

π

∑
k 6=0

1

ksk(1 + xk)hr−k
+O(β−8/5)

=
2

βσ0

1

hr
− 4πr

β2σ0h2
r

+
1

π

∑
k 6=0

1

kskhr−k
− βσ0

2π

∑
k 6=0

sign(k)sign(r − k)

k
xk +O(β−8/5),

An =
1

πn

n ∑
k 6=0,n

1

ksksn−k
−
∑
k 6=0,n

1

sksn−k
+
∑
r

1

hrhn−r


+
βσ0

2π

∑
k 6=0,n

n− k
kn

sign(k)sign(n− k)(xn−k − xk) +
2sign(n)

π2n2

(
βσ0

2

) 5
2

+O(β−8/5),

Bn =
1

π

∑
k 6=0,n

1

ksksn−k
− βσ0

2π

∑
k 6=0,n

sign(k)sign(n− k)

k
(xk + xn−k) +O(β−8/5). (E.1)

Define

g =

√
βσ0

2
, Ck =

∑
`6=0,k

sign(`)sign(k − `)
`

. (E.2)

We can then write

sn = sign(n)g−1 +
g2

2π
Cn + s(2)

n ,

hr = sign(r)g−1 +
g2

2π
Cr + h(2)

n ,

(E.3)

with s
(2)
n and h

(2)
n of β−1 order. An and Bn can be expanded as

An =
g2

π
Cn −

g5

2π2

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

+
g5

π2n

∑
k 6=0,2n

(−1)ksign

(
n− k

2

)
C k

2

+
g2

π

∑
k 6=0,n

n− k
kn

sign(k)sign(n− k)(xn−k − xk) +
2sign(n)

π2n2
g5 +O(g8),

Bn =
g2

π
Cn −

g5

2π2

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

−g
2

π

∑
k 6=0,n

sign(k)sign(n− k)

k
(xk + xn−k) +O(g8). (E.4)
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The equations for sn and hr are equivalent to

(gsn)4 = 1− 4πn

βsn
+ g4AnBns

2
n + g2sn(An +Bn) +O(g9)

= 1− 4πn

βsn
+
g6

π2
C2
n +

2g4snCn
π

− g7sn
π2

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

+
g7sn
π2n

∑
k 6=0,2n

(−1)ksign

(
n− k

2

)
C k

2
− g4sn

π

∑
k 6=0,n

sign(k)sign(n− k)

k
(xk + xn−k)

+
g4sn
π

∑
k 6=0,n

n− k
kn

sign(k)sign(n− k)(xn−k − xk) +
2sign(n)

π2n2
g7sn +O(g9)

= 1− 4πg|n|
β

+
2g3sign(n)Cn

π
+

2g6C2
n

π2

− g
6

π2
sign(n)

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

+
g6

π2|n|
∑

k 6=0,2n

(−1)ksign

(
n− k

2

)
C k

2
− 2g3

π
sign(n)

∑
k 6=0,n

sign(k)sign(n− k)

k
xk

+
2

π2n2
g6 +O(g9), (E.5)

(ghr)
2 = 1− 2πr

βhr
+
g2hr
π

∑
k 6=0

1

kskhr−k
− g3

π
sign(r)

∑
k 6=0

sign(k)sign(r − k)

k
xk +O(g9)

= 1− 2πg|r|
β

+
g3

π
sign(r)Cr +

g6C2
r

2π2
− g6

2π2
sign(r)

∑
k 6=0

sign(r − k)Ck + sign(k)Cr−k
k

−g
3

π
sign(r)

∑
k 6=0

sign(k)sign(r − k)

k
xk +O(g9). (E.6)

s
(2)
n and h

(2)
r can then be solved to be

gs(2)
n = −gπn

β
+ sign(n)

g6

8π2
C2
n −

g6

4π2

∑
k 6=0,n

sign(n− k)Ck + sign(k)Cn−k
k

+
g6

4π2n

∑
k 6=0,2n

(−)ksign

(
n− k

2

)
Ck/2−

g3

2π

∑
k 6=0,n

sign(k)sign(n−k)xk
k

+
g6

2π2n2
+O(g9),

gh(2)
r = −gπr

β
+ sign(r)

g6

8π2
C2
r −

g6

4π2

∑
k 6=0

sign(r − k)Ck + sign(k)Cr−k
k

− g
3

2π

∑
k 6=0

sign(k)sign(r − k)xk
k

+O(g9), (E.7)

It follows that∑
n 6=0

(gsn)−2 −
∑
r

(ghr)
−2 =

∑
6̀=0

(−1)` − g3

π

∑
`6=0

(−1)`sign(`)C `
2

+
g6

2π2

∑
6̀=0

(−1)`C2
`
2
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− g6

2π2

∑
k 6=0

(−1)kC k
2

∑
n 6=0, k

2

sign(n− k
2 )sign(n)

n
+

2πg

β

∑
` 6=0

(−1)`| `
2
|

+
g6

2π2

∑
6̀=0

(−1)`sign(`)
∑
k 6=0, `

2

sign( `2 − k)Ck + sign(k)C `
2
−k

k

+
g3

π

∑
n 6=0

sign(n)
∑
k 6=0,n

sign(k)sign(n−k)xk
k

− g
3

π

∑
r

sign(r)
∑
k 6=0

sign(k)sign(r−k)

k
xk

−1

3
g6 +O(g9)

= −1− πg

2β
− 5g6

6
, (E.8)

where we have used ∑
n 6=0

(−)nC2
n/2 = −π

2

3
,

∑
6̀=0

(−1)`sign(`)
∑
k 6=0, `

2

sign(k)C `
2
−k

k
= −π

2

3
.

(E.9)

F Computation of the free energy

We will drop the overall N2Nf factor in the following. Let us compute βF0 first, the free

energy for the trial action S0,

βF0 =
1

2
ln
β2σ0

4π2
+

1

2
ln(1 + η0) (F.1)

+
∞∑
n=1

ln

[
2πn

β
+sn(1+xn)

]
+
∞∑
n=1

ln

[
2πn

β
+sn(1+xn)−1

]
−2
∑
r>0

ln

(
2πr

β
+hr

)

= const + g

 ∞∑
n 6=0

s
(2)
|n| −

∑
r

h
(2)
|r|

+ g
4π

β

( ∞∑
n=1

n−
∑
r>0

r

)
+

5

192
(βσ0)3 +O(β−9/5),

We leave the second and third term in the last line undone because they will be cancelled

by the terms in −1
2〈S

2
3〉0.

To compute −1
2〈S

2
3〉0, it will be convenient to recall our solutions for the propagators,

∆n =
β

2πn

1
2πn
β + sn(1 + xn)

=
β

2π|n|
g

[(
1 +

g3

2π
C|n| + gs

(2)
|n|

)
(1 + xn) + g

2π|n|
β

]−1

+O(β−1)

≡ ∆(0)
n + ∆(1)

n + ∆(2)
n +O(β−1),

∆(0)
n ≡

β

2π|n|
g, ∆(1)

n ≡ −
β

2π|n|
g

(
g3

2π
C|n| + xn

)
,

∆(2)
n ≡

β

2π|n|
g

(
−gs(2)

|n| +
g3

2π
C|n|xn − g

2π|n|
β

+
g6

4π2
C2
|n| + x2

n

)
.

(F.2)
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εn =
2πn

β

1
2πn
β + sn(1 + xn)−1

=
2π|n|
β

g

[(
1 +

g3

2π
C|n| + gs

(2)
|n|

)
(1− xn + x2

n) + g
2π|n|
β

]−1

+O(β−3)

≡ ε(0)
n + ε(1)

n + ε(2)
n +O(β−3),

ε(0)
n ≡

2π|n|
β

g, ε(1)
n ≡ −

2π|n|
β

g

(
g3

2π
C|n| − xn

)
,

ε(2)
n ≡

2π|n|
β

g

(
−gs(2)

|n| −
g3

2π
C|n|xn − g

2π|n|
β

+
g6

4π2
C2
|n|

)
.

(F.3)

gr =
1

2πr
β +hr

=g sign(r)

[
1+

g3

2π
C|r|+gh

(2)
|r| +g

2π|r|
β

]−1

≡g(0)
r +g(1)

r +g(2)
r +O(β−2),

g(0)
r ≡g sign(r), g(1)

r ≡− sign(r)
g4

2π
C|r|, g(2)

r ≡g sign(r)

(
−gh(2)

|r| +
g6

4π2
C2
|r|−g

2π|r|
β

)
.

(F.4)

Using the above,

−1

2
〈S2

3〉0 =
1

2βσ2
0(1 + η0)

+
2

βσ0

∞∑
n=1

∆nεn −
2

βσ0

∑
r>0

g2
r +

1

β(1 + η0)

∞∑
n=1

∆2
n

+
1

2β

∑
6̀=0

∑
n 6=0,`

∆n∆`−nε` +
1

β

∑
` 6=0

∑
r

grg`−r∆`

=
1

2βσ2
0(1 + η0)

+
2

βσ0
g2
∞∑
k=1

(−)k +
1

(1 + η0)

g2β

4π2

∞∑
n=1

1

n2
+

2

βσ0

∞∑
n=1

∆(1)
n ε(0)

n

+
2

βσ0

∞∑
n=1

∆(0)
n ε(1)

n −
4

βσ0

∑
r>0

g(0)
r g(1)

r +
2

βσ0

∞∑
n=1

∆(2)
n ε(0)

n +
2

βσ0

∞∑
n=1

∆(1)
n ε(1)

n

+
2

βσ0

∞∑
n=1

∆(0)
n ε(2)

n −
4

βσ0

∑
r>0

g(2)
r g(0)

r −
2

βσ0

∑
r>0

(g(1)
r )2

− g
3

4π

∑
6̀=0

sign(`)
∑
n 6=0,`

sign(`−n)sign(n)
`

(`−n)n
+
g3

2π

∑
` 6=0

sign(`)

`

∑
r

sign(r)sign(`−r)

+
1

β

∑
6̀=0

∑
n 6=0,`

∆(1)
n ∆

(0)
`−nε

(0)
` +

1

2β

∑
` 6=0

∑
n 6=0,`

∆(0)
n ∆

(0)
`−nε

(1)
` +

2

β

∑
`6=0

∑
r

g(1)
r g

(0)
`−r∆

(0)
`

+
1

β

∑
6̀=0

∑
r

g(0)
r g

(0)
`−r∆

(1)
` +O(β−9/5)

= −g

∞∑
n 6=0

s
(2)
|n|−

∑
r

h
(2)
|r|

−g4π

β

(∞∑
n=1

n−
∑
r>0

r

)
+

1

192
(βσ0)3+O(β−9/5) (F.5)

We see that the first two terms above cancel with the second and third term in βF0.
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G High temperature analysis of one-loop truncated N = 2 gauge-fixed

BFSS

In this appendix we will present the high temperature expansion to the subleading order

of the N = 2 Schwinger-Dyson equations in appendix B.4.

G.1 Subleading corrections to the self-energies

For the zero modes, the next-to-leading correction to the self-energies satisfies the following

equations (see appendix B.4), with a, b, c, d defined in (6.2),

Π
(1)M
0 =

4

β

∑
m 6=0

(
β

2πm

)2

− 4

β

∑
r

(
β

2πr

)2

+
12

β

∑
m 6=0

(
β

2πm

)2 1

1+ΞMm
− 12

β

∑
r

(
β

2πr

)2

− 2µ(1)

βµ2
− 4

β

Π
(1)V
0

(ΠV
0 )2
− 12

β

(
Π

(1)M
0

(ΠM
0 )2(ΞM0 + 1)

+
Ξ

(1)M
0

ΠM
0 (ΞM0 + 1)2

)

= −8β

3
− 2µ(1)

b2
− 4Π

(1)V
0

b2
− 12

Π
(1)M
0

a2(d+ 1)
− 12

β1/2

Ξ
(1)M
0

a(d+ 1)2
,

Π
(1)V
0 =

2

β

∑
m 6=0

(
β

2πm

)2

− 3

β

∑
r

(
β

2πr

)2

+
14

β

∑
m 6=0

(
β

2πm

)2

− 13

β

∑
r

(
β

2πr

)2

− 2µ(1)

βµ2
− 2

β

Π
(1)V
0

(ΠV
0 )2
− 14

β

Π
(1)M
0

(ΠM
0 )2

= −8β

3
− 2µ(1)

b2
− 2Π

(1)V
0

b2
− 14Π

(1)M
0

a2
,

Ξ
(1)M
0 = −12

β

Π
(1)M
0

(ΠM
0 )3

= −12β1/2Π
(1)M
0

a3
,

µ(1)

2
=

4β

3
− 2Π

(1)V
0

b2
− 7Π

(1)M
0

a2
,

(G.1)

where we have used ∑
m 6=0

1

π2m2
=

1

3
,

∑
r

1

π2r2
= 1.

(G.2)

The solution to these algebraic equations are,

Π
(1)M
0 = −2.52β, Π

(1)V
0 = −0.32β, Ξ

(1)M
0 = 0.68β3/2, µ(1) = 5.53β. (G.3)

Now for nonzero modes,

Π(1)M
n =

4

β

∑
m 6=0

(
β

2πm

)2

− 4

β

∑
r

(
β

2πr

)2

+
12

β

∑
m 6=0

(
β

2πm

)2
1

1 + ΞMn−m
+

12

β

∑
r

β

2πr

β

2π(n− r)

+
4

β

(
2πn

β

)2∑
r

(
β

2πr

)3
β

2π(n− r)
− 2µ(1)

βµ2
+

8µ(1)

βµ2
+

8

βµ

(
β

2πn

)2

ΠM
n
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− 4

β

Π
(1)V
0

(ΠV
0 )2
− 12

β

(
Π

(1)M
0

(ΠM
0 )2(ΞMn + 1)

+
Ξ
(1)M
n

ΠM
0 (ΞMn + 1)2

)

= βCMn +
6µ(1)

b2
− 4Π

(1)V
0

b2
− 12

Π
(1)M
0

a2
,

Π(1)V
n =

2

β

∑
m 6=0

(
β

2πm

)2

− 3

β

∑
r

(
β

2πr

)2

+
14

β

∑
m 6=0

(
β

2πm

)2

+
14

β

∑
r

β

2πr

β

2π(n− r)

− 1

β

∑
r

β

2πr

β

2π(n− r)
− 2µ(1)

βµ2
+

8µ(1)

βµ2
+

8

βµ

(
β

2πn

)2

ΠV
n −

2

β

Π
(1)V
0

(ΠV
0 )2
− 14

β

Π
(1)M
0

(ΠM
0 )2

= βCVn +
6µ(1)

b2
− 2Π

(1)V
0

b2
− 14Π

(1)M
0

a2
,

Ξ(1)M
n = O(β3),

µ(1)

2
=

2

β

∑
m 6=0

(
β

2πm

)2

− 5

2β

∑
r

(
β

2πr

)2

+
7

β

∑
m 6=0

(
β

2πm

)2

− 4

β

∑
m 6=0

(
β

2πm

)2

+
4

β

∑
r

(
β

2πr

)2

− 14

β

∑
m 6=0

(
β

2πm

)2

+
7

β

∑
r

(
β

2πr

)2

+
1

β

∑
m 6=0

(
β

2πm

)2

− 1

2β

∑
r

(
β

2πr

)2

− 2

β

Π
(1)V
0

(ΠV
0 )2
− 7

β

Π
(1)M
0

(ΠM
0 )2

= 2β

(
1− 1

3

)
− 2Π

(1)V
0

b2
− 7Π

(1)M
0

a2
=

4β

3
− 2Π

(1)V
0

b2
− 7Π

(1)M
0

a2
, (G.4)

where

CMn =
4

3
− 2

π2n2

(
9

a2 + 6
+

2(a− 6b)

ab2

)
,

CVn =
7

12
+

2

π2n2

(
1− 8

b2

)
.

(G.5)

We have used ∑
r

1

r(n− r)
= 0,

∑
r

1

r3(n− r)
=
π2

n2
. (G.6)

Therefore, from (6.3) and (G.3),

β−1Π(1)M
n =

4

3
− 1

π2n2

(
18

a2 + 6
+

4(a− 6b)

ab2

)
− 12Π

(1)M
0

βa2
− 4Π

(1)V
0

βb2
+

6µ(1)

βb2

= 5.24183 +
0.0274248

n2
,

β−1Π(1)V
n =

7

12
+

2

π2n2

(
1− 8

b2

)
− 14Π

(1)M
0

βa2
− 2Π

(1)V
0

βb2
+

6µ(1)

βb2

= 4.86502 +
0.131842

n2
.

(G.7)

G.2 Free energy in the high temperature limit

To leading order in β, the free energy receives only contribution from the bosonic sector.

Using the fact that ΠM
n and ΠV

n scales as β−1/2 (6.4), the same as their corresponding zero
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modes, we have

βF (0) = f(µ)− µ∂µf −
∑
l

log σ2
l −

7

2

∑
l

log ∆2
l

' 1

2
log µ+ 2log sinh

(
β(ΠV

0 )1/2

2

)
+ 7log sinh

(
β(ΠM

0 )1/2

2

)
' const + 6 log β.

(G.8)

The subleading contributions to the free energy come from the O(β3/2) corrections to the

zero mode self-energies and also the leading nonzero mode self-energies (relative to the

kinetic energy),

βF
(1)
0 =

Π
(1)V
0

Π
(0)V
0

+
7

2

Π
(1)M
0

Π
(0)M
0

+
7

2

Ξ
(1)M
0

1 + Ξ
(0)M
0

+
1

2

µ(1)

µ(0)

+
∑
l 6=0

(
β

2πl

)2

ΠV
l −

∑
r

(
β

2πr

)3

ΣV
r +

7

2

∑
l 6=0

(
β

2πl

)2

ΠM
l − 7

∑
r

β

2πr
ΣM
r

+
7

2

∑
l 6=0

ΞMl −
∑
l 6=0

(
β

2πl

)2

ΠG
l + 2

∑
r

β

2πr
ΣG
r , (G.9)

βF
(1)
2 = −

∑
l 6=0

(
β

2πl

)2

ΠV
l +

∑
r

(
β

2πr

)3

ΣV
r −

7

2

∑
l 6=0

(
β

2πl

)2

ΠM
l + 7

∑
r

β

2πr
ΣM
r

− 7

2

∑
l 6=0

ΞMl +
∑
l 6=0

(
β

2πl

)2

ΠG
l − 2

∑
r

β

2πr
ΣG
r −

7

2

ΞM0
1 + ΞM0

. (G.10)

Note that to this order

ΞM0
1 + ΞM0

' const +
Ξ

(1)M
0

1 + Ξ
(0)M
0

− Ξ
(1)M
0 Ξ

(0)M
0

(1 + Ξ
(0)M
0 )2

. (G.11)

Hence

βF
(1)
0 + βF

(1)
2 = β3/2

[
Π

(1)V
0

βb
+

7

2

Π
(1)M
0

βa
+

7

2

Ξ
(1)M
0 d

β3/2(1 + d)2
+

1

2

µ(1)

βb

]
. (G.12)
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βF3 and βF4 can be similarly computed to be

βF
(1)
3 ' − 4

βµ

∑
l 6=0

(
β

2πl
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+
4

βµ

∑
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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∑
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− 42Π
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0

βa(a2 + 6)

]
' −2.38766β3/2.

(G.13)

Up to an additive constant,

βF
(1)
4 '−
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∑
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∑
l 6=0

(
β

2πl

)2

− 14

βΠV
0 ΠM

0

(
Π

(1)V
0

ΠV
0

+
Π

(1)M
0

ΠM
0

)

+
14

βΠV
0 ΠM

0

(ΠV
0 +ΠM

0 )
∑
l 6=0

(
β

2πl

)2

− 14

βΠM
0

∑
r

(
β

2πr

)2

− 7

βµΠM
0

(
Π

(1)M
0

ΠM
0

+
µ(1)

µ

)

+
7

βµ

∑
l 6=0

(
β

2πl

)2
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l 6=0
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−12Π
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7βb3
− 3Π

(1)M
0 b
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+

6Π
(1)M
0

7βb
− Π

(1)V
0

βb
− µ(1)

2βb
− b

6
+

11
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)
β3/2

' −0.142172β3/2. (G.14)

Therefore,

βF (1) ' b

864

(
105b4 − 2338b2 − 2220

)
β3/2

' −3.89872β3/2.
(G.15)

Hence

βF = const + 6 logβ − 3.89872β3/2 +O(β3). (G.16)
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