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1 Introduction

Phase transitions are ubiquitous phenomena in nature. They play an important role in very

diverse contexts; from the boiling of the water for your spaghetti, to the large scale structure

of the universe, to DNA dynamics. During a phase transition the properties of a system can

change abruptly, often discontinuously, upon dialing an external parameter such as tem-

perature, pressure, or others. Differently from thermal phase transitions, quantum phase

transitions (QPT) [1, 2] occur at zero temperature T = 0 and at a precise critical value of an

external parameter g ≡ gc, i.e. the quantum critical point. Although absolute zero tempera-

ture is clearly physically not realizable, the consequences of the QPT extend also to a finite

temperature region near the critical point, known as quantum critical region (QCR) (see fig-

ure 1). More interestingly, inside the QCR, the critical nature of the system manifests itself

in unconventional but universal physical behaviors such as the linear in T scaling of the re-

sistivity in strange metals [3]. In recent years QPTs have attracted the interest of many the-

orists and experimentalists especially in the condensed matter community where more and

more examples are being discovered: from exotic magnetism, to high-Tc superconductivity

and metal-insulator transitions. Quantum phase transitions still represent a big scientific

challenge and robust and controllable theoretical models are still under investigation [4].

The presence of impurities or disorder is unavoidable in realistic situations and it can

have a deep impact on the physical features of a system and its behaviour across possible

phase transitions. The effects of disorder on quantum phase transitions are much stronger
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Figure 1. Left: sketch of the phase diagram as a function of the temperature T and the external

non-thermal parameter g. The quantum phase transition between the two phases happens at g ≡ gc
and T = 0 but it affects the physics of the system on a larger region extending towards the finite

temperature regime, i.e. the QCR (orange area). Right: the evolution of the order parameter P
across the quantum phase transition at T = 0. The black dashed line is the clean case where the

QPT is sharp while the orange line is the smeared disordered QPT.

than on their classical counterparts and they are subject of intense study in the present

days [5, 6]. The common lore to assess whether a phase transition is stable with respect

to a small amount of randomness relies on the so-called Harris criterion [7]. According

to that criterion, the phase transition will not be affected by the presence of disorder as

far as the correlation length critical exponent ν satisfies the inequality d ν > 2, with d the

number of spatial dimensions in which randomness is present.

The Harris criterion refers to the behaviour of the system at large length scales and

it is not able to capture possible existing features at finite length scale. It thus represents

a necessary condition for the stability of a clean critical point, but not a sufficient one.

In other words disorder is defined as Harris-irrelevant if its effects become less and less

important at larger scale. It is nowadays clear that such a criterion has to be completed

and new effects, i.e. rare regions effects, play a fundamental role in disordered QPTs [8, 9].

In particular the generic consequence of disorder is to smear the sharp quantum phase

transition (see figure 1) [10, 11].

The smearing or rounding of the sharp QPTs is believed to be a direct manifestation

of the so-called rare regions or Griffiths effects [12–14]. First experimentally observed in

quantum magnets [11], these phenomena appear in a variety of systems, ranging from

classical Ising magnets with planar defects [15] to nonequilibrium spreading transitions

in the contact process [16]. Furthermore, disorder correlations are of special relevance

for QPTs; even short-range correlations can qualitatively modify quantum smeared phase

transitions. Concretely positive correlations (like in the case of impurity atoms which

attract each other) have been shown to enhance the smearing of the transition [17–19].

The understanding of the physics of disordered quantum phase transitions is just at a

preliminary stage and a complete classification of the various scenarios is still lacking.
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Holography, also known as gauge-gravity duality, has emerged in the last decade as a

powerful and effective framework to tackle condensed matter questions dealing with quan-

tum criticality and strongly correlated systems [20–22]. Quantum phase transitions have

been already realized in holography in various forms [23–31]. The idea is that, dialing an ex-

ternal parameter g on top of an extremal T = 0 gravitational setup, a specific order param-

eter P1 can emerge at a critical value g ≡ gc and induce a quantum transition between two

different phases, i.e. two qualitatively different solutions of the bulk equations of motion. As

a benchmark example we will consider in this paper the holographic quantum phase transi-

tion from a topologically nontrivial Weyl semimetal to a trivial one introduced in [26, 33].

Weyl semimetals are materials featuring crossing of bands at isolated, non degenerate

points, i.e. Weyl nodes, in the Brillouin zone at the Fermi level [34–38]. Crucially, the

effective description of the degrees of freedom close to these points is that of relativistic

fermions. This implies, among others, that anomaly effects related to chiral fermions are

present in these materials.

Anomalies play a fundamental role in high energy physics [39] and lead to concrete

physical manifestations such as the decay of the neutral Pion to two photons. The observa-

tion that anomalies can also have a leading impact on condensed matter is somehow more

surprising and recent. It is now well established that anomalies can be responsible for new

and unexpected transport phenomena in real materials, referred as anomalous transport

(see [40] for a review on the subject). Anomaly induced transport has been experimentally

tested in Weyl and Dirac semimetals [41–44].

An effective low energy description of a Weyl semimetal can be realized in terms

of fermions satisfying a Lorentz massive Dirac equation with a time reversal breaking

parameter b [45]: (
i /∂ − M + γ5 γzb

)
Ψ = 0 . (1.1)

The parameter b induces a shift in the momenta of the left and right handed Weyl fermions.2

This model features a topological phase transition from a Weyl semimetal to a topologically

trivial (massive fermions) phase. For b2 > M2 there are two Weyl nodes in the band struc-

ture which are separated in momentum space by the effective parameter beff =
√
b2 −M2.

In this case the system lies in a topologically non trivial phase, i.e. the Weyl semimetal

phase. On the contrary for b2 < M2 the theory becomes gapped with the gap being

∆ =
√
M2 − b2 and the system exhibits a topologically trivial insulating state. In other

words a topological quantum phase transition appears at b/M = 1 and exactly zero tem-

perature. The order parameter for the QPT is the so-called anomalous Hall conductivity

1Note that in our case the order parameter will be the anomalous Hall conductivity and therefore

given by two point function of a current operator. An analogous situation appears within the realm of

metal-insulator transitions [32] which have been studied in holography for example in [29–31]. This is in

contrast with the “Landau-Ginzburg-Wilson” paradigm of phase transitions where the order parameter is

the vacuum expectation value of a local operator.
2As a consequence of the Nielsen-Ninomiya theorem [46] left- and right-handed Weyl nodes in a lattice

appear always in pairs.
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Figure 2. Sketch of the Weyl semimetal quantum phase transition. Left: spectrum of the theory

for b2 > M2 with the two Weyl nodes. Center: gapped spectrum of the theory for b2 > M2. Right:

anomalous Hall conductivity across the QPT from the EFT result eq.(1.2).

(AHC) defined as the Hall conductivity at zero magnetic field

σxy(B = 0) =
b2 −M2

2π2
Θ (|b| − |M |) . (1.2)

This can be computed with field theory methods [47] and represents a clear manifestation

of the axial anomaly. In figure 2 we provide a simple sketch of these concepts. For a more

detailed explanation we refer to [40] and references therein.3

The question whether and how disorder and impurities affect the physics of the Weyl

semimetals has received particular attention recently. The effective field theory for disor-

dered Weyl semimetals has been built in [49, 50] and several studies regarding the phase

diagram and the topological phase transition in presence of randomness have been per-

formed [50–56]. Despite all the effort a robust and definitive verdict is still absent.

A simple model for Weyl semimetals was recently introduced into the holographic

framework in a bottom-up fashion [26, 33]. The system exhibits indeed a sharp quantum

phase transition between a trivial phase to a nontrivial state dialing a non thermal external

coupling encoded in the asymptotics of specific bulk fields. The order parameter for the

QPT is given by the anomalous Hall conductivity. The presence of a finite anomalous

hall conductivity is a direct consequence of the breaking of time reversal symmetry and an

evident manifestation of anomalous transport [40]. Several properties of the model have

been investigated in various directions [57–63]. See [64] for a study on other topological

semimetals in holography.

On the other side in the last years particular attention has been paid to the idea of

incorporating disorder and its effects in the holographic picture. Throughout our work

by disorder we will mean quenched disorder. From the (strongly coupled) quantum field

theory side [65] this amounts to consider “random couplings” whose statistical distribution

does not depend on the quantum fields. In more details we have in mind a deformation of

the theory:

S = S0 +

∫
ddx gi(x)Oi (x) (1.3)

where the couplings gi(x) are random. From the bulk point of view this corresponds to

assuming asymptotic boundary conditions for the bulk fields φi dual to the operators Oi
3See also [48] for an hydrodynamic description of Weyl semimetals and their transport properties.
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of the type:

lim
ρ→0

φi (ρ, x) = ρ# gi(x) + . . . (1.4)

where # is a specific number depending on the conformal dimensions ∆i of the operators

Oi and . . . are subleading corrections at the boundary ρ = 0. Quenched disorder has been

already considered in various holographic models4 with particular emphasis on its effects

on transport properties [71–76]. In addition disordered geometries and fixed points have

been recently studied in [77, 78].

Furthermore, discrete scale invariance (DSI) is believed to be intimately linked to the

presence of disorder [79]; it manifests itself in the peculiar log-oscillatory behaviour of the

thermodynamic and transport observables due to the appearance of a complex critical expo-

nent in the vicinity of a (quantum) phase transition. The signatures of emergent (discrete)

scale invariance have been already observed in disordered holographic models in [80–83].5

Finally, the effects of disorder on thermal, but not quantum, phase transitions have

been already analyzed in holography in [84–88]. Concretely in [86] the appearance and

effects of “rare” regions was studied in the context of superconducting phase transitions.

Despite all the recent efforts, to the best of our knowledge, the effects of quenched

disorder on quantum phase transitions have not been investigated so far. In this direction,

we aim to provide a first study of an holographic QPT and its quantum critical region in

presence of disorder. In particular, we focus on one dimensional quenched disorder within

the holographic Weyl semimetal QPT and tackle the following questions:

Will the quantum phase transition remain sharp in the presence of quenched disorder?

If not, how will its nature get modified?

The major result of this work is that indeed the holographic sharp quantum phase transition

gets smeared due to the presence of quenched disorder in accordance with the condensed

matter expectations [14]. The latter phenomenon is linked to the appearance of localized

regions at the horizon where the axial gauge field does not vanish.6 Moreover, the effects

of disorder correlation on the smearing of the QPT are consistent with the weakly coupled

arguments given for example in [17]. In addition, inside the quantum critical region, we

find a log-oscillatory behaviour in the order parameter which we take as evidence of the

emergence of a disordered fixed point displaying discrete scale invariance.

The structure of the paper is as follows: in section 2 we introduce the model we

consider; in section 3 we present our main results and in section 4 we conclude with the

discussion. Appendices A and B are devoted to technical details about the computations

and the numerical routines used to obtain the results presented in the main text.

4The way we here consider disorder differs substantially from the “homogeneous” models introduced in

holography for example in [66–70]. In those cases a relaxation time for the momentum operator is effectively

introduced into the dual CFT but no explicitly disordered sources appear anywhere.
5Discrete scale invariance has been also studied in holographic systems without disorder in [82, 83].
6After performing the integration over the spatial disordered dimension, the presence of those regions

will result in finite values for the AHC, i.e. the non-local order parameter for our (topological) QPT.
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2 An holographic dirty quantum phase transition

In this section we present the holographic Weyl semimetal model [33] and the one-

dimensional Gaussian quenched disorder we use to probe the quantum phase transition.

2.1 The holographic (clean) Weyl semimetal

The five-dimensional holographic model consists of two Abelian gauge fields, V (“vector”)

and A (“axial”) coupled via a Chern-Simons term and a scalar field Φ charged under the

axial field. The action reads as follows:

L = −1

4
HabHab −

1

4
F abFab + (DaΦ)∗(DaΦ)− V(Φ)

+
κ

3
εabcdeAa (FbcFde + 3HbcHde) , (2.1)

where Da is the covariant derivative specified by Da ≡ ∂a − iqAa, F = dA, H = dV , and

V(Φ) is a potential which we choose to be V(Φ) = m2|Φ|2 (see [60] for a study on more

general potentials).

We consider backgrounds of the form:

ds2 =
1

ρ2

(
−f(ρ)dt2 +

dρ2

f(ρ)
+ dx2 + dy2 + dz2

)
,

A = Az(x, ρ)dz,

Φ = φ(x, ρ). (2.2)

Here, f(ρ) = 1− ρ4 is the emblackening factor. The horizon is located at ρ = 1 while the

boundary of the asymptotically AdS geometry is set at ρ = 0. For simplicity, we restrict

ourselves to the probe limit which implies that the background metric is homogeneous and

fixed. Note that this limits our study to the critical region induced by the zero temperature

QCP. The corresponding temperature is given by:

T =
−f ′(1)

4π
=

1

π
. (2.3)

The equations of motion that follow from the inhomogeneous ansatz (2.2) read:

0 = −φ
(
q2ρ2A2

z +m2
)

+
(
ρ2f ′(ρ)− 3ρf(ρ)

)
φ(0,1) + ρ2f(ρ)φ(0,2) + ρ2φ(2,0) , (2.4)

0 =
(
ρ2f ′(ρ)− ρf(ρ)

)
A(0,1)
z + ρ2f(ρ)A(0,2)

z − 2q2φ2Az + ρ2A(2,0)
z , (2.5)

where the partial derivatives with respect to x and ρ are denoted by F (k,l) = ∂k+l

∂xk∂ρl
F . The

spatial x direction is compactified to a sphere S1 for numerical convenience.

For concreteness, throughout the paper we choose the parameters q = 1 and m2 = −3.

(see [60] for a discussion on the effect of other possible choices). The expansion for the

bulk fields close to the conformal boundary ρ = 0 reads:

Az(x, ρ) ∼ b(x) ρ0 + . . . , φ(x, ρ) ∼M(x) ρ1 + . . . (2.6)

– 6 –
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where the dots refer to subleading terms in the limit ρ→ 0. The functions b(x) and M(x)

are to be identified as the inhomogeneous sources for the operators dual to the bulk fields

Az and φ. Let us remark that even in the “homogeneous” case b(x) = b, M(x) = M , the

introduction of a source for the z component of the gauge field Aµ accounts for the explicit

breaking of the SO(3) symmetry of the boundary theory and it is qualitatively related to

the separation of the Weyl nodes in momentum space. At finite temperature this choice of

fields allows to define two dimensionless parameters in the system, which we choose to be

b̄ = b/M and T̄ = T/M .

In the x-independent situation, i.e. b(x) = b and M(x) = M , the holographic model

exhibits a topological phase transition at a certain critical value of b̄, which can be thought

of as the onset of the Weyl node separation. This was first shown in the probe limit

at low temperature in [33] and then analyzed at zero temperature in [26]. The order

parameter is identified with the anomalous Hall conductivity (AHC), i.e. the Hall response

at zero magnetic field. For simplicity, throughout the paper we will use the simple notation

−σxy(B = 0) ≡ σ, where σxy is obtained from the consistent-covariant currents correlator,

see appendix A. Concretely, it was found that the onset of the order parameter happens at

b̄ ≈ 1.4 as reproduced here in figure 4 . The topological phase is characterized by a finite

Hall conductivity, which in the homogeneous case can be read off from the behavior of the

gauge field at the horizon as [33]:

σ = 8κAz
∣∣
ρ=1

. (2.7)

The behaviour of the order parameter σ close to the QPT is of the form [26]:

σ ∼
(
b̄ − b̄c

)Ψ
, Ψ ≈ 0.211 (2.8)

which is in contrast with the “mean field” result Ψ = 1/2 coming from the field theory

model [40].

The inhomogeneous case, however, adds some difficulty to this analysis. As shown

in appendix A only the averaged Hall conductivity σ̃ can be obtained directly from the

behaviour of the gauge field at the horizon. The concrete formula reads:

σ̃ =

∫
S1

dxσ(x) = 8κ

∫
S1

dxAz(x)
∣∣
ρ=1

. (2.9)

where S1 is the circle of the compact dimension x with periodicity L. For simplicity, we

have chosen κ = 1/8 throughout this paper.

2.2 Let’s get dirty

In order to study the effects of one dimensional quenched disorder in the Weyl nodes dis-

tance we have introduced 1D Gaussian noise in the source of the gauge field b(x) retaining

the source for the scalar field φ constant M(x) ≡ M . This implies that the distance of

the Weyl nodes will be varying along a transverse direction w.r.t. their separation. This

can be thought of as an effective axial magnetic field in the bulk of the Weyl semimetal.7

7Although axial gauge fields have not been observed in nature, it has been shown [89, 90] that a finite

strain induces an effective axial field in Weyl semimetals.
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Figure 3. Left: example of specific disorder realizations (2.10) with b0 = 25, N = 30 and α =

0, 0.25, 1 (red, blue, green). Right: corresponding correlation functions C(x).

Concretely we implement our disorder distribution (see figure 3) using the spectral repre-

sentation [91]:

b(x) = b0 + 2 γ
N−1∑
i=1

√
S(ki)

√
∆k cos (ki x+ δi) . (2.10)

with equidistributed momenta ki = i∆k with separation ∆k = k0/N and the random

phases δi uniformly distributed in the interval [0, 2π]. The parameter γ measures the

disorder strength. Since x is a periodic coordinate with periodicity L, we may represent

the disordered source using the spectral representation in terms of Fourier modes;8 this

amounts to choose ∆k = 2π/L. The quantity kUV ≡ k0 = 2πN/L provides a UV cutoff for

our disorder. On the contrary, the quantity kIR ≡ k0/N = 2π/L sets the infrared scale. In

order for our setup to be physically meaningful we need to satisfy the inequalities:

kIR � T � kUV . (2.11)

Note that this can be achieved by a large enough size L and a large enough number of

modes N . The disorder average 〈f〉dis is defined as

〈f〉dis =

∫ N−1∏
i=1

dδi
2π
f (2.12)

and it is implemented numerically by averaging on a large number of different disorder

realizations of the type (2.10).

We set the spectral density S of our signal to have the simple form S(ξ) = ξ−2α.

The power α controls the correlation of our disordered distribution: positive and large

α corresponds to positive and large correlation (see figure 3). We put α = 0 where not

explicitly stated otherwise.

8In the plots, we have used x̃ = 2π x/L such that x̃ is 2π-periodic.
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The power P of a signal is defined as the autocorrelation function at x = 0:

P ≡ 〈b̂(0)b̂(0)〉 = 4γ2∆k
N−1∑
i=1

1

k2α
i

= 4γ2∆k1− 2αHN−1(2α) , (2.13)

where b̂(x) = b(x)−b0 and Hn is the n-th harmonic number. At finite correlation α 6= 0 the

power P is a better suited measure of the disorder strength than the simple amplitude γ.

In the case of α = 0, i.e. for S(ki) = 1, and in the limit N →∞, the distribution (2.10)

describes local, isotropic, Gaussian disorder:〈
b̂(x)

〉
dis

= 0 ,
〈
b̂(x) b̂(y)

〉
dis

= γ2δ(x− y) , (2.14)

with all the higher momenta vanishing.

The goal of this work is to investigate the fate of the quantum Weyl phase transition in

presence of this type of one-dimensional Gaussian disorder. This implies that the dimen-

sionality of our disorder is given by [γ] = [b]− 1/2=1/2, where b is the source that couples

to the current operator dual to the bulk gauge field A. This is a relevant deformation

and in this sense it is said not to satisfy Harris criterion. Since the relevant dimensionless

quantity governing the phase transition is the ratio b/M we expect similar results to hold

for the case of an inhomogeneous source for the scalar field.9

3 Results: heating it up and making it dirty

In this section we discuss the effects of finite temperature and quenched Gaussian disorder

on the holographic Weyl semimetal topological quantum phase transition.

First, we study the effects of temperature on the clean QPT, which have been already

partially analyzed in [26]. Finite temperature generically smoothens the sharp quantum

phase transition into a crossover (see left panel in figure 4). Eventually, for high enough

temperature, the AHC is non-zero everywhere and the topologically trivial phase becomes

inaccessible in the whole b̄ range. We have analyzed the decay of the anomalous Hall con-

ductivity σ as a function of T/M for several values of b̄ moving towards the quantum critical

point b̄c. Away from the quantum critical point, or in other words outside the quantum

critical region, we find an exponential decay of the form (see right panel in figure 4):

σ ∼ e− cM/T (3.1)

where the parameter c is not constant but rather it depends on b̄ as shown in figure 4.

The exponential fall-off is consistent with the presence of a mass gap outside the quantum

critical region which breaks the properties of scale invariance. Moving close to the quantum

critical region, i.e. in the vicinity of b̄c, this behaviour is modified. As shown in figure 5,

at big enough T/M the decay follows a power law:

σ ∼
(
M

T

)−ν
(3.2)

9However, let us remark that this second option allows for the study marginal or irrelevant disorder,

by appropriately setting the mass of the associated scalar field in the bulk. Another, numerically more

challenging, option to achieve this is to increase the number of dimensions in which the fields are disordered.
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Figure 4. Left: AHC σ against b̄ for zero disorder and at finite temperature T/M = 1/π −
1/(10π) (red-blue). At low enough temperatures (blue) a quantum phase transition occurs. Right:

semilogarithmic plot of the AHC σ vs M/T for fixed b̄ = 0.9− 1.39 (green-red). At high enough

M/T we fit the curves to a function of the type e−c x
α

where x ≡ M/T finding α = 1.05. Close to

the phase transition, at b̄ = 1.39 (red line), a new scaling appears at low M/T. This is an effect of

the quantum critical region (see figure 5).
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Figure 5. Left: log-Log plot of the AHC σ vs M/T very close to the critical point b̄ = 1.4023. For

small enough M/T ' 20 the function fits very well a power law (M/T )−ν with ν = 0.673. At low

enough temperature we abandon the critical region and the behaviour is no longer a power law as

depicted in the inset. Right: log-log zoom on the region M/T / 20 shown in the left panel and fit

(black line). In the inset we show a log plot for M/T ' 20, where an exponential decay is recovered.

Black line corresponds to the fit to c1e
c2M/T .
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Figure 6. A concrete configuration of the gauge field along the bulk for T/M = 1/(10π), b̄0 = 1.35

and γ̄ = 0, 0.002 (left, right).

were the “critical exponent” is found to be ν = 0.673. This is a clear signature of the

presence of scale invariance inside the quantum critical region.

Decreasing further the T/M parameter we get back to an exponential decay. This

can be understood from the inset in the left panel of figure 5: when getting close to zero

temperature the critical region becomes thinner and thinner; at some point the system is

again outside the quantum critical region and the exponential behaviour due to the mass

gap is restored. Following the critical region up to T/M = 0 requires a high numerical

accuracy. We leave this for a future investigation including backreaction, which will allow

us to directly probe the QCP at zero temperature.

Now let us add some disorder into the system! We have computed the anomalous Hall

conductivity in presence of Gaussian disorder (2.10) in a wide range of temperatures T̄

and b0/M ≡ b̄0 ∈ [1− 1.6] increasing the disorder strength10 γ. To do this consistently we

define another dimensionless ratio, γ̄ ≡ γ
√

∆k/M , which from now on we refer to simply

as the disorder strength.

In order to fulfill the requirement (2.11) we have chosen L = 20π and N = 30. We

explicitly checked that the qualitative results are independent of the cutoffs. A large

N scaling analysis would be necessary to make further and robust statements about the

concrete quantitative results, like the critical exponents values. In order to have enough

resolution to render grid size independent results we used grids of 51x101 (z,x directions

respectively). Moreover compute ∼ 50 different random realizations for each point in

parameter space in order to obtain a small enough variance of the mean of the AHC. See

figure 3 for a concrete realization of random source for the gauge field Az.

In figure 6 we show the bulk profile of the gauge field Az(ρ) at M/T = 10π and

b̄0 = 1.35 for a concrete realization of the random disorder described previously. We

compare the results with the clean and homogeneous system. In absence of disorder (left

panel of figure 6) the gauge field vanishes everywhere along the horizon, giving rise to

a zero anomalous Hall conductivity. On the other hand, as shown in the right panel of

10Let us remark that we have restricted γ to values that do not generate negative Weyl node distances .
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Figure 7. The profile of the gauge field Az at the horizon and the appearance of the “rare”

regions. Left: at fixed disorder strength γ̄ = 0.002 approaching the critical point. We take b̄0 =

1.25, 1.3, 1.35, 1.4 (purple, red, orange, blue). Right: at fixed b̄0 = 1.35 and increasing strength

γ̄ = 0.01, 0.02, 0.025 (red, yellow, green).

figure 6, the presence of a disordered source triggers the appearance of localized areas at

the horizon where the gauge field does not vanish. As a consequence the integrated AHC

acquires a finite value which was not present in the clean system.

In figure 7 we show several realizations of the profile of the gauge field at the horizon,

as a function of the spatial direction x. In the left panel of the figure we show the profile for

fixed disorder strength γ̄ and increasing b̄0. The appearance of localized areas which have

locally undergone the phase transition is apparent. As the system is tuned closer the to

the critical b̄0 these “rare” regions become broader and less rare. Similar behavior is found

for fixed b̄0 and increasing disorder strength γ̄, as shown in the right panel of figure 7. It is

tempting and suggested by our results to interpret these areas as “rare” regions discussed

in the condensed matter literature [5].

We now turn to the study of the quantum phase transition at finite disorder. In

figure 8 we show the anomalous Hall conductivity at low temperature T/M = 1/(10π) as

a function of b̄0 and for increasing disorder strength γ̄. The sharp QPT gets smeared out

by the presence of disorder as a direct consequence of the presence of the localized regions.

Close to the citical value b̄0 ∼ 1.4023. the smearing is well approximated by an exponential

tail of the form:

σxy ∼ c1 e
c2(1.4023−b̄0)c3 , (3.3)

as depicted in the right panel of figure 8. We have found numerically the parameter c3

to be independent of the disorder strength and in all cases compatible with the value

c3 ∼ 1.28. On the contrary, the other coefficients c1, c2 appear to be strongly dependent

on the disorder strength γ̄. This functional dependence, as well as the independence of the

power c3 from the details of the randomness, is in agreement with the results obtained with

Optimal Fluctuation Theory for composition tuned quantum smeared phase transitions,

where c3 = 2 − d/φ, with φ the so-called finite size shift exponent, i.e. just dependent on

the details of the clean QPT (see for example [92]).
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1.25 1.30 1.35 1.40 1.45 1.50 1.55
b0/M
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0.6
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Figure 8. Left: anomalous Hall conductivity as a function of vs b̄0 for γ̄ ∈ [0.003, 0.035] (blue-red).

Right: semilogartihmic plot of the AHC against b̄0 for γ̄ ∈ [0.001, 0.035] (green-red). Black lines

correspond to the exponential fit (3.3).
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b0/M
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0 1 2 3 4 5 6
x0

2

4

6

8

10

12

14

Azρ=1

Figure 9. Left: AHC close to the critical b̄0 for fixed P = 0.15 and M/T = 10/π and increasing

correlation α = 0, 0.5 , 2 (red, yellow, blue). Black dashed line shows the AHC at zero disorder.

Right: evolution of the rare regions with alpha for α = 0, 0.5, 2 (red, yellow, blue) at fixed P = 0.15.

Localized regions become broader, as expected for increasingly correlated disorder.

Additionally we can study the role of the disorder correlation on the quantum phase

transition and its smearing. In order to do that we fix the power P (2.13) of our disorder

signal and the number of modes N and we consider several realizations with different α,

ranging from the uncorrelated case α = 0 to highly correlated disorder, i.e. α = 2 (see

figure 3). As shown in figure 9 we find that the disorder correlation plays indeed a role on

the QPT. Concretely we find that positive correlation increases the smearing of the order

parameter, in agreement with [17–19]. On the right panel of figure 9 we show a concrete

realization of the gauge field at the horizon for fixed P and increasing correlation length.

We see indeed how increasing correlation gives rise to broader, less rare, regions that have

undergone the phase transition.
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Figure 10. Left: log-Log plot at the critical point b̄0 = 1.4023 with increasing disorder strength

γ̄ = (0.003−0.6) (green-red). For high enough disorder the data fit well to a log-oscillatory function

of the type: t(x) = a1 x
a2(1 + a3 sin [a4 log(x) + a5]) (black lines). At low disorder (green line) the

data approximates the power law decay found at zero disorder and shown in blue-dashed line. Right:

data at γ̄ = 0.4 (orange line in the left panel), divided by (M/T )a2 with exponent a2 given by the

fit. Oscillations become apparent.

Finally we study the fate of the finite temperature scaling at finite disorder. We have

found that the power law decay in the critical region is modified in a very interesting way.

In particular, we notice a “wiggling” of the decay which is consistent with a log-oscillatory

form (see figure 10). To be precise, we find a behaviour consistent with the form:

σ (M/T ) ∼ a1 (M/T )a2 (1 + a3 sin [a4 log(M/T ) + a5]) (3.4)

inside the quantum critical region.

This behaviour is known to be connected with the appearance of discrete scale invari-

ance at the disordered fixed point [79]11 and has been already observed in holography in [81].

Unfortunately at very low temperature and high disorder our probe approximation and the

numerical methods we used are not reliable anymore. Following our preliminary indications

it would be very interesting to investigate further this point including full backreaction.

4 Conclusions

In this paper we have studied the effects of temperature and quenched disorder on a

quantum phase transition in holography. In particular we focused on the probe limit

analysis of the holographic Weyl semimetal quantum phase transition (QPT) [26, 33] in

presence of 1-D Gaussian disorder.

First we have investigated the effects of temperature on the clean QPT appearing

at b̄c ≈ 1.4023. Finite temperature enhances the anomalous Hall conductivity (AHC) and

tends to destroy the trivial phase where the AHC vanishes. The fall-off of the AHC towards

T → 0 appears to be:

11See [83] for some recent discussions about discrete scale invariance in the context of holography.
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• exponential ∼ e−∆/T for values of the external parameter far from the critical point

b̄ < b̄c or more precisely outside the quantum critical region (see sketch in figure 1).

This is consistent with the presence of a finite mass gap ∆.

• power law ∼ T−ν around the critical point b̄ ≈ b̄c, i.e. inside the quantum critical

region. This is just a manifestation of the presence of scale invariance at criticality.

Moreover, we have introduced disorder into the system and studied the fate of the QPT.

Our results show that the presence of disorder induces the appearance of localized rare

regions in the spatial profile of the vector field at the horizon (see figure 6 and 7) which

account for a finite integrated AHC σ̃, absent at zero randomness. The smearing of the

sharp QPT (see figure 8) is the main consequence of the presence of disorder and it appears

to be consistent in its functional form with the expectations from CM theory [5] and optimal

fluctuations arguments [92].

In addition, modifying the correlation of our disorder distribution, we proved that

correlation indeed plays a role in the smearing of the quantum phase transition as expected

from condensed matter theory studies [17–19]. Our findings, in qualitative agreement with

the results therein, show that positive correlation enhances the order parameter at the tail

and therefore the smearing of the QPT (see figure 9).

Finally we have investigated the temperature fall-off of the integrated AHC σ̃ in pres-

ence of disorder. We notice that at strong enough disorder and within the quantum critical

region the AHC exhibits log-oscillatory behaviours as a function of T which seem consistent

with the emergence of a disordered fixed point enjoying discrete scale invariance [79].

The results of the present paper open several questions and future directions. The

main, numerical demanding, but very valuable direction, would be to study the same setup

with full backreaction. That would allow for several improvements: full control on the

bulk solution up to zero temperature, complete analysis of the disordered fixed points

and possibility of computing more observables like entropy, heat capacity and longitudinal

conductivities and viscosities ([26, 59]) in presence of disorder. On the same ground it

would be extremely interesting to analyze in more details the presence of the log-oscillatory

structures. It could also be possible to apply the same techniques we used to introduce

disorder into other holographic QPTs, for example [24, 93], to test to which extent our

results are universal.

We hope to come back to some of these questions in the near future.
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MB would like to thank the Adolfo Ibañez University of Viña del Mar (Chile), the

organizers of the workshop “Holography and Supergravity 2018”, the ICTP South Amer-

ican Institute for Fundamental Research (ICTP-SAIFR) and the University of Sao Paulo

(USP) for the warm hospitality during the completion of this work. MB would like to

thank Marianna Siouti for the unconditional support.

A Anomalous Hall conductivity

In this appendix we provide details about the computation of the anomalous Hall con-

ductivity in the inhomogeneous holographic Weyl semimetal. We consider an electric field

in the x-direction and define the Hall conductivity as the response in the transverse y

direction as:

〈jy〉 = σyxEx . (A.1)

In order to determine σ we consider the following fluctuations:

δV = (ṽt(x, ρ) e−iωt, ṽx(x, ρ) e−iωt, ṽy(x, ρ) e−iωt, 0, 0) . (A.2)

We impose in-going boundary conditions at the horizon as follows:

ṽt(x, ρ) = vt(x, ρ) (1− ρ)1−iω/4 , (A.3)

ṽx(x, ρ) = vx(x, ρ) (1− ρ)−iω/4 , (A.4)

ṽy(x, ρ) = vy(x, ρ) (1− ρ)−iω/4 , (A.5)

where vµ(x, ρ) are regular functions at the horizon.

We are interested in the DC Hall conductivity. Hence we have to solve the equations of

motion for the fluctuations only to first order in ω. Moreover, we also perform an expansion

in κ and neglect terms of order κ2

vt(x, ρ) = v
(0,0)
t (x, ρ) + v

(1,0)
t (x, ρ)ω + v

(0,1)
t (x, ρ)κ+ v

(1,1)
t (x, ρ)ω κ+ . . . , (A.6)

vx(x, ρ) = v(0,0)
x (x, ρ) + v(1,0)

x (x, ρ)ω + v(0,1)
x (x, ρ)κ+ v(1,1)

x (x, ρ)ω κ+ . . . , (A.7)

vy(x, ρ) = v(0,0)
y (x, ρ) + v(1,0)

y (x, ρ)ω + v(0,1)
y (x, ρ)κ+ v(1,1)

y (x, ρ)ω κ+ . . . , (A.8)

where the neglected terms (indicated by dots) are of order O(κ2, ω2, . . . ). In the follow-

ing we discuss now the differential equations for v
(m,n)
t , v

(m,n)
x and v

(m,n)
y . We obtain the

following equations of motion for v
(0,0)
t , v

(0,0)
x and v

(0,0)
y :

(1 + ρ+ ρ2 + ρ3) v
(0,0)
t − (1 + ρ)2(1 + ρ2) ∂ρv

(0,0)
t

+ρ (1− ρ4) ∂2
ρv

(0,0)
t + ρ ∂2

xv
(0,0)
t = 0 , (A.9)

(1 + 3ρ4) ∂ρv
(0,0)
x − ρ (1− ρ4)∂2

ρv
(0,0)
x = 0 , (A.10)

(1 + 3ρ4) ∂ρv
(0,0)
y − ρ (1− ρ4)∂2

ρv
(0,0)
y − ρ ∂2

xv
(0,0)
y = 0 , (A.11)

while the constraint evaluated at the horizon reduces to:

v
(0,0)
t (x, ρ = 1)− ∂xv(0,0)

x (x, ρ = 1) = 0 . (A.12)
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Let us first consider the order κ0ω0. Switching on only an electric field in x-direction we

impose the following boundary conditions at the AdS boundary ρ = 0,

v
(0,0)
t (x, 0) = 0 , v(0,0)

x (x, 0) = 1 , v(0,0)
y (x, 0) = 0 . (A.13)

The solution respecting these boundary conditions reads:

v
(0,0)
t (x, ρ) = 0 , v(0,0)

x (x, ρ) = 1 , v(0,0)
y (x, ρ) = 0 . (A.14)

Next, we proceed with order ω1κ0. The functions v
(1,0)
t and v

(1,0)
y are trivial:

v
(1,0)
t (x, ρ) = 0 , v(1,0)

y (x, ρ) = 0 . (A.15)

Note that the differential equation for v
(1,0)
x is sourced by v

(0,0)
x , however, the constraint

does not impose a non-trivial x-dependence. Moreover, the functions appearing in the

differential equation are not x-dependent. Hence, the solution reads

v(1,0)
x (x, ρ) = − i

4

(
log(1 + ρ)− log(1 + ρ2)

)
, (A.16)

where we imposed that v
(1,0)
x (x, 0) = 0 as well as regularity of v

(1,0)
x at the horizon.

The order ω0κ1 is trivial since the electric field is perpendicular to the axial magnetic

field induced by Az(x). Hence the solution (which also satisfies the constraint) reads

v
(0,1)
t (x, ρ) = 0 , v(0,1)

x (x, ρ) = 0 , v(0,1)
y (x, ρ) = 0 . (A.17)

At order ω1κ1 we are only interested in v
(1,1)
y (x, ρ).12 The relevant differential equation

reads

(1 + 3ρ4) ∂ρv
(1,1)
y − ρ(1− ρ4)∂2

ρv
(1,1)
y − ρ∂2

xv
(1,1)
y + 8i ρ2 ∂ρAz = 0 . (A.18)

The solution to this differential equation is not x-independent and hence not simple to takle

with analytic methods. Hence, we define the averaged (or integrated) current 〈j̄y〉 to be

〈j̄y〉 =
1

L

∫ L

0
dx 〈jy(x)〉 . (A.19)

In order to determine 〈j̄y〉 we have to solve the partial differential equation (A.18). Let us

first solve the homogeneous equation, i.e.

(1 + 3ρ4) ∂ρv
(1,1)
y − ρ(1− ρ4)∂2

ρv
(1,1)
y − ρ∂2

xv
(1,1)
y = 0 . (A.20)

It is convenient to use a separation of variables ansatz of the form

v(1,1)
y (x, ρ) =

∑
n

v
(1,1)
y(n) (ρ)fn(x) . (A.21)

12For the electric field in x-direction, the solution for v
(1,1)
t and v

(1,1)
x is still trivial, i.e. it vanishes. Note

that the constraint is also satisfied.
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The functions fn(x) are given by

fn(x) = exp

(
i

2πn

L
x

)
, (A.22)

and hence the homogeneous differential equation for v
(1,1)
y(n) (ρ) reads

(1 + 3ρ4) ∂ρv
(1,1)
y(n) − ρ(1− ρ4)∂2

ρv
(1,1)
y(n) + ρ

(
2πn

L

)2

v
(1,1)
y(n) = 0 . (A.23)

Note that this is now an ordinary differential equation. The averaged current 〈j̄y〉 can be

read off from v
(1,1)
y , in particular (ignoring the Chern Simons term)

〈jy(x)〉 = κω lim
ρ→0

∂2
ρv

(1,1)
y (x, ρ) (A.24)

and for the integrated current

〈j̄y〉 = κω lim
ρ→0

∂2
ρv

(1,1)
y(0) (ρ) . (A.25)

Note that v
(1,1)
y(n) with n 6= 0 drops out since their integral over x vanishes. Hence we can

set n = 0 in the differential equation.

Integrating the homogeneous differential equation (A.23) for n = 0 is now straight

forward. First of all, in this case we can introduce ṽ
(1,1)
y(0) = ∂ρv

(1,1)
y(0) and integrate the (now

first order ordinary) differential equation

ṽ
(1,1)
y(0) =

C̃ ρ

1− ρ4
. (A.26)

Imposing the boundary condition v
(1,1)
y(0) (0) = 0 at the conformal boundary, we obtain the

following solution for v
(1,1)
y(0) (ρ) by integration (A.26)

v
(1,1)
y(0) (ρ) =

C̃

4

(
log(1 + ρ2)− log(1− ρ2)

)
(A.27)

Note that the solution is not regular at the horizon.

Now, let us proceed with the inhomogeneous differential equation. Also using the

separation ansatz (A.21) we end up with

(1 + 3ρ4) ∂ρv
(1,1)
y(n) − ρ(1− ρ4)∂2

ρv
(1,1)
y(n) + ρ

(
2πn

L

)2

v
(1,1)
y(n) + 8i ρ2 ∂ρAz(n) = 0 . (A.28)

Again, we only have to solve the differential equation for n = 0 and we may view it as a

first order differential equation for ṽ
(1,1)
y(0) .

(1 + 3ρ4) ṽ
(1,1)
y(0) − ρ(1− ρ4)∂ρṽ

(1,1)
y(0) + 8i ρ2 ∂ρAz(0) = 0 . (A.29)
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We use the variation of constants method and we promote the parameter C̃ to a function

of ρ, denoted by C̃(ρ). We can derive a differential equation for C̃(ρ) by substituting the

ansatz for ṽ
(1,1)
y(0)

v
(1,1)
y(0) (ρ) = C̃(ρ)

ρ

1− ρ4
(A.30)

into (A.29). In particular we obtain

C̃ ′(ρ) = 8 i ∂ρAz(0)(ρ) (A.31)

which give rise to the solution

C̃(ρ) = 8 i ∂ρAz(0)(ρ) − 8 i ∂ρAz(0)(1) . (A.32)

In particular we fixed the constant such that the total solution

ṽ
(1,1)
y(0) (ρ) =

(
8 i Az(0)(ρ) − 8 i Az(0)(1)

) ρ

1− ρ4
(A.33)

is regular at ρ = 1. The average current is hence given by (again ignoring Chern-Simons

terms)

〈j̄y〉 =
κ

i
lim
ρ→0

∂2
ρv

(1,1)
y(0) (ρ) =

κ

i
lim
ρ→0

∂ρṽ
(1,1)
y(0) (ρ) = 8κ

(
Az(0)(0)−Az(0)(1)

)
. (A.34)

As explained in next section, adding the Chern-Simons contribution in order to get the

expression for the consistent current we obtain the final result used throghout the main text:

〈j̄y〉C.S. = − 8 i ω κAz(0)(ρ = 1) −→ σ̄ ≡ 1

iω
〈j̄y〉C.S. = − 8κAz(0)(ρ = 1) . (A.35)

A.1 The Chern-Simons term and the consistent current

The total conductivity that we are aiming for is that given by the two point function of

the consistent current. The expression analyzed in the previous section is, however, the

conductivity for a covariant current, which is what one gets by just solving the e.o.m. The

conductivity for the covariant current can be computed via Kubo formulae as well, by

using a correlator of a covariant and a consistent current, which is obtained by varying the

1-point function of the covariant current w.r.t. the desired source.

〈JµV 〉cons = lim
ρ→0

√
−g
{
Hρµ + 4κ ερµβησAβHησ

}
(A.36)

Implicitly we have already dropped out the counter terms. This is not strictly correct since

the first term on the r.h.s. is actually infinite. Nevertheless, this is enough for our purposes,

since the counterterm is multiplied by a logarithm and therefore does not produce finite

contributions. This implies that the CS term, which is finite, will not be affected by the

counter terms. The ∼ κ term is precisely the term that has to be subtracted in order to

obtain the covariant current. Our goal is now to determine what is the contribution to the

consistent-consistent two point function stemming from this term. We first expand to 1st

order in perturbations

〈JµV 〉cons = lim
ρ→0

√
−g
{
hρµ + 4κ ερµβησ(aβHησ +Aβhησ)

}
(A.37)
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and compute the 2-point function

〈JνV J
µ
V 〉cons = δvν0〈J

µ
V 〉cons (A.38)

= lim
ρ→0

√
−g
{
hρµ

δvν0
+ 4κ ερµβησ

(
δaβ
δvν0

Hησ +Aβ
δhησ
δvν0

)}
(A.39)

In our concrete case Hρσ = 0 (Moreover here we see that even with a chemical potential,

although this would not hold, the variation is w.r.t. to a vector field implies that the

contribution would be subleading) and the only non trivial background gauge field is Az so

〈JyV J
x
V 〉cons = lim

ρ→0

√
−g
{
δhρx

δvy0
+ 8κ ερrxzησAz

δ∂ρvσ
δvy0

}
(A.40)

since momentum in every direction except for x is taken to be zero then

〈JyV J
x
V 〉cons = lim

ρ→0

√
−g
{
δhρx

δvy0
+ 8κ ερrxztyAz

δ∂tvy
δvy0

}
(A.41)

= lim
ρ→0

√
−g
{
δhρx

δvy0
− i ω 8κ ερrxztyAz

δvy
δvy0

}
(A.42)

So, the finite contribution of the ∼ κ term is

〈JyV J
x
V 〉cons − 〈JyV J

x
V 〉cov = − i ω 8κ ε(ρxzty)Az(x, 0) (A.43)

By looking at equation (A.18) we see that ε(ytxρz) = 1 = ε(ρxzty) so finally

〈JyV J
x
V 〉cons − 〈JyV J

x
V 〉cov = − i ω 8κAz(x, 0) (A.44)

Since the Kubo formula is

σ = lim
ω→0

1

i ω
〈JV JV 〉 (A.45)

we finally find that indeed the consistent current is given by 〈j〉 − 8κAz(x, 0), recover-

ing (A.35) after taking the average in x direction. Note that we made no use of periodicity

neither we took the average in any direction so (A.44) applies in any case.

B Numerical techniques

We solved the system of partial differential equations (2.4), (2.5) numerically by means

of a pseudospectral collocation method based on the FFTW library [94] and written in

C++. More specifically, we expanded the unknown functions in a Fourier basis along the

boundary direction and in a Chebyshev polynomial basis set in the bulk direction and solved

for the collocation points on a Fourier-Lobatto grid. We used the Jacobian-free Newton-

Raphson algorithm for solving the resulting nonlinear algebraic system where we tackled

the related linear problem with the stabilized biconjugate gradient method (BiCGSTAB)

as linear solver. We preconditioned the iterative solver by a finite difference approximation

of the Jacobian whose inverse is computed with the SuperLU library [95]. The resulting

computational problem is very well suited for parallel data runs which are queued on a

small Linux cluster by employing the GNU parallel package [96].
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Figure 11. Left: example convergence plot for a generic random sample: maximum deviation

from high resolution solution dn as a function of the total number of grid points n. Right: example

convergence plot for a generic random sample: maximum deviation from high resolution solution

dn for integrals along the BH horizon (blue: gauge field integral, orange: scalar field integral) as a

function of the total number of grid points n.

B.1 Non-analyticity and logarithms

The boundary expansion of the fields contains logarithmic terms which effectively de-

crease the convergence rate of the Chebyshev expansion. Given the boundary conditions

in eqs. (2.6) and taking the scalar field source to be a constant M(x) = M , as explained

in the main text, we find the following expansions:

Az(x, ρ) = b(x) + Ãz(x)ρ2 +
(
b(x)M2 − b′′(x)

)
ρ2 log(ρ) +O(ρ4, ρ4 log(ρ)) (B.1)

φ(x, ρ) = Mρ+ φ̃(x)ρ3 +
1

2
b(x)2Mρ3 log(ρ) +O(ρ5, ρ5 log(ρ)) (B.2)

The lower the order where the first logarithmic term appears, the worse the convergence

rate. However, there are strategies to enhance convergence in presence of logarithms. Here

we use a simple ansatz involving a coordinate transformation:

ρ = ζ2, with ζ ∈ [0, 1]

This effectively shifts logarithmic singularities of order k at the end points to order 2k and

increases thus the convergence rate (see [97]).

B.2 Numerical quality and convergence studies

Due to the overwhelmingly large number of solutions that need to be found in order to

improve the statistical estimates obtained from the disorder model, it is not possible to save

or inspect the convergence for every sample, despite ensuring convergence in the Newton-

Raphson scheme. To check the numerical quality of the found solutions we studied at

least 3 samples with different generic random boundary data for each tuple of parameters

according to the following procedure: given a reference solution uref , computed on a high-

resolution grid, we use the following quantity as a measure for the convergence of a sequence

of solutions un obtained with increasing resolution:

dn = sup
(ρ,x)∈Σ

∣∣∣uref (ρ, x)− un (ρ, x)
∣∣∣ (B.3)
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Figure 12. Example coefficient convergence plot for the gauge field (left) and scalar field (right) for

five randomly chosen samples at M = 10.1, γ̄ = 0.45, AM0 = 0.1, boff = 1.0: maximum Chebyshev

absolute coefficient as a function wave number kz, where the maximum is taken over the remaining

x-direction.

Figure 13. Example coefficient convergence plot for the gauge field (left) and scalar field (right)

for five randomly chosen samples at M = 10.1, γ̄ = 0.45, AM0 = 0.1, boff = 1.0: maximum

absolute normalized Fourier coefficient ck = 1
2

√
α2
k + β2

k (where αk and βk are the coefficients of

the sine/cosine representation) as a function wave number kx, where the maximum is taken over

the remaining z-direction.

We compute the supremum as follows: we interpolate the solutions uref and un on a

high-resolution equidistant grid Σ defined on the (ρ, x) domain. Using these interpolated

solutions, we compute the maximal deviation as in eq. (B.3). Now monitoring the conver-

gence of dn with increasing resolution gives us the desired convergence plot. Figure 11 shows

the aforementioned convergence analysis for one generic random sample. We see that the

convergence is comparatively slow due to the high number of random Fourier modes at the

conformal boundary which couple directly to the logarithmic contributions (cf. the bound-

ary expansion of the fields as specified in (B.1)). Nevertheless the convergence plot for the

integrals (see right panel of figure 11) shows a much faster convergence, since we are here

only extracting the very first Fourier coefficient on the black hole horizon. So we can say

that the numerical error is much smaller than the statistical error for all practical purposes.

In addition we studied the convergence of the spectral coefficients for these samples in

both directions, where we found convergence for the used resolution (71x101) at least up to

10−7 in magnitude for each direction (figure 12). We clearly see the lag of convergence in
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the z-direction caused by the logarithmic contributions (figure 12). Furthermore we notice

the plateau of Fourier coefficients for the convergence plot regarding the x-direction, which

originates from the random coefficients of the boundary data (figure 13).

On top of that we studied the convergence of the extracted boundary integrals in de-

pendence of the resolution. The convergence speed of the boundary integrals was even

better than predicted by the supremum based convergence estimate, which can be under-

stood by noting that these integrals are essentially the lowest Fourier coefficients of the

regarding spectral expansion.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.
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[31] M. Baggioli and O. Pujolàs, On effective holographic Mott insulators, JHEP 12 (2016) 107

[arXiv:1604.08915] [INSPIRE].

[32] V. Dobrosavljevic, Introduction to metal-insulator transitions, arXiv:1112.6166.

[33] K. Landsteiner and Y. Liu, The holographic Weyl semi-metal, Phys. Lett. B 753 (2016) 453

[arXiv:1505.04772] [INSPIRE].

– 24 –

https://doi.org/10.1088/0305-4470/36/43/017
https://doi.org/10.1088/0305-4470/36/43/017
https://doi.org/10.1103/PhysRevE.70.026108
https://doi.org/10.1103/PhysRevLett.108.185701
https://doi.org/10.1063/1.4818407
https://arxiv.org/abs/1212.5962
https://doi.org/10.1209/0295-5075/97/20007
https://arxiv.org/abs/1109.4290
https://arxiv.org/abs/1612.07324
https://inspirehep.net/search?p=find+EPRINT+arXiv:1612.07324
https://doi.org/10.1088/1126-6708/2009/10/088
https://arxiv.org/abs/0908.3875
https://inspirehep.net/search?p=find+EPRINT+arXiv:0908.3875
https://doi.org/10.1088/0264-9381/27/21/215022
https://arxiv.org/abs/1006.2573
https://inspirehep.net/search?p=find+EPRINT+arXiv:1006.2573
https://doi.org/10.1103/PhysRevD.82.045002
https://arxiv.org/abs/1003.0010
https://inspirehep.net/search?p=find+EPRINT+arXiv:1003.0010
https://doi.org/10.1103/PhysRevLett.116.081602
https://arxiv.org/abs/1511.05505
https://inspirehep.net/search?p=find+EPRINT+arXiv:1511.05505
https://doi.org/10.1103/PhysRevD.92.086004
https://arxiv.org/abs/1412.2373
https://inspirehep.net/search?p=find+EPRINT+arXiv:1412.2373
https://doi.org/10.1103/PhysRevD.91.025024
https://arxiv.org/abs/1108.0425
https://inspirehep.net/search?p=find+EPRINT+arXiv:1108.0425
https://doi.org/10.1038/nphys2701
https://doi.org/10.1038/nphys2701
https://arxiv.org/abs/1212.2998
https://inspirehep.net/search?p=find+EPRINT+arXiv:1212.2998
https://doi.org/10.1007/JHEP01(2017)040
https://arxiv.org/abs/1601.07897
https://inspirehep.net/search?p=find+EPRINT+arXiv:1601.07897
https://doi.org/10.1007/JHEP12(2016)107
https://arxiv.org/abs/1604.08915
https://inspirehep.net/search?p=find+EPRINT+arXiv:1604.08915
https://arxiv.org/abs/1112.6166
https://doi.org/10.1016/j.physletb.2015.12.052
https://arxiv.org/abs/1505.04772
https://inspirehep.net/search?p=find+EPRINT+arXiv:1505.04772


J
H
E
P
0
4
(
2
0
1
8
)
0
6
8

[34] S.-Y. Xu et al., Discovery of a Weyl fermion semimetal and topological Fermi arcs, Science

349 (2015) 613.

[35] Z.K. Liu et al., Discovery of a three-dimensional topological Dirac semimetal, Na3Bi, Science

343 (2014) 864.

[36] P. Hosur and X. Qi, Recent developments in transport phenomena in Weyl semimetals,

Comptes Rendus Physique 14 (2013) 857 [arXiv:1309.4464] [INSPIRE].

[37] L. Lu et al., Experimental observation of Weyl points, Science 349 (2015) 622

[arXiv:1502.03438] [INSPIRE].

[38] B.Q. Lv et al., Experimental discovery of Weyl semimetal TaAs, Phys. Rev. X 5 (2015)

031013 [arXiv:1502.04684] [INSPIRE].

[39] D.E. Kharzeev, J. Liao, S.A. Voloshin and G. Wang, Chiral magnetic and vortical effects in

high-energy nuclear collisions — a status report, Prog. Part. Nucl. Phys. 88 (2016) 1

[arXiv:1511.04050] [INSPIRE].

[40] K. Landsteiner, Notes on anomaly induced transport, Acta Phys. Polon. B 47 (2016) 2617

[arXiv:1610.04413] [INSPIRE].

[41] J. Gooth et al., Experimental signatures of the mixed axial-gravitational anomaly in the Weyl

semimetal NbP, Nature 547 (2017) 324 [arXiv:1703.10682] [INSPIRE].

[42] Q. Li et al., Observation of the chiral magnetic effect in ZrTe5, Nature Phys. 12 (2016) 550

[arXiv:1412.6543] [INSPIRE].

[43] X. Huang et al., Observation of the chiral-anomaly-induced negative magnetoresistance in 3d

Weyl semimetal TaAs, Phys. Rev. X 5 (2015) 031023.

[44] H. Li et al., Negative magnetoresistance in Dirac semimetal Cd3As2, Nature Commun. 7

(2016) 10301.

[45] A.G. Grushin, Consequences of a condensed matter realization of Lorentz violating QED in

Weyl semi-metals, Phys. Rev. D 86 (2012) 045001 [arXiv:1205.3722] [INSPIRE].

[46] H.B. Nielsen and M. Ninomiya, Adler-Bell-Jackiw anomaly and Weyl fermions in crystal,

Phys. Lett. B 130 (1983) 389 [INSPIRE].

[47] R. Jackiw, When radiative corrections are finite but undetermined, Int. J. Mod. Phys. B 14

(2000) 2011 [hep-th/9903044] [INSPIRE].

[48] A. Lucas, R.A. Davison and S. Sachdev, Hydrodynamic theory of thermoelectric transport

and negative magnetoresistance in Weyl semimetals, Proc. Nat. Acad. Sci. 113 (2016) 9463

[arXiv:1604.08598] [INSPIRE].

[49] A. Altland and D. Bagrets, Effective field theory of the disordered Weyl semimetal, Phys.

Rev. Lett. 114 (2015) 257201 [arXiv:1501.06537] [INSPIRE].

[50] A. Altland and D. Bagrets, Theory of the strongly disordered Weyl semimetal, Phys. Rev. B

93 (2016) 075113 [arXiv:1511.01876] [INSPIRE].

[51] C.-Z. Chen, J. Song, H. Jiang, Q.-F. Sun, Z. Wang and X.C. Xie, Disorder and

metal-insulator transitions in Weyl semimetals, Phys. Rev. Lett. 115 (2015) 246603

[arXiv:1507.00128].

[52] Y.X. Zhao and Z.D. Wang, Disordered Weyl semimetals and their topological family, Phys.

Rev. Lett. 114 (2015) 206602 [arXiv:1412.7678] [INSPIRE].

– 25 –

https://doi.org/10.1126/science.aaa9297
https://doi.org/10.1126/science.aaa9297
https://doi.org/10.1126/science.1245085
https://doi.org/10.1126/science.1245085
https://doi.org/10.1016/j.crhy.2013.10.010
https://arxiv.org/abs/1309.4464
https://inspirehep.net/search?p=find+EPRINT+arXiv:1309.4464
https://doi.org/10.1126/science.aaa9273
https://arxiv.org/abs/1502.03438
https://inspirehep.net/search?p=find+EPRINT+arXiv:1502.03438
https://doi.org/10.1103/PhysRevX.5.031013
https://doi.org/10.1103/PhysRevX.5.031013
https://arxiv.org/abs/1502.04684
https://inspirehep.net/search?p=find+EPRINT+arXiv:1502.04684
https://doi.org/10.1016/j.ppnp.2016.01.001
https://arxiv.org/abs/1511.04050
https://inspirehep.net/search?p=find+EPRINT+arXiv:1511.04050
https://doi.org/10.5506/APhysPolB.47.2617
https://arxiv.org/abs/1610.04413
https://inspirehep.net/search?p=find+EPRINT+arXiv:1610.04413
https://doi.org/10.1038/nature23005
https://arxiv.org/abs/1703.10682
https://inspirehep.net/search?p=find+EPRINT+arXiv:1703.10682
https://doi.org/10.1038/nphys3648
https://arxiv.org/abs/1412.6543
https://inspirehep.net/search?p=find+EPRINT+arXiv:1412.6543
https://doi.org/10.1103/PhysRevX.5.031023
https://doi.org/10.1038/ncomms10301
https://doi.org/10.1038/ncomms10301
https://doi.org/10.1103/PhysRevD.86.045001
https://arxiv.org/abs/1205.3722
https://inspirehep.net/search?p=find+EPRINT+arXiv:1205.3722
https://doi.org/10.1016/0370-2693(83)91529-0
https://inspirehep.net/search?p=find+J+%22Phys.Lett.,B130,389%22
https://doi.org/10.1142/S021797920000114X
https://doi.org/10.1142/S021797920000114X
https://arxiv.org/abs/hep-th/9903044
https://inspirehep.net/search?p=find+EPRINT+hep-th/9903044
https://doi.org/10.1073/pnas.1608881113
https://arxiv.org/abs/1604.08598
https://inspirehep.net/search?p=find+EPRINT+arXiv:1604.08598
https://doi.org/10.1103/PhysRevLett.114.257201
https://doi.org/10.1103/PhysRevLett.114.257201
https://arxiv.org/abs/1501.06537
https://inspirehep.net/search?p=find+J+%22Phys.Rev.Lett.,114,257201%22
https://doi.org/10.1103/PhysRevB.93.075113
https://doi.org/10.1103/PhysRevB.93.075113
https://arxiv.org/abs/1511.01876
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,B93,075113%22
https://doi.org/10.1103/PhysRevLett.115.246603
https://arxiv.org/abs/1507.00128
https://doi.org/10.1103/PhysRevLett.114.206602
https://doi.org/10.1103/PhysRevLett.114.206602
https://arxiv.org/abs/1412.7678
https://inspirehep.net/search?p=find+EPRINT+arXiv:1412.7678


J
H
E
P
0
4
(
2
0
1
8
)
0
6
8

[53] B. Roy, R.-J. Slager and V. Juricic, Global phase diagram of a dirty Weyl liquid and

emergent superuniversality, arXiv:1610.08973 [INSPIRE].

[54] T. Louvet, D. Carpentier and A.A. Fedorenko, New quantum transition in Weyl semimetals

with correlated disorder, Phys. Rev. B 95 (2017) 014204 [arXiv:1609.08368] [INSPIRE].

[55] B. Roy and S. Das Sarma, Quantum phases of interacting electrons in three-dimensional

dirty Dirac semimetals, Phys. Rev. B 94 (2016) 115137 [arXiv:1511.06367] [INSPIRE].

[56] B. Sbierski, G. Pohl, E.J. Bergholtz and P.W. Brouwer, Quantum transport of disordered

Weyl semimetals at the nodal point, Phys. Rev. Lett. 113 (2014) 026602 [arXiv:1402.6653].

[57] K. Landsteiner, E. Lopez and G. Milans del Bosch, Quenching the chiral magnetic effect via

the gravitational anomaly and holography, Phys. Rev. Lett. 120 (2018) 071602

[arXiv:1709.08384] [INSPIRE].

[58] G. Grignani, A. Marini, F. Pena-Benitez and S. Speziali, AC conductivity for a holographic

Weyl semimetal, JHEP 03 (2017) 125 [arXiv:1612.00486] [INSPIRE].

[59] K. Landsteiner, Y. Liu and Y.-W. Sun, Odd viscosity in the quantum critical region of a

holographic Weyl semimetal, Phys. Rev. Lett. 117 (2016) 081604 [arXiv:1604.01346]

[INSPIRE].

[60] C. Copetti, J. Fernández-Pendás and K. Landsteiner, Axial Hall effect and universality of

holographic Weyl semi-metals, JHEP 02 (2017) 138 [arXiv:1611.08125] [INSPIRE].

[61] M. Rogatko and K.I. Wysokinski, Holographic calculation of the magneto-transport

coefficients in Dirac semimetals, JHEP 01 (2018) 078 [arXiv:1712.01608] [INSPIRE].

[62] V.P.J. Jacobs, P. Betzios, U. Gürsoy and H.T.C. Stoof, Electromagnetic response of

interacting Weyl semimetals, Phys. Rev. B 93 (2016) 195104 [arXiv:1512.04883] [INSPIRE].
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