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1 Introduction

The mass deformed ABJM theory [1–3] is the theory obtained by deforming the three di-

mensional U(N)k×U(N)−k N = 6 superconformal Chern-Simons theory (called the ABJM

theory) [4] with a set of relevant operators including mass terms for the bi-fundamental

chiral multiplets. While the ABJM theory describes the stack of N M2-branes, the mass

deformed ABJM is expected to describe the bound states of the M2-branes and the M5-

branes through the fuzzy sphere configuration given in [1, 5]. This theory has special

features which make it worth studying. One of them is that the theory has the N = 6

supersymmetry, which is the (almost) maximum amount of the supersymmetries in three

dimension.1 Nevertheless this theory is not conformal, hence has non-trivial dynamics and

1The mass deformations preserving fewer supersymmetries are also constructed in [3, 6].
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a renormalization group flow. Furthermore, in the large N limit this theory will have a

gravity dual which should be obtained by a deformation to the gravity dual of the ABJM

theory corresponding to the mass terms. Therefore, this theory will be one of the basic

models to be investigated in the large N limit.

To study a supersymmetric field theory, we can use the localization technique [7–9]

which enables us to obtain the exact partition function as well as some supersymmetric

correlators. Each of these results is, however, given typically by a matrix model, i.e. an

integration over the N × N matrix variables. It is highly non-trivial to take the large N

limit in these matrix models.

In this paper, as in our previous work [10], we continue to study the partition function

Z of the mass deformed ABJM theory on S3 in the large N limit.2 We find a new solution of

the large N saddle point equation with an arbitrary mass parameter and compute the free

energy F ∼ N2 for the solution.3 We also generalize the ansatz to obtain the free energy

F ∼ N3/2 [10] in full extent, and find that the saddle point solution can not exist for the

mass parameter larger than a certain critical value. Because the classical supergravity on

an asymptotically AdS4 spacetime has F ∼ N3/2, there would be no gravity duals for the

mass deformed ABJM theory on S3 with the mass parameter larger than the critical value.

This result seems surprising, as the critical mass is reached by a finite and relevant

deformation from the ABJM theory. Nevertheless, we can argue that this phase transition

indeed occurs. If the dimensionless mass parameter m, which is the mass parameter nor-

malized by the radius of S3, is small enough, the free energy F will behave as F ∼ N
3
2

since the theory reduces to the ABJM theory in the limit m → 0. The factor N
3
2 can be

interpreted as 1/GN , hence this free energy is consistent with the classical supergravity.

On the other hand, if m is sufficiently large we can integrate out the bi-fundamental hy-

permultiplets first in the computation of the partition function. As a result we will obtain

F ∼ N2. Indeed, for the new solution we find the free energy scales like F ∼ N2 (see (3.5)

and (3.18)). Therefore, it is possible to have a phase transition in the interpolating regime.4

The phase transition may be similar to the confinement/deconfinement transition if we re-

gard the change of the mass parameter as a renormalization group flow. We will discuss

this aspect in [14].

Note that this phase transition is absent in the N = 2∗ supersymmetric Yang-Mills

theories on S4 which is a four dimensional analogue of the mass deformed ABJM theory.

For this theory in the strong ’t Hooft coupling limit the saddle point solution and the free

energy are smooth under the change of the mass parameter [15, 16]. Indeed, the free energy

of the N = 4 supersymmetric Yang-Mills theory, which is the massless limit of the theory,

2There are several large N results for the mass deformed ABJM theory [10–12]. In [11, 12] the authors

analyzed the theory by continuing the Chern-Simons levels k and −k to complex numbers, and obtained the

saddle point solution which is different from our solutions discussed in the following sections. The solution

in [12] may correspond to those discussed in appendix A. Also, in [10] we found two solutions in the region

of small mass parameter ζ/k < 1/4. We argue that one of them does not satisfy the saddle point equation

at a boundary.
3We call F = − logZ as the free energy even though we consider the theory on S3.
4The critical value of the mass parameter we found could be different from this phase transition and

represent another phase transition, for which we do not have any physical reason to occur.
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is F ∼ N2 also, thus both of the massless and the infinite mass limits are consistent with

the gravity duals and can be smoothly connected.

Needless to say, further investigations of the phase transition are desirable. In partic-

ular, we should study the vacuum solution in the supergravity corresponding to the mass

deformed ABJM theory on S3 with an arbitrary mass parameter. We also expect that this

kind of phase transition will occur also in the other theories on S3 describing the M2-branes

in various backgrounds such as [3, 17–19]. We hope to report on these in near future.

This paper is organized as follows. In the next section we introduce the partition

function of the mass deformed ABJM theory which is expressed as a 2N dimensional

integration. We also write down the saddle point equations to evaluate the large N limit of

the partition function. In section 3 and section 4 we solve the saddle point equations and

determine the free energy F = − logZ, in the large N limit for various values of the mass

deformation parameter. In section 3 we consider the problem in the limit N → ∞ with

k kept finite. In section 4 we take the ’t Hooft limit k,N → ∞ with k/N finite. In both

sections we also evaluate the vacuum expectation values of the 1/6 BPS Wilson loops for the

saddle point configurations and argue the interpretation of our results. Section 5 is devoted

for discussion and comments on future directions. In appendix A we comment on another

solution to the saddle point equations for finite k. This solution give the free energy which is

larger than that obtained in the same parameter regime in section 3. Appendix B contains

the computation of the O(1/N) corrections in the saddle point equations in section 3.1

and 3.2.1, which are though irrelevant to the large N free energy. In appendix C, we

rederive the solution which has the gravity dual in a similar way in [10].

2 Saddle point approximation of free energy

As in [10], we will consider the mass deformed ABJM theory which is the 3d N = 6 U(N)k×
U(N)−k SUSY Chern-Simons matter theory with the Chern-Simons level ±k deformed by

the mass terms and the interaction terms which preserve the N = 6 supersymmetry. The

action of this theory on S3 can be written as5

SmABJM = SABJM +
iζ

2π

∫

S3

dx3
√
g
[
Tr(D − σ) + Tr(D̃ − σ̃)

]
, (2.1)

where (σ,D) are the auxiliary component fields in the U(N)k vector multiplet (Aµ, σ, λα, D),

and (σ̃, D̃) those in U(N)−k vector multiplet (see e.g. eq. (3.23) in [23]). Here ζ is a real

parameter which is related to the mass of the matter fields as m = r−1
S3 · ζ/k.

The supersymmetric gauge theories on the three sphere were studied in [20–23], with

the help of the localization technique. For the mass deformed ABJM theory, it was found

that the partition function is given by the following 2N dimensional integration

Z =
N∏

i=1

∫
dλidλ̃ie

−f(λ,λ̃), (2.2)

5We take the radius of S3 to be rS3 = 1 in this paper for notational simplicity.
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where

f(λ, λ̃) = πik

N∑

i=1

(λ2i − λ̃2i )− 2πiζ
N∑

i=1

(λi + λ̃i) (2.3)

−
N∑

i,j=1
(i>j)

log sinh2 π(λi − λj)−
N∑

i,j=1
(i>j)

log sinh2 π(λ̃i − λ̃j) +

N∑

i,j=1

log cosh2 π(λi − λ̃j).

Here λi and λ̃i (i = 1, . . . , N) respectively denote the eigenvalues of the scalar component

field in the vector multiplet for U(N)k and those for U(N)−k, which are real constant

numbers characterizing the saddle point configurations of the fields in the localization

computation as

σ = −D =




λ1
λ2

. . .

λN



, σ̃ = −D̃ =




λ̃1
λ̃2

. . .

λ̃N



, (other fields) = 0. (2.4)

In the limit of N → ∞, these 2N integrations can be evaluated by using the saddle

point approximation

Z ≈ e−f(λ,λ̃), (2.5)

with the eigenvalues (λ, λ̃) being solutions to the following saddle point equations

0 =
∂f(λ, λ̃)

∂λi
= 2πikλi − 2πiζ − 2π

N∑

j=1
(j 6=i)

cothπ(λi − λj) + 2π
N∑

j=1

tanhπ(λi − λ̃j),

0 =
∂f(λ, λ̃)

∂λ̃i
= −2πikλ̃i−2πiζ−2π

N∑

j=1
(j 6=i)

cothπ(λ̃i−λ̃j)− 2π

N∑

j=1

tanhπ(λj−λ̃i). (2.6)

Note that λi and λ̃i can be complex numbers for the solutions to the saddle point equations,

although the original integration contour in the partition function (2.2) is the real axis.

For ζ ∈ R, as argued in [10], we can consistently impose the following reality conditions

to the eigenvalues:

λ̃i = −λ∗i . (2.7)

– 4 –
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Under this assumption, the saddle point equations (2.6) reduce to

−kyi −
N∑

j=1
( 6=i)

sinh 2π(xi − xj)
cosh 2π(xi − xj)− cos 2π(yi − yj)

+
N∑

j=1

sinh 2π(xi + xj)

cosh 2π(xi + xj) + cos 2π(yi − yj)
= 0, (2.8)

kxi − ζ +

N∑

j=1
( 6=i)

sin 2π(yi − yj)
cosh 2π(xi − xj)− cos 2π(yi − yj)

+

N∑

j=1

sin 2π(yi − yj)
cosh 2π(xi + xj) + cos 2π(yi − yj)

= 0, (2.9)

where xi and yi denote the real parts and the imaginary parts of the eigenvalues respec-

tively, i.e.

λi = xi + iyi. (2.10)

In the following sections we will solve the saddle point equations (2.8) and (2.9), and

evaluate the free energy

F = − logZ ≈ f(λ, λ̃) , (2.11)

for the solutions, which is written under the constraint (2.7) as

f(λ) = −4πk

N∑

i=1

xiyi + 4πζ

N∑

i=1

yi −
N∑

i,j=1
(i 6=j)

log
cosh 2π(xi − xj)− cos 2π(yi − yj)

2

+

N∑

i,j=1

log
cosh 2π(xi + xj) + cos 2π(yi − yj)

2
. (2.12)

We will also compute the vacuum expectation value of the supersymmetric Wilson loops

WR(C) =
1

dimR
TrR P exp

[∮

C
(iAµdx

µ + σ|dx|)
]
,

W̃
R̃

(C) =
1

dim R̃
Tr

R̃
P exp

[∮

C
(iÃµdx

µ + σ̃|dx|)
]
, (2.13)

where Aµ and σ are the component fields of the U(N)k vector multiplet and Ãµ and σ̃

are those in the U(N)−k vector multiplet. The closed path C is an S1 in S3 which is

determined by the supersymmetry used in the localization technique. These Wilson loops

preserves the 1/6 of the N = 6 supersymmetry [20, 24–26] and hence can be computed

by the matrix model 2 with the help of the localization method [20]. For simplicity we

will consider only the Wilson loops with the fundamental representations, whose vacuum
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expectation values are given in the saddle point approximation as

〈W�(C)〉 =
1

N

N∑

i=1

〈e2πλi〉 ≈ 1

N

N∑

i=1

e2πλi ,

〈W̃�(C)〉 =
1

N

N∑

i=1

〈e2πλ̃〉 ≈ 1

N

N∑

i=1

e2πλ̃i , (2.14)

with the substitution of the solution (λ, λ̃) to the saddle point equations (2.6).6

Below we will assume ζ ≥ 0 without loss of generality; the results for ζ < 0 are easily

generated with the help of the following Z2 “symmetry” of the partition function (2.2)

ζ → −ζ, λi → −λi, λ̃i → −λ̃i. (2.15)

We will also denote m ≡ ζ/k which is the mass of the hypermultiplets.

3 Large N limit with finite k

In this section we study the saddle point equations for the free energy of the ABJM theory

in the limit N →∞ with the Chern-Simons levels k kept finite.

3.1 Solutions in large ζ/k limit

First, we consider the case ζ/k � 1 (which is equivalent to the large radius limit of S3

with a finite ζ/k). The saddle point equations further are simplified in this regime. We

take the following ansatz:

λj =
ζ

k
+ i

N

k
+ uj + ivj , (3.1)

where uj and vj are of O(N0). The shift in the real part ζ/k cancels the term −2πiζ, while

the last terms in the saddle point equations (2.6) are approximated as

N∑

j=1

tanhπ(λi − λ̃j) = N +O
(
e−

4πζ
k

)
, (3.2)

which is canceled by the shift in the imaginary part of the eigenvalues. We are finally left

with the following equations without ζ

−kvi −
N∑

j=1
(j 6=i)

sinh 2π(ui − uj)
cosh 2π(ui − uj)− cos 2π(vi − vj)

= 0, (3.3)

kui +

N∑

j=1
(j 6=i)

sin 2π(vi − vj)
cosh 2π(ui − uj)− cos 2π(vi − vj)

= 0. (3.4)

6Though the saddle point equations are modified with the insertion of the Wilson loops, the effects of

such modifications are negligible for the fundamental representations.
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The free energy (2.12) also is simplified in this limit as

f =
4πN2ζ

k
+ δf +O

(
e−

4πζ
k

)
, (3.5)

with

δf = −2N log 2− 4πk

N∑

i=1

uivi −
N∑

i,j=1
(i 6=j)

log

[
2
(

cosh 2π(ui − uj)− cos 2π(vi − vj)
)]
. (3.6)

Note that the equations (3.3) and (3.4) are in the same form as the saddle point

equations of the matrix model for the Chern-Simons theory without the matter fields,

which were analyzed in [27–30] (with the pure imaginary Chern-Simons levels k → ik). In

that sense the correction δf in the free energy corresponds to the free energy of the pure

Chern-Simons theory in the large N limit.

3.1.1 Eigenvalue distribution

With the ansatz (3.1), the solution of the saddle point equations is the following:

uj = 0 +
1

N
g

(
j

N

)
, vj =

j

N
+ n(j) + ∆ +O

(
1

N

)
. (3.7)

Here g(s) is some function and ∆ is a constant both of which being of O(N0), while n(j) is

some integer which can be different for each j. Indeed, after the substitution of these ex-

pressions the real part of the saddle point equation (3.3) is ofO(N0), while the O(N) part of

the imaginary part of the saddle point equations (3.4) vanishes due to the following identity

N∑

j=1
(j 6=i)

sin 2π(i−j)
N

1− cos 2π(i−j)
N

= 0. (3.8)

Hence (3.7) solves the saddle point equations up to O(N0) corrections.

Let us evaluate the deviation of the free energy δf for this solution. The second term

is obviously of O(N0). Approximating the cosine hyperbolic factor by 1 we can compute

the third term exactly as

−
N∑

i,j=1
(i 6=j)

log

[
2
(

cosh 2π(ui−uj)−cos 2π(vi−vj)
)]
≈ −N log

N−1∏

i=1

2

[
1−cos

2πi

N

]
= −2N logN.

(3.9)

Hence the free energy in the large N limit is

f ≈ 4πN2ζ

k
− 2N logN, (3.10)

with the solution,

λj ≈
ζ

k
+ i

(
N

k
+

j

N
− 1

2

)
, (3.11)

– 7 –
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where we have fixed the values of ∆ and n(j) as ∆ = −1
2 and n(j) = 0, as discussed in

appendix B.1, though they actually do not affect the free energy (3.10).

In the definition of the partition function, we neglected the (1/N !)2 factor coming from

the integration over U(N)×U(N). Including this factor, the free energy becomes f ≈ 4πN2ζ
k .

There is an intuitive way of understanding our results above. First recall that in the

mass deformed ABJM theory the mass of the matter fields (adjoint hypermultiplets) is

uniformly m = ζ/k which is induced by the Fayet-Illiopoulos term. Hence in the regime

ζ/k � 1 the matter fields can be integrated separately as the massive free hypermultiplets,

which gives

Zhyper(N) =
N∏

i,j=1

1
(

2 cosh 2πζ
k

)2 ≈ e
− 4πζN2

k . (3.12)

This precisely reproduces the leading part of the free energy (3.5). On the other hand,

after integrating out the matter multiplets in the mass deformed ABJM theories we are

left with the pure Chern-Simons theory (with the induced Yang-Mills terms). The saddle

point equations for the shifted eigenvalues ui+ ivi (3.3) and (3.4) can be interpreted as the

saddle point equations for the partition function of this reduced theory.

Here we also comment on the F-theorem [31, 32]. Our computations show that the

free energy is an increasing function of mass parameter m = ζ/k. However, at the IR fixed

point the theory will be the N = 2 pure Chern-Simons theory which has smaller free energy

than the one of the UV theory which is the ABJM theory. Thus, our result is consistent

with the F-theorem. Indeed, in [32], for free massive theory, the free energy was shown to

be increasing function of the mass.7

3.1.2 Wilson loops

Here we shall compute the vacuum expectation values of the supersymmetric Wilson

loops (2.14). First consider the Wilson loop associated with U(N)k gauge group in

U(N)k ×U(N)−k. With the substitution of the saddle point configuration (3.1) with (3.7)

we obtain

〈W�(C)〉 =
1

N
e
ζ
k
+iN

k

N∑

j=1

exp

[
2πij

N
+O(N−1)

]
. (3.13)

Similarly, the Wilson loop for U(N)−k can be computed as

〈W̃�(C)〉 =
1

N
e−

ζ
k
+iN

k

N∑

j=1

exp

[
2πij

N
+O(N−1)

]
. (3.14)

If we neglect the O(N−1) deviations in the exponent, the leading part of the right-hand side

vanishes in both cases. The vanishing of the leading part of the vacuum expectation values

of the Wilson loops may have some physical implication, which will be discussed in [14].

7Speaking more concretely, the leading part 4πN2ζ/k of the free energy (3.5) can be canceled by a

local counter term Λ
∫
S3 dx

3√g(R + · · · ), as it is linear in the mass parameter m = r−1
S3 · ζ/k. Hence the

F-theorem applies not to the whole free energy but only to δf (3.6).

– 8 –
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3.2 Finite ζ/k

Below we will consider the limit N →∞ with both k and ζ kept finite. In this limit the mass

deformed ABJM theory is expected to correspond to the eleven dimensional supergravity

with some classical geometry which will be asymptotically AdS4 × S7/Zk.

We first show that for any finite ζ/k, there is a solution which is a simple generalization

of the solution obtained in the last section and has the same expression for the free energy

f ∼ 4πN2ζ/k in the large N limit. Next we study the solutions which has the free energies

f ∼ N3/2. We find that the solution to the saddle point equation is unique for ζ/k < 1/4.8

For ζ/k > 1/4, on the other hand, we find there are no solutions with f ∼ N3/2.

3.2.1 Solution with f ∼ N2 for any ζ/k

Let us start with the small generalization of the ansatz in the last section (3.11) (λi=xi+iyi)

xi =
ζ

k
+

1

N
g

(
i

N

)
, yi =

N

k
+

i

N
+ ∆ +

1

N
h

(
i

N

)
, (3.15)

with g(s) and h(s) some functions and ∆ some real constant, both being of O(N0). Indeed

we can show that the left-hand side of the imaginary part of the saddle point equations (2.8)

vanishes with the help of the following trivial generalization of the identities (3.8)

N∑

j=1

sin 2π(i−j)
N

a+ cos 2π(i−j)
N

= 0, (a /∈ (−1, 1)). (3.16)

Similarly the O(N) terms in the real part of the saddle point equation (2.9) vanish due to

N∑

j=1

1

cosh b+ cos 2π(i−j)
N

=
N

sinh b
. (b > 0) (3.17)

We can also solve the O(N0) part of the saddle point equations to determine (f(s), g(s),∆),

though they are irrelevant to the leading part of the free energy. The computation is parallel

to those in the large ζ limit and displayed in appendix B.2.

The free energy f for this solution also takes the same form as in the case of the large

ζ limit. In the limit N → ∞ the leading parts of the first two terms in (2.12) precisely

cancel with each other, hence only the last two terms are relevant

f(λ) ≈ −
N∑

i,j=1
(i 6=j)

log

[
1− cos 2π(i−j)

N

2

]
+

N∑

i,j=1

log

[
cosh 4πζ

k + cos 2π(i−j)
N

2

]

=
4πζN2

k
+O(N logN). (3.18)

8Note that this parameter regime was already analyzed in [10], where we found the two solutions to

the saddle point equations (2.8) and (2.9). As we will see later, however, we should impose the boundary

conditions to the profile functions of the eigenvalue distribution (which were imposed by the minimization of

the free energy against the continuous moduli of the solutions in the context of the previous studies [10, 33]).

One of the solutions in [10] is actually excluded due to these additional constraints.
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To obtain the second line it is convenient to replace the summations over i, j with the inte-

grations of continuous variables s ∼ i/N and s′ ∼ j/N over s, s′ ∈ (0, 1). The O(N logN)

denotes the error due to the difference between the integrations and the original discrete

summation.

3.2.2 Solutions with f ∼ N
3
2

Now we shall go on to the solutions with the free energy f ∼ N3/2. We use the continuous

notation λi → λ(s) with s ∼ i/N + const. and take the following form:

λ(s) =
√
Nz1(s) + z2(s),

λ̃(s) =
√
Nz1(s)− z2(s), (3.19)

where z1 and z2 are N independent arbitrary complex valued functions of s.9

Note that the transformation

λ̃(s)→ λ̃(−s), (3.21)

only changes the ordering of the U(N) index of the λ̃, thus the gauge symmetry. This

means that the configuration {λ(s), λ̃(s)} is equivalent to {λ(s), λ̃(−s)}. We can see that

the form (3.19) includes the ansatz taken in [10] for pure imaginary ζ and for real ζ

with the gauge transformation (3.21).10 Note that here we do not require the reality

condition (2.7).11

The above gauge symmetry also allows us to assume that Re(z1(s)) is a monotonically

increasing function with respect to s. For simplicity, in this section we shall further assume

that the profile functions z1(s) and z2(s) are piecewise continuous in 0 ≤ s ≤ 1 for this

choice of the ordering.

We believe that the form (3.19) is the most general form which gives f ∼ N
3
2 . Of

course, there are no proofs for this, however, there should be non-trivial cancellation of

O(N2) and O(N
5
2 ) terms in the free energy in order to obtain f ∼ N

3
2 , which makes

finding other possible forms highly difficult.

We will evaluate the free energy for the configuration (3.19) which is indeed O(N
3
2 ).

The Chern-Simons term, which is proportional to k, and the FI term, which is proportional

to ζ, are easily evaluated to

4πN
3
2

∫
ds (ik z1 z2 − iζ z1) . (3.22)

9The following generalization also gives the large N scaling of the free energy f ∼ N3/2

λ(s) =
√
Nz1(s) + z2(s),

λ̃(s) =
√
Nz1(s) + z3(s). (3.20)

However, this ansatz is reduced to (3.19) by an O(N−1/2)-shift of z1(s) which is irrelevant to our leading

analysis.
10The large N analysis in this section includes those in [10] and the simplest examples in [31, 33].

Furthermore, as we will see below, the one in this section is much simpler than those.
11In the appendix C, we solve the saddle point equation imposing the reality condition, which will be

useful to compare the previous studies including [10].
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For other logarithmic terms in the free energy, for example,

N2

∫
ds′
∫
ds ln

(
sinh2(

√
Nπ(z1(s)− z1(s′) + π(z2(s)− z2(s′))

)
, (3.23)

we will use the decomposition
∫
ds ln(sinh2(z)) = 2

∫
ds sgn(R(s)) z

+

∫

R(s)>0
ds ln(sinh2(z)e−2z) +

∫

R(s)<0
ds ln(sinh2(z)e2z), (3.24)

where R(s) is a real function, and the decomposition which is obtained by replacing sinh

by cosh in (3.24). We take R(s) = Re(z1(s) − z1(s′)). Then, we can see that the terms

linear in z cancel each others:

N2π

∫
ds′
∫
dsRe(z1(s)− z1(s′))

(
− (
√
N(z1(s)− z1(s′)) + z2(s)− z2(s′))

− (
√
N(z1(s)− z1(s′))− z2(s) + z2(s

′))

+ 2(
√
N(z1(s)−z1(s′)) + z2(s) + z2(s

′))
)

= 0. (3.25)

Remaining terms can be evaluated by using a formula (here dot · is the abbreviation for d
ds):

∫

s0

ds ln(cosh(z(s))e−z(s)) ∼ 1√
Nu̇(s)|s=s0

∫

C+

dt ln(cosh(t)e−t), (3.26)

∫ s0

ds ln(cosh(z(s))ez(s)) ∼ 1√
Nu̇(s)|s=s0

∫

C−

dt ln(cosh(t)e−t), (3.27)

for u̇(s)|s=s0 > 0 where

z(s) =
√
Nu(s) + v(s), (3.28)

u(s0) = 0 and the path C± is a straight line between t = ±v(s0) and t =
√
Nu̇(s)|s=s0

with N → ∞. Note that the cosh in the formula can be replaced with sinh. Then, the

remaining parts of the free energy is

N
3
2

∫
ds′

1

πż1(s′)

(
− 4

∫ ∞

0
dt log(sinh(t)e−t)

+2

∫ ∞

2πz2(s′)
dt log(cosh(t)e−t) + 2

∫ ∞

−2πz2(s′)
dt log(cosh(t)e−t)

)
(3.29)

= N
3
2

∫
ds′

1

πż1(s′)

(
−4

∫ ∞

0
dt log

(
sinh(t)

cosh(t)

)
+ 2

∫ 0

2πz2(s′)
dt log

(
cosh(t)e−t

cosh(t)et

))
(3.30)

= N
3
2

∫
ds′

1

πż1(s′)

(
1

2
π2 + 2(2πz2(s

′))2
)
, (3.31)

where we have assumed ż1(s
′) > 0 and there is no singularities in t-plane for deforming the

contour C±. However, there are singularities in the action where the cosh factor vanish.

We can see that if

− 1

4
< Im(z2)− Re(z2)

Im(ż1)

Re(ż1)
<

1

4
, (3.32)
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there is no obstruction for the deformation of the contour. If this is not the case, we can

shift z2 → z2 + in/2, where n is an integer, to satisfy the condition (3.32). Because the

action is invariant under this, we conclude that the free energy is

f = 4πN
3
2

∫
ds

(
ikz1(s)z2(s)− iζz1(s) + 2

1

ż1(s)

(
1

16
+ (z2(s) + ih)2

))
, (3.33)

where h ∈ Z/2 such that the condition

− 1

4
< Im(z2)− Re(z2)

Im(ż1)

Re(ż1)
+ h <

1

4
, (3.34)

is satisfied.12

In the above derivation of the free energy f (3.33), the assumption that Re(z1) is

monotonically increasing (after the eigenvalues are rearranged so that the profile functions

are piecewise continuous in s) is crucial. This assumption is violated if the eigenvalue

distribution has self-overlapping region after projected onto the real axis. In this case (3.33)

is corrected by the cross terms such as log sinh π(λi − λj) with λi and λj in two different

segment with overlapping shades.

Here we will argue that such an overlapping configuration can not be the saddle

point solution. First suppose that the values of Im(z1) are different for these two seg-

ments and denote the difference as Im(∆z1). We can evaluate the cross terms again

using the formula (3.26) and (3.27), but with the contour C± extended by a straight

line [±v(s0),±v(s0) + iπ
√
N Im(∆z1(s0))]. Since the integration of log(cosh(t)e−t) over

πi vanishes, the contribution of Im(∆z1) to the free energy depends on the remainder

of
√
N Im(∆z1) divided by 1. This implies that the profile functions obtained from the

variation of the free energy depend non-trivially on the way to take the limit N → ∞,

hence the N → ∞ will be ill defined. To obtain a well defined large N limit, we have to

choose Im(∆z1) = 0 at the level of the ansatz. In this case, however, the original saddle

point equation ∂f/∂(λi, λ̃i) will not be solved by the variational problem, as the degrees of

freedom of the variations will be fewer than those for the smooth eigenvalue distributions

for multiple segments. The above argument shows that there are no solutions with over-

lapping segments, at least, if we assume f ∼ N3/2. Below we will consider only the cases

without overlapping.

The saddle point equations are

0 = ikz2(s)− iζ + 2
∂

∂s

(
1

ż1(s)2

(
1

16
+ (z2(s) + ih)2

))
, (3.36)

for the variation of z1 with the following boundary condition:

0 =
1

ż1(s)2

(
1

16
+ (z2(s) + ih)2

) ∣∣
boundary

, (3.37)

12Note that

Im(z2)− Re(z2)
Im(ż1)

Re(ż1)
+ h =

Im((z2 + ih)¯̇z1)

Re(ż1)
= −k|ż1|2

Re(z1)

4Re(ż1)
. (3.35)

Thus, if z2 + ih→ ±i/4, then Im((z2+ih)¯̇z1)
Re(ż1)

→ ±1/4, which is the edge of the bound (3.34).
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and

0 = ikz1(s) + 4
1

ż1(s)
(z2(s) + ih), (3.38)

for the variation of z2, which implies that

z2(s) + ih = −ik
4
z1(s)ż1(s) = −ik

8

∂

∂s
(z1(s)

2). (3.39)

These implies that

0 =
k2

8
(z1(s)

2)− i(ζ + ikh)(s− s0) + 2
1

ż1(s)2

(
1

16
+ (z2(s) + ih)2

)

= −i(ζ + ikh)(s− s0) +
1

8ż1(s)2
, (3.40)

where s0 is a complex integration constant. Thus, we have

z1(s) = g
√
s− s0 + z0, ż1(s) = g

1

2
√
s− s0

, z2(s) + ih = −ikg
2

8
− iz0g

k

8
√
s− s0

, (3.41)

where z0 is the integration constant and

g =
1√

2i(ζ + ikh)
. (3.42)

Note that because z1(s) should be a continuous function of s we defined
√
s− s0 as a

continuous function of s although we allowed the overall sign ambiguity. This overall

ambiguity should be fixed by the condition that z1 should be a monotonically increasing

function of s.

To obtain the solutions, we need to specify the locations of the boundary points and

the solutions should satisfy the condition (3.34) everywhere. Note that for general ζ, above

discussions are valid. Indeed, the solutions for pure imaginary ζ also are included in the

above solutions.

Now we assume ζ is real and there is only one segment in the eigenvalue distributions.

We will choose s0 = ic where c is real by shifting s. Because there is one segment, we

choose the boundary points as s = sb and s = sb + 1. Then, the boundary condition is

(z2 + ih)|s=sb = γ1
i

4
, (z2 + ih)|s=sb+1 = −γ1

i

4
, (3.43)

where (γ1)
2 = 1 representing a choice of the boundary values,13 which lead (assuming ζ 6= 0)

kz0
1√

sb − ic
= −2γ1

1

g
− kg, (3.44)

kz0
1√

sb + 1− ic
= 2γ1

1

g
− kg. (3.45)

13The other possibility is z1(s) = g
√
s+z0 (s = [0, 1]) which satisfies ż1(s = 0) =∞ and z0 is fixed by the

boundary condition at s = 1. However, considering s ∼ 0, we see that for the condition (3.34) Re(z0) = 0

is needed. This is not satisfied for generic ζ/k, for example, with h = 0, z0 = 0 means ζ/k = 1/4 (see

also (3.35)).
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We obtain z0 from these boundary conditions:

1 =

(
− 1

(2g + γ1kg)2
+

1

(2g − γ1kg)2

)
(kz0)

2 =
8γ1k(

4
g2 − k2g2

)2 (kz0)
2, (3.46)

which also lead

sb − ic = γ1
1

8k

(
2

g
− γ1kg

)2

. (3.47)

Thus, we find

sb = −1

2
− γ1

(
h+

1

16

h

m2 + h2

)
, (3.48)

c = γ1m

(
−1 +

1

16

1

m2 + h2

)
. (3.49)

Below, we will check that the solution is indeed a continuous function of s. First, we

define

m ≡ ζ

k
, (3.50)

mc ≡ m+ ih , (3.51)

s′ ≡ γ1
(
s− sb −

1

2

)
, (3.52)

thus we find that s′ = −γ1/2 for s = sb and s′ = γ1/2 for s = sb + 1. With these, we find

z1 =
1√
−2γ1k

(√(
1

16m2
c

− 1

)
+ i

s′

mc
− 4γ2

(
mc +

1

16mc

))
, (3.53)

and

ż1 =
iγ1

2mc
√
−2γ1k

1√(
1

16m2
c
− 1
)

+ i s
′

mc

, (3.54)

which leads

z2 + ih = − 1

16mc
+ γ2

1

4

1 + 1
16m2

c√(
1

16m2
c
− 1
)

+ i s
′

mc

. (3.55)

Here we introduced γ2 which satisfies (γ2)
2 = 1 for the sign ambiguity of z0. In order to

satisfy the boundary condition z2 + ih = ±i/4, we need
√(

1

16m2
c

− 1

)
+ i

s′

mc

∣∣∣∣∣
s′=∓γ1/2

= γ2

(
1

4mc
∓ iγ1

)
, (3.56)

at the boundaries.14 This condition implies γ2 is fixed by the choice of the overall sign in

the l.h.s. of (3.56). Furthermore, we will see that for m = ζ/k > 1/4, these conditions are

14The condition is only for the sign because(
1

16m2
c

− 1

)
− iγ 1

2mc
=

(
1

4mc
− iγ

)2

, (3.57)

for γ2 = 1.
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not consistent with the continuity of the factor
√
D where

D =

(
1

16m2
c

− 1

)
− i s

′

mc
, (3.58)

for s′.

As we will see below, Re(D) is negative for m > 1/4. Then, the phase eiθ =
√
D/|
√
D|

satisfies π/4 < θ < 3π/4 or −π/4 > θ > −3π/4 and we can easily see that |
√
D| > 0. On

the other hand, at the two boundaries, we can see that Im(
√
D) should have different signs

for m > 1/4. These are inconsistent with the continuity for s′. For h = 0, we easily see

that Re(D) is indeed negative. For h 6= 0, we find

Re(D) =
1

16|mc|4
(
(Re(mc))

2 − (Im(mc))
2 − 16|mc|4 − 16|mc|2Im(mc)s

′) (3.59)

≤ 1

16|mc|4
(
(Re(mc))

2 − (Im(mc))
2 − 16|mc|4 + 8|mc|2|Im(mc)|

)
< 0, (3.60)

where we have used |s′| ≤ 1/2 and |Im(mc)| = |h| ≥ 1/2. Therefore, there are no solutions

for m > 1/4.

We can also show that there are no solutions for m ≤ 1/4 and h 6= 0 because

(Re(mc))
2−(Im(mc))

2 = m2−h2 < 0 and −|mc|4+|m2
chs
′| < |mc|2(−(m2+h2)+|h/2|) < 0,

where we have used |h| ≥ 1/2, which implies Re(D) < 0 using (3.59). Therefore, only the

possibility is for m ≤ 1/4 and h = 0. For this case, we see that for γ1 = −1 Re(ż1) = 0

at s′ = 0. Thus this solution violates the condition (3.34) and we should set γ1 = 1. The

solution is unique and given by

z1 =
1√
−2k

(√(
1

16m2
− 1

)
+ i

s′

m
− 4γ2

(
m+

1

16m

))
, (3.61)

where the sign ambiguity of the
√(

1
16m2 − 1

)
+ i s

′

m is fixed by requiring the condition

Re(ż1) ≥ 0 because we arranged the ordering of the eigenvalues such that z1(s) is increasing

function of s.

Finally, we will consider the multiple segments solutions. The real part of such a solu-

tion should not intersect each other because of the extra interactions as explained before.

Then, the solutions are just a sum of the single segment solutions with Na eigenvalues

where
∑

aNa = N . However, the unique single segment solutions for m < 1/4 with dif-

ferent N always have an eigenvalue such that Re(λ) = 0. Thus, there are no multiple

segment solutions.15

Therefore, we conclude there is a unique solution for m = ζ/k < 1/4, and no solutions

for m > 1/4. We can check that the solution for m = ζ/k < 1/4 is indeed solution I in [10]

which is derived also in appendix C. The free energy of this solution is

f =
π
√

2k

3
N

3
2

(
1 +

16ζ2

k2

)
, (3.62)

15So far, we have neglected a possibility that the solutions with different h which have same z1 and z2

at a boundary. However, this is not possible because the cancellation of the boundary term requires that

(z2 + ih)2 also should be same at the boundary.
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as computed in [10]. We can also evaluate the Wilson loop for the solution. The exponent

of Wilson-loop can be evaluated and is given as

〈W (C)〉 ' e2π
√
N
k

(
1√
2
+i 2
√

2ζ
k

)
. (3.63)

Note that the real part of the exponent does not depend on ζ and for W̃ (C), the result is

same. We also note that 〈W (C−1)〉 = 〈W (C)〉 where C−1 is the loop C with the inverse

direction. This Wilson loop correspond to the BPS M2-brane wrapping the M-circle, and√
N factor represents the tension of the M2-brane.

4 ’t Hooft limit

In this section we consider the ’t Hooft limit, N, k, ζ → ∞ with N/k and ζ/k kept finite.

Note that the mass of the chiral multiplets is proportional to ζ/k, and hence finite in

this limit.

4.1 Strong ’t Hooft coupling limit

First we consider the strong ’t Hooft coupling limit: k � N . In this case it is easily seen

that the eigenvalue distributions and the free energies reduce to those obtained for finite

k in section 3. Indeed, if we use the continuous notation λi → λ(s) with s = i/N − 1/2

the saddle point equation (2.6) is found to depend on (N, k, ζ) only through their ratio

(N/k, ζ/k). Hence, as the parameters in the strong ’t Hooft coupling limit 1 � (k, ζ)� N

can always be rescaled so that 1� N while k and ζ are finite, we conclude that our analysis

of the saddle point solutions and the free energies in the latter regime are still valid in the

strong ’t Hooft coupling limit.

4.2 Weak ’t Hooft coupling limit

Second we consider the weak ’t Hooft coupling limit: k � N . In this limit, by assuming the

balance between the first two terms and the second term in the saddle point equations (2.6),

i.e. (kλi − ζ) ∼ N cothπ(λi − λj), we find the following scaling behavior of λi

λi =
ζ

k
+O

(√
N

k

)
. (4.1)

The explicit solution to the saddle point equations is given in the continuous notation as

(λi = x(s) + iy(s))

x(s) =
ζ

k
+ 2

√
N

πk
s,

y(s) = −2

√
N

πk
s, (4.2)

where s ∈ (−1/2, 1/2), together with the eigenvalue density ρ(s) = (dxds )−1 given with

ρ(s) =
8

π

√
1

4
− s2. (4.3)
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Below we first provide the derivation of this solution. Then we evaluate the free energy

and the vacuum expectation value of the Wilson loops on this solution.

To obtain the solution (4.2) and (4.3), first let us shift the real/imaginary part of the

eigenvalues as

xi =
ζ

k
+ ui. (4.4)

By assuming

|ui|, |yi| � 1 , (4.5)

and expanding the trigonometric and hyperbolic functions up to O(ui, yi) we can simplify

the saddle point equations (2.8) and (2.9) as

−yi −
1

πk

N∑

j=1( 6=i)

ui − uj
(ui − uj)2 + (yi − yj)2

= 0,

ui +
1

πk

N∑

j=1( 6=i)

yi − yj
(ui − uj)2 + (yi − yj)2

= 0, (4.6)

where we have neglected the deviations of O((N/k)3/2). If we further pose the ansatz

yi = −ui and switch to the continuous notation

ui −→ u ∈ I,
N∑

j=1( 6=i)

−→ N −
∫

I
duρu(u),

(∫

I
duρu(u) = 1

)
, (4.7)

the saddle point equations reduce to the following single integration equation

u =
N

2πk
−
∫

I
du′ρu(u′)

1

u− u′
, (4.8)

which is solved by

I = (−`, `), ρu(u) =
2k

N

√
`2 − u2. (4.9)

The real-positive parameter ` is determined from the normalization condition in (4.7)

as ` =
√

N
πk . We find that the weak coupling limit k � N is indeed required for the

consistency of the initial assumption (4.5). Changing the variable from u to s =
√

πk
N
u
2 ,

we finally obtain the solution (4.2) with (4.3).

The free energy (2.12) evaluated on this solution is

f = N2

[
log

k

4πN
+ 2 log cosh

2πζ

k
+

3

2
+ 3 log 2

]
. (4.10)

In the limit ζ → 0 the result coincide with that for the ABJM theory [34]. We can also

compute the Wilson loop as

〈W�(C)〉 = e
ζ
k

∫ `

−`
duρu(u)e2π(u−iu) ' e

ζ
k

(
1− iπN

k
+O

(
N2

k2

))
,

〈W̃�(C)〉 ' e−
ζ
k

(
1 +

iπN

k
+O

(
N2

k2

))
, (4.11)

which are consistent with the results in [20, 34] up to O(N/k) and the overall factor.
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5 Discussion

In this paper we have studied the mass deformed ABJM theory in the large N limit with

various values of (k, ζ), using the saddle point approximation for the matrix model. Let us

rephrase our results, especially for finite k.

In section 3.1 we have considered the limit ζ � k. In this parameter regime, since

the mass of the matter multiplets is m = ζ/k we can integrate out these fields separately

in the partition function. As a result the saddle point equation gets extremely simplified,

which is completely independent of ζ. Though the leading part of the free energy is fixed

by the one-loop effects of the matter fields as f ∼ 4πζN2/k, the eigenvalue distributions

are still constrained by the saddle point equations. We have also computed the vacuum

expectation values of the Wilson loops in that saddle configuration, and found that they

vanish due to non-trivial cancellation among the contributions from N eigenvalues.

In the regime where both ζ and k are finite, we found two different solutions. One

is the natural extension of the above solution with f ∼ 4πζN2/k which exists for any ζ

and k. The other solution with f ∼ N3/2 which has the AdS4 gravity dual exists only for

ζ/k < 1/4 and coincides with the solution I in [10].

Thus, the theory will be critical at ζ/k = 1/4 although the absolute value of Wilson

loop does not depend on ζ/k. (As a matrix model, the eigenvalue distribution itself is

the observable and becomes critical at the value.) If we consider the large N partition

function on the solid torus [35] which is obtained by cutting S3, we might see how the

theory becomes critical ζ/k = 1/4 because the eigenvalues are fixed at the boundary of the

solid torus. Of course, the analysis in the gravity dual is needed to understand the critical

behavior.16 We hope to report on these in near future.

It is not clear that what is a correct solution for ζ/k > 1/4. One possibility is that it

is the solution with f ∼ N2 we found, which implies that the free energy jumps between

ζ/k < 1/4 and ζ/k > 1/4. For finite N , the partition function (2.2) will be continuous

with respect to ζ/k, hence so is the free energy f . However, this does not rule out the

discontinuous change of the scaling exponent of the large N free energy N3/2 → N2 because

the finite N correction can make the free energy smooth. Indeed, our solution which has

the free energy of the order N3/2 becomes singular at ζ = k/4, thus it is not valid very

near the point. We expect that the analysis very near ζ = k/4 including finite N effects

gives a smooth free energy although we leave this problem for future work.

Other important property of the mass deformed ABJM theory is that it will describe

the M2-M5 system. Indeed, in the classical analysis [1], the vacua are found to be given by a

configuration which is a generalization of the fuzzy sphere to a fuzzy S3 which represents the

M5-brane [1, 5]. Thus, it would be natural to think the phase transition at the critical value

is due to the non-negligible effects of the spherical M5-branes and the compactified M5-

branes would explain f ∼ N2 for ζ/k > 1/4. We hope to report also on this in near future.

16For ζ ∈ iR the dual geometry which reproduces the free energy F ∼ N3/2 (3.62) was studied in [13],

though the domain of validity of (3.62) was not argued.
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A Evidence for another solution for ζ � k

Below we argue another possible way to solve the saddle point equations for ζ/k � 1 (3.3)

and (3.4),

−kvi −
N∑

j=1
(j 6=i)

sinh 2π(ui − uj)
cosh 2π(ui − uj)− cos 2π(vi − vj)

= 0, (A.1)

kui +
N∑

j=1
(j 6=i)

sin 2π(vi − vj)
cosh 2π(ui − uj)− cos 2π(vi − vj)

= 0, (A.2)

though the explicit expression is not found.

First we would like to assume ui < uj for i < j, without loss of generality. The key

point is the following additional assumption: vi is large and varies more frequently than

the real part ui. Under this assumption, we can compute the summation over j in (A.1) by

approximate ui − uj to be constant while vi − vj spans a period of the cosine function, as

∑

j=1
(j 6=i)

sinh 2π(ui − uj)
cosh 2π(ui − uj)− cos 2π(vi − vj)

≈
∑

j=1
( 6=i)

∫ 1

0
dt

sinh 2π(ui − uj)
cosh 2π(ui − uj)− cos 2πt

=
∑

j=1
(j 6=i)

sgn(ui − uj)

= 2i− 1−N, (A.3)

where in the second line we have used (the continuous version of) the formula (3.17), and in

the third line we have used the fact ui < uj ⇔ i < j. Hence we can solve (A.1) to obtain vi

vi = −2N

k

(
i

N
− N + 1

2N

)
+ δv

(
i

N

)
. (A.4)

Here δv is some function of O(1). If δv(i/N) is randomly distributed and k � N , this vi
indeed justifies the approximation for the summation above.

To determine the real part ui we have to solve the other equation (A.2) (with the

substitution of vi)

kui −
∑

j=1
(j 6=i)

sin
(
4π(i−j)

k − 2π(δv(i/N)− δv(j/N))
)

cosh 2π(ui − uj)− cos
(
4π(i−j)

k − 2π(δv(i/N)− δv(j/N))
) . (A.5)
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Though this equation is difficult to solve as it contains the random part δv,17 we have

observed in the numerical analysis that the solution actually exist with several different-

looking δv.

It is not clear whether the solutions of this type are relevant in the regime ζ/k � 1.

For the numerical solutions we have obtained, however, we observe the following behavior

of the free energy

f − 4πN2ζ

k
∝ N2 (A.6)

with some positive coefficient which is different for each solution. Hence we conclude that

the solution given in the section 3.1 is more preferred in the saddle point approximation

compared with these solution.

Note that the solutions found in [12] is similar to this solution in the sense that the

eigenvalue distribution is of O(N).

B Sub-leading part of solutions with f ∼ N2

In section 3.1 and section 3.2.1 we have found the solutions of type

λj ∼
ζ

k
+ i

(
N

k
+

j

N

)
+ · · · (B.1)

(see (3.7) and (3.15)), which manifestly solve the O(N) part of the saddle point equations.

In this appendix we show that these solution also solve the O(N0) part of the saddle point

equations, by explicitly determining the remaining part of the solution. Hence we have a

completely exact solution to the saddle point equations in the large N limit. Although

they are irrelevant to the large N analysis, the explicit solution would be helpful for the

further analysis.

B.1 Large ζ/k

Let us start with the simpler case, ζ/k � 1, and determine the sub-leading profile of

the saddle point solution (g(s), n(j),∆) in (3.7). The imaginary part of the saddle point

equation is already of O(N−1), while the real part of the equations have the following terms

of O(N0)

− k
(
i

N
+ ∆ + n(i)

)
− 2π

N

N∑

j=1( 6=i)

g(i/N)− g(j/N)

1− cos 2π(i−j)
N

= 0. (B.2)

In the continuous notation

2π(i−N/2)

N
−→ t ∈ (−π, π),

g

(
i

N

)
−→ g(t), n(i) −→ n(t) ∈ Z,

N∑

j=1( 6=i)

−→ N

2π
−
∫ π

−π
dt′, (B.3)

17We cannot choose δv = 0. This fact is observed numerically, and also obvious at least for k = 1, 2, 4;

otherwise ui = 0 for all i and contradict to the determination of vi.
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the above equation is written as

−
∫ π

−π
dt′

g(t)− g(t′)

1− cos(t− t′)
= − k

2π

(
t+ 2π(∆̃ + n(t))

)
, (B.4)

with ∆̃ = ∆ + 1/2.

To solve this equation, regard the last term in this equation as a linear transformation

P1[·] acting on a function

P1[g(t)] = −
∫ π

−π
dt′

g(t)− g(t′)

1− cos(t− t′)
. (B.5)

We find the following series of the eigenfunctions and the eigenvalues of this operation

P1[sinαt] = 2πα sinαt. (α ∈ N) (B.6)

Assuming that g(t) is expanded in these eigenfunctions and recalling the following identity

used in [10]
∞∑

α=1

(−1)α−1

α
sinαt =

t

2
, (−π < t < π) (B.7)

we obtain the following solution (∆̃, g(t)) to the integration equation (B.4)

∆̃ = 0, g(t) = − k

2π2

∞∑

α=1

(−1)α−1

α2
sinαt =

k

2π2
Im Li2(−eit). (B.8)

With this choice the solution (3.7) exactly solves the saddle point equations (3.3) and (3.4)

in the large N limit.

B.2 Finite ζ/k

Next we consider the case with finite ζ/k (3.15) with the profile functions (g(s), h(s),∆).

The strategy is the same as in appendix B.1. First we write down the four kinds of the

summation in the saddle point equations (2.8) and (2.9) expanded with g/N, h/N � 1

∑

j( 6=i)

sinh 2π(xi − xj)
cosh 2π(xi − xj)− cos 2π(yi − yj)

=
2π

N

∑

j( 6=i)

gi − gj
1− cos 2π(i−j)

N

+O
( 1

N

)
,

∑

j

sinh 2π(xi + xj)

cosh 2π(xi + xj) + cos 2π(yi − yj)
=
∑

j

sinh 4πζ
k

cosh 4πζ
k + cos 2π(i−j)

N

+
2π

N

∑

j

[
(gi+gj)

(
1+cosh 4πζ

k cos 2π(i−j)
N

)
(
cosh 4πζ

k + cos 2π(i−j)
N

)2 +
(hi−hj) sinh 4πζ

k sin 2π(i−j)
N

(cosh 4πζ
k + cos 2π(i−j)

N )2

]
+O

( 1

N

)
,

∑

j( 6=i)

sin 2π(yi − yj)
cosh 2π(xi − xj)− cos 2π(yi − yj)

=
∑

j( 6=i)

sin 2π(i−j)
N

1− cos 2π(i−j)
N

− 2π

N

∑

j( 6=i)

hi − hj
1− cos 2π(i−j)

N

+O
( 1

N

)
,
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∑

j

sin 2π(yi − yj)
cosh 2π(xi + xj) + cos 2π(yi − yj)

=
∑

j

sin 2π(i−j)
N

cosh 4πζ
k + cos 2π(i−j)

N

+
2π

N

∑

j

[
−

(gi + gj) sinh 4πζ
k sin 2π(i−j)

N(
cosh 4πζ

k + cos 2π(i−j)
N

)2 +
(hi − hj)

(
1 + cosh 4πζ

k cos 2π(i−j)
N

)
(
cosh 4πζ

k + cos 2π(i−j)
N

)2

]
+O

( 1

N

)
,

(B.9)

where gi and hi are the abbreviations of g(i/N) and h(i/N) respectively.

After introducing the continuous notation replacing the discrete index i and the sum-

mations

2π(i−N/2)

N
→ t ∈ (−π, π),

N∑

j=1( 6=i)

−→ N

2π
−
∫ π

−π
dt′,

N∑

j=1

−→ N

2π

∫ π

−π
dt, (B.10)

the O(N0) part of the saddle point equations can be written as

− kt
2π

+ k∆̃− −
∫

I
dt′

g(t)− g(t′)

1− cos(t− t′)

+

∫

I
dt′

[
(g(t) + g(t′))

(
1 + cosh 4πζ

k cos(t− t′)
)

(
cosh 4πζ

k + cos(t− t′)
)2 +

(h(t)− h(t′)) sinh 4πζ
k sin(t− t′)

(cosh 4πζ
k + cos(t− t′))2

]
= 0,

− −
∫
dt′

h(t)− h(t′)

1− cos(t− t′)

+

∫
dt′

[
−

(g(t)+g(t′)) sinh 4πζ
k sin(t− t′)

(
cosh 4πζ

k + cos(t− t′)
)2 +

(h(t)− h(t′))
(
1 + cosh 4πζ

k cos(t− t′)
)

(
cosh 4πζ

k + cos(t− t′)
)2

]
= 0 ,

(B.11)

with ∆̃ = ∆ + 1/2. To clarify the structure of the equations we introduce the following

linear transformations

P1[g(t)] ≡ −
∫

I
dt′

g(t)− g(t′)

1− cos(t− t′)
,

P2[g(t)] ≡
∫

I
dt′

g(t)− g(t′)
(
cosh 4πζ

k + cos(t− t′)
)2 ,

P3[g(t)] ≡
∫

I
dt′

cos(t− t′)
(
cosh 4πζ

k + cos(t− t′)
)2 (g(t)− g(t′)),

P4[g(t)] ≡
∫

I
dt′

sin(t− t′)
(
cosh 4πζ

k + cos(t− t′)
)2 (g(t)− g(t′)). (B.12)

with which the saddle point equations (B.11) are written compactly as

(
−P1 − P2 − cosh

4πζ

k
P3

)
[g(t)] + sinh

4πζ

k
P4[h(t)] =

kt

2π
+ k

(
1

2
−∆2

)
,

sin
4πζ

k
P4[g(t)] +

(
−P1 + P2 + cosh

4πζ

k
P3

)
[h(t)] = 0 . (B.13)
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Since eiαt (α ∈ Z) are eigenfunctions of these transformations

Pa[e
iαt] = Λa,αe

iαt , (B.14)

with Λa,α some constants, we shall pose the following ansatz

g(t) =
∑

α 6=0

Aαe
iαt, h(t) =

∑

α∈Z
Bαe

iαt. (B.15)

Then, with the help of the identity for an infinite summation of the trigonometric func-

tions (B.7) we find that the saddle point equations are satisfied if the coefficients Aα and

Bα satisfy the following equations

(
−Λ1,α − Λ2,α − cosh

4πζ

k
Λ3,α

)
Aα + sinh

4πζ

k
Λ4,αBα =

k

4π2i

(−1)α−1

α
, (α 6= 0)

sinh
4πζ

k
Λ4,0B0 = k

(
1

2
−∆2

)
,

sin
4πζ

k
Λ4,αAα +

(
−Λ1,α + Λ2,α + cosh

4πζ

k
Λ3,α

)
Bα = 0. (B.16)

C Solution for ζ/k < 1/4

In this appendix, we consider the solutions with the free energy f ∼ N3/2 in a similar way

as in [10] in order to compare the results in this paper and the ones in [10] easier. We

use the continuous notation λi → λ(s) with s ∼ i/N − 1/2 ∈ (−1/2, 1/2) and pose the

following ansatz for the eigenvalue distribution

λ(s) =
√
Nx(s) + ∆e(s) + i

(√
Nye(s) + yo(s)

)
, (C.1)

with two odd functions (x(s), yo(s)) and two even functions (∆e(s), ye(s)) under s→ −s,
all of which are of O(N0). We also assume x(s) is a monotonically increasing function

of s without loss of generality due to the freedom of the re-numbering of the eigenvalues

λi → λσ(i) with σ any permutations.

Though the ansatz is a slight generalization of that in our previous work [10], the

process to determine the solution will look different. Below we first substitute our ansatz

to the free energy f(λ, λ̃) (2.3). The leading part of the free energy in the large N limit

can be regarded a functional of the profile functions (x(s),∆(s), ye(s), yo(s)). Then we

can obtain the new set of the “saddle point equations” from the variational problem of

this functional. Though the new procedure will be conceptually identical to the direct

substitution of an ansatz to the original saddle point equations ∂f/∂λi and ∂f/∂λ̃i (2.6),

we find that the derivation of the final set of the equations is substantially simplified.

As a result, we obtain a new boundary condition to the profile functions which were

overlooked in the previous analysis and is essential to single out the solution. We finally

find that for ζ/k < 1/4 the solution is unique and coincide with the solution I in [10] and

that for ζ/k > 1/4 there are no consistent solutions with our ansatz (C.1).
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With the substitution of the ansatz (C.1) the free energy is evaluated as

f = 4πN3/2H[x,∆e, ye, ỹo] +O(N1/2) (C.2)

with

H[x,∆e, ye, ỹo] (C.3)

=

∫
ds

[
ẋ−1(2∆2

e − kxẏe∆e) + ζye + kh|x| − kye∆e − kxỹo +
ẋ

ẋ2 + ẏ2e

(
1

8
− 2ỹ2o

)]
,

where the dot “·” denotes the differential with respect to s. We have also introduced the

following abbreviation

ỹo = yo + hsgn(s)− ẏe∆eẋ
−1 , (C.4)

with h ∈ Z/2 defined by |ỹo| ≤ 1/4. We would like to note that the following integration

identity is useful in the computation to derive the expression (C.2) with (C.3):

∫

s0

ds log
[
cosh

(√
Nu(s) + v(s)

)
e−
√
Nu(s)−v(s)

]
∼ 1√

Nu̇(s0)

∫ ∞

−v(s0)
dt log

[
cosh(t)e−t

]
,

(C.5)

for arbitrary complex functions u(s), v(s) satisfying Re[u(s0)]=0 and Re[u(s)]>0 for s>s0.

Let us consider the extremization problem of the functional H[x,∆e, ye, ỹo]. By dif-

ferentiating with respect to the profile functions we obtain the following four differential

equations

d

dx

(
ζye +

1

4

ρ

1 + y′2e

)
+ kh sgn(x) = 0,

kx
d

dx
(ρ∆e) + ζρ+

d

dx

(
y′eρ

2

(1 + y′2e )2

(
1

4
− 4ỹ2o

))
= 0,

− d

dx
(kxye) + 4ρ∆e = 0,

−kx− 4ρỹo
1 + y′2e

= 0. (C.6)

Here we have chosen x as a fundamental variable rather than s, and introduced the eigen-

value density ρ(x) = ds/dx in x direction. The differentials with respect to x are abbre-

viated with primes “′”. In this notation we gain new degrees of freedom for the choice of

the x-support Ix, as well as new constraints: ρ(x) > 0 and the normalization condition

∫

Ix

dxρ = 1. (C.7)

We also obtain the following constraints which come from the variation at the boundaries

ρ∆e

∣∣∣
boundary

= 0, ỹo

∣∣∣
boundary

= ±1

4
. (C.8)

Interestingly our analysis (almost) derive the constraint ∆e|boundary = 0 which was posed

just by hand in the previous analysis [10].
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The differential equations (C.2) can be solved as follows. From the first, third and

fourth line of the equations we obtain

ρ = 4(B − kh|x| − ζye)(1 + y′2e ),

ρ∆e =
k

4

d

dx
(xye),

ρỹo = −kx(1 + y′2e )

4
, (C.9)

with B an arbitrary constant. Substituting these into the second line of (C.6), we obtain

a differential equation containing only ye, which is solved as

ye =
B − kh|x|

ζ
− ỹe , (C.10)

with

ỹe =

√(
1 +

k2h2

ζ2

)
(x2 + 2b|x|+ a). (C.11)

Here a and b are arbitrary real numbers.

Now we shall determine the moduli of the solution to the differential equations (C.6),

which are a, b, B ∈ R together with the choice of the x-support Ix, from the normalization

condition (C.7) and the boundary constraints (C.8). First we argue that the solution with

any disconnected piece in x ≥ 0 in Ix is excluded from the boundary constraints (C.8). We

focus on the second boundary condition ỹo|boundary, which is explicitly written as

x√
x2 + 2b|x|+ a

∣∣∣∣
boundary

=
4ζ
√

1 + k2h2

ζ2

k
. (C.12)

The behavior of the left-hand side as a function of x is displayed in figure 1. For in the

case (iii) and (iv), there exist two solutions x = L1, L2 for (C.12) with 0 ≤ L1 < L2.

Among them, the case (iii) (a ≥ 0, b ≤ 0) is excluded as |ỹo| > 1/4 for L1 < x < L2 which

contradicts to our initial assumption. Hence the support (L1, L2) could exist consistently

only when the parameters satisfy ζ < k/4, h = 0, a < 0 and b > 0. On the other hand, in

the case of (iv) we can easily find that there are no solutions (a, b, L1, L2) (0 ≤ L1 < L2)

which also satisfy the first boundary condition in (C.8) ρ∆e(L1) = ρ∆e(L2) = 0. Hence we

conclude that the x-support Ix cannot have any disconnected segment in the region x > 0;

it must always be in the form of Ix = (−L,L).

In the case Ix = (−L,L), in addition to the boundary constraint at x = L, we also

require the smoothness of the profile functions at x = 0. Indeed, any points where the

profile functions are discontinuous require additional boundary constraints, with which the

whole constraints become unsolvable as we have argued above. Then it is obvious that the

case h 6= 0 is excluded. For the same reason we also find that a and b need to satisfy as

a > 0 and b = 0. Under these restrictions the moduli (a, b, B, L1) exist only when

ζ <
k

4
, (C.13)
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(i)

(iii) (iv)

1

x
L1 L2

1

x

L1 L2

1

x

4ζ
√
1 + k2h2/ζ2

k

4ζ
√

1 + k2h2/ζ2

k

x

(ii)

1

4ζ
√
1 + k2h2/ζ2

k

4ζ
√

1 + k2h2/ζ2

k

L

Figure 1. The behavior of the left-hand side of (C.12) for (i) a ≥ 0 and b ≥ 0, (ii) a < 0 and b ≤ 0,

(iii) a ≥ 0 and b ≤ 0 and (iv) a < 0 and b ≥ 0.

(see plot (i) in figure 1) and can be uniquely determined from the boundary constraint at

x = L and the normalization condition (C.7) as

a =
k

32ζ2

(
1− 16ζ2

k2

)
, b = 0, B =

√
k

4
√

2

(
1+

16ζ2

k2

)
, Ix =

(
− 1√

2k
,

1√
2k

)
. (C.14)

with which the explicit expression for the profile functions are

ỹe =
√
x2 + a , (C.15)

ρ = 4ζỹe(1 + ỹ′2e ) = 4ζ
d

dx
(xỹe), (C.16)

∆e = − 1

16m

(
1− Bỹe

ζ(ỹ2e + x2)

)
, (C.17)

yo = − 1

16m

Bx

ζ(ỹ2e + x2)
. (C.18)

The saddle point solution coincide with the solution I obtained in [10].

The free energy of this solution is

f =
π
√

2k

3
N

3
2

(
1 +

16ζ2

k2

)
, (C.19)

as computed in [10].

We can check that the above solution of the saddle point equation corresponds to the

solution we have introduced in section 3.2.2. To see this we express x as a function of s by

integrating ρ = ds/dx

s(x) =

∫ x

0
dxρ(x). (C.20)
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Using the explicit expression of ρ (C.16) we obtain

x = sgn(s)

√
a

2

√

−1 +

√
1 +

4s2(2a+ 1)

a2
, (C.21)

where

a =
1

2

(
1

16m2
− 1

)
. (C.22)

Hence ỹe (C.15) is

ỹe =

√
a

2

√

1 +

√
1 +

4s2(2a+ 1)

a2
. (C.23)

Now we can see that x + iye coincides with z1(s) (3.61). Similarly, ∆e + iyo ((C.17)

and (C.18)) expressed in terms of s coincide with z2(s) (3.55).
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