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## 1 Introduction

The relative entropy $S(\rho \| \sigma)$ is a useful statistical measure to distinguish two density matrices $\rho$ and $\sigma$. It is defined as

$$
\begin{equation*}
S(\rho \| \sigma)=\operatorname{tr} \rho \log \rho-\operatorname{tr} \rho \log \sigma . \tag{1.1}
\end{equation*}
$$

Among its most important properties are that it is always positive (zero iff $\sigma=\rho$ ) and that it decreases under completely positive trace preserving maps (monotonicity). The operational meaning of the relative entropy is the following. The probability of the results of $n$ measurements performed in the state $\rho$ being accurately described by a different density matrix $\sigma$ is $e^{-n S(\rho \| \sigma)}$. Notice that the relative entropy is not symmetric in its
arguments ${ }^{1}$ and therefore it is not a metric distance between the states. This reflects the fact that states that are close in some metric distance can still be easily distinguishable by measurements. Indeed, the relative entropy can be used to bound from above several metric distances, such as the trace distance [2]. We refer to [1] for an extensive review of the relative entropy.

In recent years, the relative entropy paved its way to become a successful tool in quantum field theory and quantum gravity. Its properties were used to understand the Bekenstein bound [3] and to prove the quantum Bousso bound $[4,5]$, the generalized second law [6] and the average null energy condition in Minkowski space [7]. In the holographic set up, positivity of the relative entropy can be used for example to derive the linearized bulk equations of motion [8] or to obtain constraints on gravitational systems with a unitary holographic description [9-11]. Despite all this success, there are relatively few direct calculations of the relative entropy available in a purely quantum field theoretic set up [12, 13].

In order to make progress in this latter direction, in our previous work [14], we have studied the relative entropy between the reduced density matrices $\rho_{V}$ and $\rho_{W}$ of primary energy eigenstates $|V\rangle,|W\rangle$

$$
\begin{equation*}
\rho_{V}=\operatorname{tr}_{A^{c}}|V\rangle\langle V|, \quad \rho_{W}=\operatorname{tr}_{A^{c}}|W\rangle\langle W| \tag{1.2}
\end{equation*}
$$

associated with a single interval $A$ in the case of two dimensional conformal field theories. Here, $A^{c}$ denotes the complement of the subsystem $A$. We have obtained the following general formula for the relative entropy, to leading order in the size of the subsystem $|A|=2 \pi x \rightarrow 0$

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\Delta+1)}{2 \Gamma\left(\Delta+\frac{3}{2}\right)} \sum_{\alpha}\left(C_{O_{\alpha} V V}-C_{O_{\alpha} W W}\right)^{2}(\pi x)^{2 \Delta}+\cdots, \tag{1.3}
\end{equation*}
$$

where $\left\{O_{\alpha}\right\}$ is the set of lightest operators ${ }^{2}$ with $C_{V V O_{\alpha}}-C_{W W O_{\alpha}} \neq 0$ and $\Delta$ is the scaling dimension of these operators. To derive this result, we have used the replica trick proposed in [13]. We have checked this result against some known special cases [13, 15] and to a computation involving generalized free fields. One puzzling aspect of this latter computation is that the formula appears to be independent of the spacetime dimensionality. This suggests that (1.3) could hold as it stands in an arbitrary number of dimensions.

In this paper we compute the leading order relative entropy between two excited states reduced to a single ball shaped region in higher dimensional conformal field theories ${ }^{3}$ defined

[^0]on $\mathbb{R} \times S^{d-1}$. We employ again the replica trick in [13] to do this. By using the Casini-Huerta-Myers (CHM) map [18], the computation boils down to the calculations of certain correlation functions on $S^{1} \times H^{d-1}$, where $H^{d-1}$ is the $d-1$ dimensional hyperbolic space. When the dominant operator $O$ is a scalar we find that the leading order relative entropy agrees with formula (1.3) for 2 d CFTs with $x$ being replaced by $\frac{\theta_{0}}{\pi}$, with $\theta_{0}$ being the radius of the entangling sphere. Note the remarkable feature that this result is indeed independent of the spacetime dimensionality. Contrary to this, when the dominant operator is the stress tensor, then the leading order result is
\[

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{4 C_{T}}\left(\frac{d}{d-1}\right)\left(\varepsilon_{V}-\varepsilon_{W}\right)^{2} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d+1)}{\Gamma\left(d+\frac{3}{2}\right)} \theta_{0}^{2 d}+\cdots, \tag{1.4}
\end{equation*}
$$

\]

where $C_{T}$ is the coefficient of the stress tensor two point function, and $\varepsilon$ denotes the energy density, i.e. the scaling dimension divided by the volume of the spatial sphere, $S^{d-1}$. We will also give the formula in the case when the dominant operator is a conserved $\mathrm{U}(1)$ current.

When one of the states is the vacuum of the CFT we can compare our formulas to the holographic results of [15]. There, the holographic entanglement entropy [19, 20] is calculated on the AdS black brane background and on a background with a bulk scalar condensate up to second order in the deformations compared to pure AdS in the small subsystem size limit. This is used to infer the relative entropy between the vacuum and an excited state. We find that our CFT results perfectly agree with these holographic results. It is worth to note that to derive the holographic entanglement entropy at second order, one needs the nonlinear parts of Einstein's equations. This is to be contrasted with the first order result which is needed to confirm the first law of entanglement and only uses the linearized field equations. This suggests that the general CFT results know about the nonlinear parts of the bulk Einstein's equations.

As we have already mentioned, the relative entropy is in general not symmetric under the exchange of the two density matrices in its arguments. However, the leading order results (1.3), (1.4) are symmetric. We may interpret this as a consequence of all energy eigenstates resembling the vacuum on short distances and therefore we are essentially calculating the norm of the difference of the two reduced density matrices in the Fisher information metric (see e.g. [21]) corresponding to the vacuum. The first asymmetric part of the relative entropy appears at next to leading order in the expansion in the subsystem size. We will also discuss the dependence of this contribution on the OPE coefficients. In particular, we consider a class of excited states in 2d CFTs which behave as thermal states in the thermodynamic limit, i.e. when the size of the subsystem is much smaller than the length of the thermal cycle. These have a local expression for their modular Hamiltonian and we confirm that the expansion of the resulting relative entropy reproduces the asymmetric part that we have found by general considerations.

While the leading result (1.3) is in general not universal, there are some statements that can be made about its magnitude. This, in particular, gives us information about the distinguishability of black hole microstates in the context of AdS/CFT [22, 23]. Indeed, the results (1.3), (1.4) can be interpreted as the bulk relative entropy in the entanglement
wedge of region $A$ in holographic theories [24]. As an example we will show, provided that the lightest operator is the stress tensor, that in large $N$ theories heavy states within an energy window of $\frac{\Delta E}{E} \lesssim \frac{1}{N}$ are indistinguishable inside the region $A$ to leading order in $\frac{1}{N}$. Another example is given by theories satisfying local eigenstate thermalization which is defined as the thermalization of all the local one point functions in a high energy eigenstate. ${ }^{4}$ It was argued very recently in [26] that under this assumption the heavy-heavylight OPE coefficients are universal up to corrections suppressed by $e^{-O(S(E))}$, where $S(E)$ is the microcanonical entropy at the heavy state energy $E$. This was used to show that the relative entropy between the reduced density matrices of excited states and a universal density matrix is small, proportional to $e^{-O(S(E))}$. Here we note that the same assumption on OPE coefficients implies via e.q. (1.3) that the relative entropy between reduced density matrices of different primary states with the same energy is also of order $e^{-O(S(E))}$. Note that while these two statements are intuitively equivalent, they do not follow from each other as the relative entropy does not satisfy any triangle inequality.

The organization of this paper is as follows. In section 2 we explain our setup and how to calculate the relative entropy in terms of correlation functions on $S^{1} \times H^{d-1}$. In section 3 we derive our main results by expanding the correlation functions in the small subsystem limit $\theta_{0} \rightarrow 0$. We also explain here how to understand our formulas using the point-like limit of the excited state modular Hamiltonian. In section 4 we compare our CFT results with the holographic results of [15]. We find a perfect agreement. In section 5 we discuss the leading asymmetric contribution to the relative entropy and compare it to a two dimensional example. In section 6 we examine the average relative entropy between states within a given energy window. In appendix A and B we explain some details of our calculations.

## 2 Preliminaries

In this section we explain how to compute the relative entropy $S\left(\rho_{V} \| \rho_{W}\right)$ between two globally excited energy eigenstates $|V\rangle,|W\rangle$ reduced to a single ball shaped region in conformal field theories of generic dimension. We do this by employing the replica trick [13]

$$
\begin{align*}
S\left(\rho_{V} \| \rho_{W}\right) & =\lim _{n \rightarrow 1} S_{n}\left(\rho_{V} \| \rho_{W}\right) \\
& =\lim _{n \rightarrow 1} \frac{1}{n-1}\left(\log \operatorname{tr} \rho_{V}^{n}-\log \operatorname{tr} \rho_{V} \rho_{W}^{n-1}\right) \tag{2.1}
\end{align*}
$$

and writing down the two terms in the replica relative entropy (2.1) in terms of correlation functions on $S^{1} \times H^{d-1}$.

Let us first look at the Rényi entropies $\operatorname{tr} \rho_{V}^{n}$ of an excited state $|V\rangle$. We start from a CFT on $\mathbb{R} \times S^{d-1}$, on which we use the following metric

$$
\begin{equation*}
d s_{\mathbb{R} \times S^{d-1}}^{2}=d t^{2}+\left(d \theta^{2}+\sin ^{2} \theta d \Omega_{d-2}^{2}\right) \tag{2.2}
\end{equation*}
$$

[^1]We define our subsystem $A$ to be a cap like region $\left[0, \theta_{0}\right]$. Then, $\operatorname{tr} \rho_{V}^{n}$ is computed by the path integral on the $n$ sheet copy of this manifold with a cut on the subsystem $A$ and the excited state $|V\rangle$ located at $t= \pm \infty$ of each sheet. Now we briefly describe the conformal maps which bring this branched cylinder to the covering manifold $S_{n}^{1} \times H^{d-1}$, where the circle has periodicity $2 \pi n$.

From branched cylinder to branched sphere $S_{n}^{d}$. Each cylinder sheet $\mathbb{R} \times S^{d-1}$ can be mapped to a $d$-dimensional sphere $S^{d}$ with the coordinates $\left(\phi, \Omega_{d-1}\right)$ by the conformal map

$$
\begin{equation*}
t=\log \tan \frac{\phi}{2} \tag{2.3}
\end{equation*}
$$

Then,

$$
\begin{equation*}
d s_{\mathbb{R} \times S^{d-1}}^{2}=\frac{1}{\sin ^{2} \phi} d s_{S^{d}}^{2} \equiv \Omega_{1}^{2} d s_{S^{d}}^{2}, \quad d s_{S^{d}}^{2}=d \phi^{2}+\sin ^{2} \phi d \Omega_{d-1}^{2} \tag{2.4}
\end{equation*}
$$

The excited states on the $k$-th cylinder sheet are mapped to the north pole $\phi=\pi_{k}$ and the south pole $\phi=0_{k}$ of the $k$-th sheet of the sphere. By the state operator correspondence, the excited states on these poles can be written in terms of a local operator

$$
\begin{equation*}
\langle V|=\langle 0| V(\pi) \quad|V\rangle=V(0)|0\rangle \tag{2.5}
\end{equation*}
$$

By using this, we can write the Rényi entropy as

$$
\begin{equation*}
\operatorname{tr} \rho_{V}^{n}=\mathcal{N}_{n} \frac{\left\langle\prod_{k=0}^{n-1} V\left(\pi_{k}\right) V\left(0_{k}\right)\right\rangle_{S_{n}^{d}}}{\prod_{k=0}^{n-1}\left\langle V\left(\pi_{k}\right) V\left(0_{k}\right)\right\rangle_{S^{d}}}, \tag{2.6}
\end{equation*}
$$

where $\mathcal{N}_{n}$ is some regularization dependent normalization constant involving the partition function on $S_{n}^{d}$ and $S^{d}$ but independent of the operator $V$. We divide by the appropriate power of $\langle V \mid V\rangle=\langle V(\pi) V(0)\rangle_{S^{d}}$ to have normalized states. Note that the $V$ dependent part on the right hand side of (2.6) is invariant under the Weyl transformation $g_{\mu \nu} \rightarrow \Omega^{2} g_{\mu \nu}$.

From branched sphere $S_{n}^{d}$ to $\Sigma_{n} \equiv S_{n}^{1} \times H^{d-1}$. Now we introduce uniformized coordinates by conformally mapping the branched sphere $S_{n}^{d}$ to the manifold $\Sigma_{n} \equiv$ $S_{n}^{1} \times H^{d-1}$, where $H^{d-1}$ is the hyperbolic space. Notice again that we do not need to keep track of the Weyl factors as these cancel out from the expression for $\operatorname{tr} \rho_{V}^{n}$. The coordinates on $\Sigma_{n}$ are $\left(\tau, u, \Omega_{d-2}\right)$ with the identification $\tau \sim \tau+2 n \pi$ and the metric is

$$
\begin{equation*}
d s_{\Sigma_{n}}^{2}=d \tau^{2}+d u^{2}+\sinh ^{2} u d \Omega_{d-2}^{2} \tag{2.7}
\end{equation*}
$$

The precise expression of the map is given by [18]

$$
\begin{equation*}
-\cos \phi=\frac{\sin \theta_{0} \sin \tau}{\cosh u+\cos \theta_{0} \cos \tau}, \quad \tan \theta=\frac{\sin \theta_{0} \sinh u}{\cos \tau+\cos \theta_{0} \cosh u} \tag{2.8}
\end{equation*}
$$

The local operators on $S_{n}^{d}$ are mapped to the following positions of $\Sigma_{n}$

$$
\begin{array}{ll}
\pi_{k} \rightarrow \tau_{k}=2 \pi k+\left(\pi-\theta_{0}\right), & u=0 \\
0_{k} \rightarrow \hat{\tau_{k}}=2 \pi k+\left(\pi+\theta_{0}\right), & u=0 \tag{2.9}
\end{array}
$$

Note that in the small interval limit, $\theta_{0} \rightarrow 0, \tau_{k} \rightarrow \hat{\tau}_{k}$, i.e. the insertions pairwise approach each other.
The trace of the reduced density matrix $\operatorname{tr} \rho_{V}^{n}$ can again be expressed by insertions of a local operator $V(\tau, u)$ on the manifold

$$
\begin{equation*}
\operatorname{tr} \rho_{V}^{n}=\mathcal{N}_{n} \frac{\left\langle\prod_{k=0}^{n-1} V\left(\tau_{k}, 0\right) V\left(\hat{\tau}_{k}, 0\right)\right\rangle_{\Sigma_{n}}}{\prod_{k=0}^{n-1}\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}} \tag{2.10}
\end{equation*}
$$

Similarly, the second term in (2.1) is computed by the correlation function

$$
\begin{equation*}
\operatorname{tr} \rho_{V} \rho_{W}^{n-1}=\mathcal{N}_{n} \frac{\left\langle V\left(\tau_{0}, 0\right) V\left(\hat{\tau}_{0}, 0\right) \prod_{k=1}^{n-1} W\left(\tau_{k}, 0\right) W\left(\hat{\tau}_{k}, 0\right)\right\rangle_{\Sigma_{n}}}{\left\langle V\left(\tau_{0}\right) V\left(\hat{\tau}_{0}\right)\right\rangle_{\Sigma_{1}} \prod_{k=1}^{n-1}\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}} \tag{2.11}
\end{equation*}
$$

These two quantities involve the same normalization constant $\mathcal{N}_{n}$ and we see that this cancels from the (2.1) definition of the replica relative entropy. Therefore, in the following we set $\mathcal{N}_{n}=1$.

## 3 Relative entropy in the small radius limit

### 3.1 Scalar exchange

In this subsection we derive the leading term in the small radius limit $\theta_{0} \rightarrow 0$, when the lightest operator $O$ in the $V \times V$ OPE on $\Sigma_{n}$

$$
\begin{equation*}
V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)=\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}\left\{1+C_{V V}^{O} D_{n}\left(\tau_{k}, \hat{\tau}_{k}\right)^{\Delta_{o}} O\left(\tau_{k}\right)+\cdots\right\} \tag{3.1}
\end{equation*}
$$

is a scalar. In the following, we only highlight the $\tau$ arguments of operators as the insertion positions on $H^{d-1}$ are the same. Note that we do not know the explicit form of either $\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}$ or $D_{n}\left(\tau_{k}, \hat{\tau}_{k}\right)$ when $n \neq 1$. However, as we will see below, to calculate the relative entropy we only need their expressions for $n=1$. We also note that because of translational invariance along the $\tau$ direction, these two functions only depend on the differences of $\tau$ ie, $\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}=G_{n}\left(\tau_{k}-\hat{\tau}_{k}\right)$ and $D_{n}\left(\tau_{k}, \hat{\tau}_{k}\right)=D_{n}\left(\tau_{k}-\hat{\tau}_{k}\right)$. In particular, they are independent of $k$. Using the OPE (3.1) in (2.10) we get at leading order

$$
\begin{equation*}
\operatorname{tr} \rho_{V}^{n}=\left(\frac{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}\right)^{n}\left(1+\left(C_{V V}^{O}\right)^{2} D_{n}(\tau-\hat{\tau})^{2 \Delta_{o}} \frac{1}{2} \sum_{k \neq l=0}^{n-1}\left\langle O\left(\tau_{k}\right) O\left(\tau_{l}\right)\right\rangle_{\Sigma_{n}}+\cdots\right) \tag{3.2}
\end{equation*}
$$

Similarly

$$
\begin{align*}
\operatorname{tr} \rho_{V} \rho_{W}^{n-1}= & \frac{\left\langle V\left(\tau_{0}\right) V\left(\hat{\tau}_{0}\right)\right\rangle_{\Sigma_{n}}\left(\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}\right)^{n-1}}{\left\langle V\left(\tau_{0}\right) V\left(\hat{\tau}_{0}\right)\right\rangle_{\Sigma_{1}}\left(\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}\right)^{n-1}} \\
& \times\left(1+C_{V V}^{O} C_{W W}^{O} D_{n}(\tau, \hat{\tau})^{2 \Delta_{o}} \sum_{l=1}^{n-1}\left\langle O\left(\tau_{0}\right) O\left(\tau_{l}\right)\right\rangle_{\Sigma_{n}}\right. \\
& \left.+\left(C_{W W}^{O}\right)^{2} D_{n}(\tau, \hat{\tau})^{2 \Delta_{O}} \frac{1}{2} \sum_{k \neq l=1}^{n-1}\left\langle O\left(\tau_{k}\right) O\left(\tau_{l}\right)\right\rangle_{\Sigma_{n}}+\cdots\right) . \tag{3.3}
\end{align*}
$$

We can simplify the double sums in these expressions as

$$
\begin{align*}
\sum_{k \neq l=0}^{n-1}\left\langle O\left(\tau_{k}\right) O\left(\tau_{l}\right)\right\rangle_{\Sigma_{n}} & =\sum_{k \neq l=0}^{n-1}\left\langle O\left(\tau_{k}-\tau_{l}\right) O(0)\right\rangle_{\Sigma_{n}} \\
& =\sum_{k \neq l=0}^{n-1}\langle O(2 \pi(k-l)) O(0)\rangle_{\Sigma_{n}} \\
& =\sum_{k=0}^{n-1} \sum_{m=k-n+1, m \neq 0}^{k}\langle O(2 \pi m) O(0)\rangle_{\Sigma_{n}}  \tag{3.4}\\
& =\left(\sum_{m=1-n}^{m} \sum_{k=0}^{m+n-1}+\sum_{m=1}^{n-1} \sum_{k=m}^{n-1}\right)\langle O(2 \pi m) O(0)\rangle_{\Sigma_{n}} \\
& =2 \sum_{m=1}^{n-1}(n-m)\langle O(2 \pi m) O(0)\rangle_{\Sigma_{n}},
\end{align*}
$$

where we are using translational invariance in the $\tau$ direction in the first line, the expression (2.9) for $\tau_{k}$ in the second line, change of the summation variable to $m=k-l$ in the third line, exchange of sums in the fourth line and invariance of the correlator under $\tau \rightarrow-\tau$ in the fifth line. Finally, we introduce $k=m-n$ as a new summation variable and use that the $\tau$ direction is $2 \pi n$ periodic to arrive at

$$
\begin{equation*}
\sum_{m=1}^{n-1}(n-m)\langle O(2 \pi m) O(0)\rangle_{\Sigma_{n}}=\sum_{k=1}^{n-1} k\langle O(2 \pi k) O(0)\rangle_{\Sigma_{n}}, \tag{3.5}
\end{equation*}
$$

from which, after rearrangement, it also follows that

$$
\begin{equation*}
\sum_{k=1}^{n-1} k\langle O(2 \pi k) O(0)\rangle_{\Sigma_{n}}=\frac{n}{2} \sum_{k=1}^{n-1}\langle O(2 \pi k) O(0)\rangle_{\Sigma_{n}} . \tag{3.6}
\end{equation*}
$$

Combining (3.2) and (3.3) and using the above simplification for the double sums we get

$$
\begin{align*}
& S_{n}\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{n-1}\left(\log \frac{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}-\log \frac{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}\right) \\
& \quad=Q_{n}+\frac{f\left(\Delta_{O}, n\right)}{n-1}\left(\frac{n}{2}\left(C_{V V}^{O}\right)^{2}-C_{W W}^{O} C_{V V}^{O}-\frac{(n-2)}{2}\left(C_{W W}^{O}\right)^{2}\right) D_{n}(\tau, \hat{\tau})^{2 \Delta_{O}}+\cdots, \tag{3.7}
\end{align*}
$$

where $f\left(\Delta_{O}, n\right)$ is given by

$$
\begin{equation*}
f\left(\Delta_{O}, n\right)=\sum_{k=1}^{n-1}\langle O(2 \pi k) O(0)\rangle_{\Sigma_{n}}, \tag{3.8}
\end{equation*}
$$

and $Q_{n}=\log \left(\frac{\left\langle W\left(\tau_{0}\right) W\left(\hat{( }_{0}\right)\right\rangle_{\Sigma_{1}}}{\left\langle V\left(\tau_{0}\right) V\left(\hat{\tau}_{0}\right) \Sigma_{1}\right.} \frac{\left\langle V\left(\tau_{0}\right) V\left(\hat{\tau}_{0}\right)\right\rangle \Sigma_{n}}{\left\langle W\left(\tau_{0}\right) W\left(\tau_{0}\right)\right\rangle_{n}}\right)$. It is clear that $\lim _{n \rightarrow 1} Q_{n}=0$. The analytic continuation of $f(\Delta, n)$ can be done using the methods developed in [27]. We present some details of this in appendix $B$ and quote the final result

$$
\begin{equation*}
\lim _{n \rightarrow 1} \frac{f(\Delta, n)}{n-1}=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\Delta+1)}{2^{2 \Delta+1} \Gamma\left(\Delta+\frac{3}{2}\right)} . \tag{3.9}
\end{equation*}
$$

The last piece we need is the expression for $D_{n=1}(\tau-\hat{\tau})$. Although it is possible to determine this explicitly, here we only need the leading behavior when $\tau \rightarrow \hat{\tau}$, i.e. when the insertions approach each other. In this case every smooth manifold should look like flat space, therefore we may write

$$
\begin{align*}
D_{n=1}(\tau-\hat{\tau}) & \approx|\tau-\hat{\tau}|+O\left((\tau-\hat{\tau})^{2}\right) \\
& =2 \theta_{0}+O\left(\theta_{0}^{2}\right) . \tag{3.10}
\end{align*}
$$

Putting the pieces together we obtain for the relative entropy the expression

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\Delta_{O}+1\right)}{4 \Gamma\left(\Delta_{O}+\frac{3}{2}\right)}\left(C_{V V}^{O}-C_{W W}^{O}\right)^{2} \theta_{0}^{2 \Delta_{O}}+\cdots \tag{3.11}
\end{equation*}
$$

An interesting feature of this formula is that it is independent of the dimension $d$. This will not be the case when the leading exchange is not a scalar operator.

### 3.1.1 Modular Hamiltonian

A different way to understand the result (3.11) is the following. By doing the analytic continuation of the Rényi entropy (3.2) alone we see that the entanglement entropy of the excited state $|W\rangle$ in the small interval limit is given by ${ }^{5}$

$$
\begin{equation*}
S_{A}\left(\rho_{W}\right)=S_{\mathrm{vac}}+S_{\mathrm{frrst} \mathrm{law}}-\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\Delta_{O}+1\right)}{4 \Gamma\left(\Delta_{O}+\frac{3}{2}\right)} \theta_{0}^{2 \Delta_{O}}\langle W| O|W\rangle^{2} . \tag{3.12}
\end{equation*}
$$

Here, $S_{\text {vac }}$ is the entanglement entropy in the vacuum state (containing all the UV divergences) and

$$
\begin{equation*}
S_{\text {first law }}=\lim _{n \rightarrow 1} \frac{n}{1-n} \log \left(\frac{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle W\left(\tau_{k}\right) W\left(\tau_{k}\right)\right\rangle_{\Sigma_{1}}}\right) \tag{3.13}
\end{equation*}
$$

is the completely factorized contribution which drops out from the relative entropy. Now let us deform the reduced density matrix slightly $\rho_{W} \rightarrow \rho_{W}+\delta \rho$. Then the entanglement entropy $S_{A}$ changes as

$$
\begin{equation*}
\delta S_{A}=\delta S_{\text {first law }}-2 c_{A}\langle W| O|W\rangle \operatorname{Tr}(O \delta \rho), \quad c_{A} \equiv \frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\Delta_{O}+1\right)}{4 \Gamma\left(\Delta_{O}+\frac{3}{2}\right)} \theta_{0}^{2 \Delta_{O}} . \tag{3.14}
\end{equation*}
$$

At the same time, because of the first law of entanglement, we have

$$
\begin{equation*}
\delta S_{A}=\operatorname{Tr}\left(K_{A}^{W} \delta \rho\right), \quad K_{A}^{W}=-\log \rho_{W} . \tag{3.15}
\end{equation*}
$$

We claim that $\delta S_{\text {first law }}=\operatorname{Tr}\left(K_{A}^{\mathrm{vac}} \delta \rho\right)$, where $K_{A}^{\mathrm{vac}}$ is the modular Hamiltonian associated to the vacuum. Indeed, using (2.11) with one of the operators being the identity we have

$$
\begin{equation*}
\mathcal{N}_{n} \frac{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}=\operatorname{Tr} \rho_{W} \rho_{\text {vac }}^{n-1} \tag{3.16}
\end{equation*}
$$

therefore

$$
\begin{equation*}
S_{\mathrm{vac}}+S_{\mathrm{first} \text { law }}=-\operatorname{Tr} \rho_{W} \log \rho_{\mathrm{vac}} \equiv \operatorname{Tr} \rho_{W} K_{A}^{\mathrm{vac}} . \tag{3.17}
\end{equation*}
$$

[^2]Since equation (3.15) holds for any deformation of the reduced density matrix we can read off the expression for the modular Hamiltonian ${ }^{6} K_{A}^{W}$

$$
\begin{equation*}
K_{A}^{W}=K_{A}^{\mathrm{vac}}-2 c_{A}\langle W| O|W\rangle O \tag{3.18}
\end{equation*}
$$

valid to leading order in the small subsystem size limit $\theta_{0} \rightarrow 0$. In the above expression, the local operator $O$ is inserted at an arbitrary point inside $A$ to leading order in the size of $A$. Note that by dimensional analysis we have $K_{A}^{\mathrm{vac}} \sim \theta_{0}^{d} T$ in the small interval limit, where $T$ is the stress tensor. Therefore the modular Hamiltonian is dominated by the second term in the short interval limit only when $\Delta_{O}<\frac{d}{2}$, otherwise it is dominated by the vacuum modular Hamiltonian. Regardless of this, we can evaluate the relative entropy using expression (3.18) as

$$
\begin{align*}
S\left(\rho_{V} \| \rho_{W}\right) & =\Delta\left\langle K_{A}^{W}\right\rangle-\Delta S \\
& =c_{A}(\langle V| O|V\rangle-\langle W| O|W\rangle)^{2} \tag{3.19}
\end{align*}
$$

which, of course, agrees with (3.11).

### 3.2 Stress tensor exchange

In this subsection, we consider the contribution of stress tensor exchange to the relative entropy in the small radius $\theta_{0} \rightarrow 0$ limit. In the OPE of two operators $V\left(\tau_{k}\right), V\left(\hat{\tau}_{k}\right)$ on $\Sigma_{n}$, the stress tensor $T_{M N}$ appears as

$$
\begin{equation*}
V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)=\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}\left[1+C_{V V}^{M N}\left(\Sigma_{n}: \tau-\hat{\tau}\right) T_{M N}\left(\tau_{k}\right)+\cdots\right] \tag{3.20}
\end{equation*}
$$

where the details of the functions $C_{V V}^{M N}\left(\Sigma_{n}: \tau-\hat{\tau}\right)$ depend on the manifold $\Sigma_{n}$. An important caveat to this expansion is that not all of the identity operator contributions are taken into account by the first term. Indeed, when there is a nonzero stress tensor expectation value $\left\langle T_{M N}\left(\tau_{k}\right)\right\rangle_{\Sigma_{n}}$ due to conformal anomaly, we must understand the second term as

$$
\begin{equation*}
V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)=\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}\left[1+C_{V V}^{M N}\left(\Sigma_{n}: \tau-\hat{\tau}\right)\left(T_{M N}\left(\tau_{k}\right)-\left\langle T_{M N}\left(\tau_{k}\right)\right\rangle_{\Sigma_{n}}\right)+\cdots\right] \tag{3.21}
\end{equation*}
$$

so that the expectation value of the left and right hand sides coincide. In the following we will abuse notation and just write $T_{M N}$ keeping in mind that we do not need to worry about anomalous terms in the correlation functions involving $T_{M N}$.

Inserting (3.20) into (2.11) and (2.10) and repeating the steps from the previous section we get the following leading order replica relative entropy

$$
\begin{align*}
& S_{n}\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{n-1}\left(\log \frac{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}-\log \frac{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}\right) \\
& \quad=Q_{n}+\frac{\sigma_{n}(A B, M N)}{n-1}\left(\frac{n}{2} C_{V V}^{A B} C_{V V}^{M N}-C_{W W}^{A B} C_{V V}^{M N}-\frac{(n-2)}{2} C_{W W}^{A B} C_{W W}^{M N}\right)+\cdots, \tag{3.22}
\end{align*}
$$

[^3]where
\[

$$
\begin{equation*}
\sigma_{n}(A B, M N)=\sum_{k=1}^{n-1}\left\langle T_{M N}\left(\tau_{k}\right) T_{A B}\left(\tau_{0}\right)\right\rangle_{\Sigma_{n}} \tag{3.23}
\end{equation*}
$$

\]

and summation over the double indices $A, B, M, N$ is understood. Again, since $\sigma_{n}(A B, M N)$ is proportional to $n-1$ we only need to evaluate $C_{V V}^{M N}$ on $\Sigma_{1}$. We present the details of the calculations of $C_{V V}^{M N}$ and $\sigma_{n}(A B, M N)$ in appendix A.1, and B respectively. The results are

$$
\begin{align*}
\lim _{n \rightarrow 1} \frac{1}{n-1} \sigma_{n}(\tau \tau, \tau \tau) & =\frac{C_{T}}{2^{2 d+1}} \frac{d-1}{d} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d+1)}{\Gamma\left(d+\frac{3}{2}\right)}  \tag{3.24}\\
C^{M N}\left(\Sigma_{1}: \tau-\hat{\tau}\right) & =\frac{d \varepsilon_{V}}{1-d} \frac{1}{C_{T}}\left(2 \sin \theta_{0}\right)^{d} \delta^{\tau M} \delta^{\tau N}
\end{align*}
$$

where $C_{T}$ is the coefficient of the two point function of the stress tensor and $\varepsilon_{V}$ is the energy density of the excited state $|V\rangle$

$$
\begin{equation*}
\varepsilon_{V}=\frac{\Delta_{V}}{\Omega_{d-1}}, \quad \Omega_{d-1}=\frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \tag{3.25}
\end{equation*}
$$

By putting everything together we obtain the main result of this subsection

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{4 C_{T}}\left(\frac{d}{d-1}\right)\left(\varepsilon_{V}-\varepsilon_{W}\right)^{2} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d+1)}{\Gamma\left(d+\frac{3}{2}\right)}\left(\sin \theta_{0}\right)^{2 d}+\cdots \tag{3.26}
\end{equation*}
$$

For the case $d=2$ we can use $\theta_{0}=\pi x, C_{T}=\frac{c}{2 \pi^{2}}$ (here $c$ is the Virasoro central charge $)^{7}$ and $\varepsilon_{V}=\frac{h_{V}}{\pi}$ to recover the result of [14].

## 3.3 $\mathrm{U}(1)$ current exchange

For completeness, we include the case when the dominant contribution in the $V \times V$ OPE is a $\mathrm{U}(1)$ current $J$, i.e.

$$
\begin{equation*}
V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)=\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}\left[1+C_{V V}^{M}\left(\Sigma_{n}: \tau-\hat{\tau}\right) J_{M}\left(\tau_{k}\right)+\cdots\right] \tag{3.27}
\end{equation*}
$$

The calculation proceeds in an entirely analogous manner as in the previous two cases. We have for the replica relative entropy

$$
\begin{align*}
S_{n}\left(\rho_{V} \| \rho_{W}\right) & =\frac{1}{n-1}\left(\log \frac{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle V\left(\tau_{k}\right) V\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}-\log \frac{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{n}}}{\left\langle W\left(\tau_{k}\right) W\left(\hat{\tau}_{k}\right)\right\rangle_{\Sigma_{1}}}\right)  \tag{3.28}\\
& =Q_{n}+\frac{\eta_{n}(A, M)}{n-1}\left(\frac{n}{2} C_{V V}^{A} C_{V V}^{M}-C_{W W}^{A} C_{V V}^{M}-\frac{(n-2)}{2} C_{W W}^{A} C_{W W}^{M}\right)+\cdots
\end{align*}
$$

where

$$
\begin{equation*}
\eta_{n}(A, M)=\sum_{k=1}^{n-1}\left\langle J_{A}\left(\tau_{k}\right) J_{M}\left(\tau_{0}\right)\right\rangle_{\Sigma_{n}} \tag{3.29}
\end{equation*}
$$

[^4]In the appendices A .2 and B we show that

$$
\begin{align*}
\lim _{n \rightarrow 1} \frac{1}{n-1} \eta_{n}(\tau, \tau) & =-C_{J} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d)}{2^{2 d-1} \Gamma\left(d+\frac{1}{2}\right)}  \tag{3.30}\\
C_{V V}^{M}\left(\Sigma_{1}: \tau-\hat{\tau}\right) & =i \frac{\rho_{V}}{C_{J}}\left(2 \sin \theta_{0}\right)^{d-1} \delta^{\tau M}
\end{align*}
$$

where

$$
\begin{equation*}
\rho_{V}=\langle V| J_{0}|V\rangle_{\mathbb{R} \times S^{d-1}}, \tag{3.31}
\end{equation*}
$$

is the $\mathrm{U}(1)$ charge density of the state $|V\rangle$ on the sphere and $C_{J}$ is the (positive) coefficient of the current two point function. Putting the pieces together we obtain

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{4 C_{J}}\left(\rho_{V}-\rho_{W}\right)^{2} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d)}{\Gamma\left(d+\frac{1}{2}\right)}\left(\sin \theta_{0}\right)^{2 d-2}+\cdots . \tag{3.32}
\end{equation*}
$$

## 4 Holographic calculations

The relative entropy between an excited state $|V\rangle$ and the ground state can be calculated holographically. To see this it is useful to write the relative entropy in the following way

$$
\begin{equation*}
S\left(\rho_{V}| | \rho_{0}\right)=\Delta\left\langle K_{\mathrm{vac}}\right\rangle-\Delta S, \tag{4.1}
\end{equation*}
$$

where $K_{\text {vac }}$ is the modular Hamiltonian of the vacuum reduced density matrix

$$
\begin{equation*}
K_{\mathrm{vac}}=-\log \rho_{0}, \quad \Delta\left\langle K_{\mathrm{vac}}\right\rangle=\operatorname{tr}\left[\rho_{V} K_{\mathrm{vac}}\right]-\operatorname{tr}\left[\rho_{0} K_{\mathrm{vac}}\right], \tag{4.2}
\end{equation*}
$$

while $\Delta S$ denotes the difference of the entanglement entropy between the two states, $\Delta S=$ $S\left(\rho_{V}\right)-S\left(\rho_{0}\right)$. This latter is holographically computable by using the Ryu-Takayanagi formula

$$
\begin{equation*}
S_{A}=\frac{\operatorname{Area}\left(\gamma_{A}\right)}{4 G_{N}}, \tag{4.3}
\end{equation*}
$$

where $\gamma_{A}$ is the bulk minimal surface anchored to the boundary of the subsystem $A$. This is enough to determine the relative entropy $S\left(\rho_{V} \| \rho_{0}\right)$ since the vacuum modular Hamiltonian $K_{\mathrm{vac}}$ can be expressed as a local integral of a stress tensor component in the case of ball shaped regions. In the following, we check our results (3.11), (3.26) by replacing one of the excited states with the vacuum. The calculations relevant for these cases were done in [15], here we briefly summarize these and show that they agree with the CFT results (3.11), (3.26). The strategy in [15] is to consider either the AdS black brane (corresponding to the stress tensor contribution), the charged AdS black brane (corredponding to the current contribution) or a scalar condensate (corresponding to the scalar contribution) with the appropriate boundary expectation values of the dominant operators, and to work perturbatively in these. In this case, the holographic entanglement entropy expands as

$$
\begin{equation*}
S_{A}=S_{0}+\varepsilon_{V} S_{1}+\varepsilon_{V}^{2} S_{2}+\cdots, \tag{4.4}
\end{equation*}
$$

where $\varepsilon_{V}$ is the boundary energy density. Linear contributions must be canceled with $\langle\Delta K\rangle$ due to the positivity of the relative entropy. As the vacuum modular Hamiltonian is
linear in the boundary stress tensor this means that $\langle\Delta K\rangle$ is entirely canceled by the term $\varepsilon_{V} S_{1}$. We are then left with the relative entropy

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{0}\right)=-\left(S_{0}-S\left(\rho_{0}\right)\right)-\varepsilon_{V}^{2} S_{2}+\cdots \tag{4.5}
\end{equation*}
$$

In the case of purely metric perturbations, $S_{0}=S\left(\rho_{0}\right)$ and the relative entropy is given by $-\varepsilon_{V}^{2} S_{2}$ to quadratic order in $\varepsilon_{V}$. When we perturb with a scalar expectation value $\langle O\rangle$, we have

$$
\begin{equation*}
S_{0}=S\left(\rho_{0}\right)+\langle O\rangle^{2} S_{0}^{(2)}+\cdots \tag{4.6}
\end{equation*}
$$

and therefore, to leading order in $\langle O\rangle \equiv\langle V| O|V\rangle$ and $\varepsilon_{V}$ the relative entropy is given by $-\langle O\rangle^{2} S_{0}^{(2)}$. Note that by virtue of (3.11), (3.26), the perturbative treatment in $\varepsilon_{V}$ and $\langle O\rangle$ should give the exact leading contribution in the expansion in the subsystem size.

### 4.1 Metric perturbations

The gravity dual of an excited state with the stress tensor expectation value

$$
\begin{equation*}
\langle V| T_{\mu \nu}|V\rangle=\operatorname{diag}\left(\varepsilon_{V}, \frac{\varepsilon_{V}}{d-1}, \cdots \frac{\varepsilon_{V}}{d-1}\right) \tag{4.7}
\end{equation*}
$$

is the AdS black brane. ${ }^{8}$ In the Fefferman Graham gauge, this reads as

$$
\begin{equation*}
d s^{2}=\frac{L^{2}}{z^{2}}\left(d z^{2}+g_{\mu \nu}\left(z, x^{\mu}\right) d x^{\mu} d x^{\nu}\right) \tag{4.8}
\end{equation*}
$$

where the spatial component of the metric takes the following form

$$
\begin{equation*}
g_{i j} d x^{i} d x^{j}=T(z)\left(d r^{2}+r^{2} d \Omega_{d-2}^{2}\right) \tag{4.9}
\end{equation*}
$$

with

$$
\begin{equation*}
T(z)=\left(1+\frac{1}{4} \frac{z^{d}}{z_{h}^{d}}\right)^{\frac{4}{d}}, \quad z_{h}^{d}=\frac{d-1}{2} \frac{L^{d-1}}{\ell_{P}^{d-1}} \frac{1}{\varepsilon_{V}} \tag{4.10}
\end{equation*}
$$

Near the boundary $z=0, T(z)$ is expanded as follows

$$
\begin{equation*}
T(z)=1+a \hat{\varepsilon}_{V} z^{d}-\frac{d-4}{8}\left(a \hat{\varepsilon}_{V}\right)^{2} z^{2 d}+\cdots, \quad \hat{\varepsilon}_{V}=\frac{\varepsilon_{V}}{d-1}, \quad a=\frac{2}{d} \frac{\ell_{P}^{d-1}}{L^{d-1}} \tag{4.11}
\end{equation*}
$$

with $8 \pi G_{N}=\ell_{P}^{d-2}$. We need the holographic entanglement entropy $S_{A}$ when the subsystem $A$ is given by the ball shaped region with radius $R$

$$
\begin{equation*}
A=\left\{\left(r, \Omega_{d-2}\right) \mid 0<r<R\right\} \tag{4.12}
\end{equation*}
$$

in the black brane background up to second order in the energy density $\varepsilon_{V}$

$$
\begin{equation*}
S_{A}\left(\epsilon_{V}\right)=S_{0}+\varepsilon_{V} S_{1}+\varepsilon_{V}^{2} S_{2}+\cdots \tag{4.13}
\end{equation*}
$$

[^5]This has been done in [15], here we briefly summarize the calculation. The bulk minimal surface profile is given by $\left(z(r), r, \Omega_{d-2}\right)$, and the area functional is

$$
\begin{equation*}
A[z(r)]=\Omega_{d-2} L^{d-1} \int_{0}^{R} d r T(z(r))^{\frac{d-2}{2}} r^{d-2} \sqrt{z^{\prime}(r)^{2}+T(z(r))} . \tag{4.14}
\end{equation*}
$$

When $\varepsilon_{V}=0$, i.e. in Poincaré $\operatorname{AdS}$, the minimal surface is given by $z(r)=\sqrt{R^{2}-r^{2}}$. By perturbatively solving the Euler Lagrange equation coming from (4.14) for the extremal area and plugging the solution back into (4.14), we obtain ${ }^{9}$

$$
\begin{equation*}
S_{2}=-\frac{\pi^{3 / 2} d \Omega_{d-2} \Gamma(d-1)}{2^{d+1}(d+1) \Gamma\left(d+\frac{3}{2}\right)} \frac{\ell_{P}^{d-1}}{L^{d-1}} R^{2 d} \epsilon_{V}^{2} \tag{4.15}
\end{equation*}
$$

In the theory dual to Einstein gravity, the coefficient of the stress tensor two point function $C_{T}$ is given by ${ }^{10}$

$$
\begin{equation*}
C_{T}=\frac{d+1}{d-1} \frac{\Gamma(d+1)}{\pi^{\frac{d}{2}} \Gamma\left(\frac{d}{2}\right)} \frac{L^{d-1}}{\ell_{P}^{d-1}} . \tag{4.16}
\end{equation*}
$$

By substituting this into (4.15) and using the identity

$$
\begin{equation*}
\Gamma\left(\frac{d}{2}\right) \Gamma\left(\frac{d-1}{2}\right)=2^{2-d} \sqrt{\pi} \Gamma(d-1) \tag{4.17}
\end{equation*}
$$

we recover the CFT result (3.26).

### 4.2 Scalar perturbations

We can also recover (3.11) holographically by perturbing Poincaré AdS with a scalar condensate. This has also been done in [15], we only need to match the normalizations. A state with a boundary expectation value $\langle\tilde{O}\rangle$ for the scalar primary $\tilde{O}$ with dimension $\Delta$ corresponds to a bulk scalar $\phi$ with mass $m=\Delta(d-\Delta)$ and asymptotic profile ${ }^{11}$

$$
\begin{equation*}
\phi=\gamma \tilde{O} z^{\Delta}+\cdots, \tag{4.18}
\end{equation*}
$$

where the proper normalization has been determined in [32] and it is ${ }^{12}$

$$
\begin{equation*}
\gamma=\frac{1}{(2 \Delta-d) \eta} . \tag{4.19}
\end{equation*}
$$

Here, $\eta$ is the coefficient of the kinetic term $-\frac{(\partial \phi)^{2}}{2}$ in the bulk action. The result of [15] is that to quadratic order in the condensate the entanglement entropy changes as ${ }^{13}$

$$
\begin{align*}
\Delta S & =-\frac{\pi \gamma^{2} L^{d-1} R}{4 \ell_{P}^{d-1}}\langle\tilde{O}\rangle^{2} \int_{0}^{R} \frac{d r \Omega_{d-2} r^{d-2}}{\left(R^{2}-r^{2}\right)^{\frac{d-2 \Delta}{2}}}\left(1-\frac{r^{2}}{(d-1) R^{2}}\right)  \tag{4.20}\\
& =-\frac{\pi \gamma^{2} L^{d-1}}{4 \ell_{P}^{d-1}} \frac{\Delta \Gamma\left(\frac{d-1}{2}\right) \Gamma\left(\Delta-\frac{d}{2}+1\right)}{2 \Gamma\left(\Delta+\frac{3}{2}\right)} \Omega_{d-2}\langle\tilde{O}\rangle^{2} R^{2 \Delta} .
\end{align*}
$$

[^6]Using the normalisation (4.19) and the expression (3.25) for $\Omega_{d-2}$ we have

$$
\begin{equation*}
\Delta S=-\frac{1}{\eta^{2}} \frac{L^{d-1}}{\ell_{P}^{d-1}} \frac{\Delta \pi^{\frac{d+1}{2}} \Gamma\left(\Delta-\frac{d}{2}+1\right)}{4(2 \Delta-d)^{2} \Gamma\left(\Delta+\frac{3}{2}\right)}\langle\tilde{O}\rangle^{2} R^{2 \Delta} \tag{4.21}
\end{equation*}
$$

The last step is to recall that via the standard AdS/CFT way of coupling $\tilde{O}$ to the asymptotic value of the bulk scalar $\phi$ we obtain the holographic two point function [32]

$$
\begin{equation*}
\langle\tilde{O}(x) \tilde{O}(0)\rangle=\eta(2 \Delta-d) \frac{\Gamma(\Delta)}{\pi^{\frac{d}{2}} \Gamma\left(\Delta-\frac{d}{2}\right)} \frac{1}{|x|^{2 \Delta}} \tag{4.22}
\end{equation*}
$$

Our CFT calculations use normalized two point functions, therefore to match them we need to introduce $\tilde{O}=\sqrt{\eta(2 \Delta-d) \frac{\Gamma(\Delta)}{\pi^{\frac{d}{2}} \Gamma\left(\Delta-\frac{d}{2}\right)}} O$. Plugging this into (4.21) results in

$$
\begin{align*}
\Delta S & =-\frac{1}{\eta} \frac{L^{d-1}}{\ell_{P}^{d-1}} \frac{\sqrt{\pi} \Gamma(\Delta+1)}{8 \Gamma\left(\Delta+\frac{3}{2}\right)}\langle O\rangle^{2} R^{2 \Delta}  \tag{4.23}\\
& =-\frac{\sqrt{\pi} \Gamma(\Delta+1)}{4 \Gamma\left(\Delta+\frac{3}{2}\right)}\langle O\rangle^{2} R^{2 \Delta}
\end{align*}
$$

where in the last line we have used that $[15] \operatorname{uses}^{14} \eta=\frac{L^{d-1}}{2 \ell_{P}^{d-1}}$. The result matches (3.11) as it should.

### 4.3 Current perturbations

To obtain the case when the dominant operator is a $\mathrm{U}(1)$ current, one needs to calculate the holographic entanglement entropy in the charged black brane solution. This is again carried out in [15]. Their result is

$$
\begin{equation*}
\Delta S=-\frac{\pi^{3 / 2} \Omega_{d-2} \Gamma(d-2)}{2^{d+1} \Gamma\left(d+\frac{1}{2}\right)} \frac{\ell^{d-1}}{\ell_{P}^{d-1}} R^{2 d-2}\left(\tilde{J}^{0}\right)^{2} \tag{4.24}
\end{equation*}
$$

There is one subtlety again. If we normalize the kinetic term of the bulk gauge field as ${ }_{4}^{\eta} F_{\mu \nu} F^{\mu \nu}$ - in [15] $\eta=\frac{L^{d-1}}{2 \ell_{P}^{d-1}}$, the same as for the scalar - we have for the current one point function ${ }^{15}$

$$
\begin{equation*}
J_{0}=\eta \lim _{z \rightarrow 0} z^{3-d} \partial_{z} A_{0} \tag{4.25}
\end{equation*}
$$

where $A_{\mu}$ is the bulk gauge field. Opposed to this, [15] uses $\tilde{J}^{0}=\lim _{z \rightarrow 0} z^{3-d} \partial_{z} A_{0}$. Therefore,

$$
\begin{equation*}
\Delta S=-\frac{\pi^{3 / 2} \Omega_{d-2} \Gamma(d-2)}{2^{d+1} \Gamma\left(d+\frac{1}{2}\right)} \frac{4 l_{P}^{d-1}}{L^{d-1}} R^{2 d-2}\left(J^{0}\right)^{2} . \tag{4.26}
\end{equation*}
$$

[^7]Now we can use the holographic expression for the two point function coefficient [33]:

$$
\begin{equation*}
C_{J}=\frac{(d-2) \Gamma(d)}{2 \pi^{\frac{d}{2}} \Gamma\left(\frac{d}{2}\right)} \frac{L^{d-1}}{2 \ell_{P}^{d-1}} \tag{4.27}
\end{equation*}
$$

to arrive at

$$
\begin{equation*}
\Delta S=-\frac{1}{4 C_{J}} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d)}{\Gamma\left(d+\frac{1}{2}\right)}\left(J^{0}\right)^{2} R^{2 d-2} \tag{4.28}
\end{equation*}
$$

in agreement with (3.32).

## 5 Beyond leading order in the subsystem size

### 5.1 The first asymmetric part of the relative entropy

In this section we discuss the first asymmetric part in the expansion of the relative entropy in the size of the subsystem by making use of the first law trick explained at the end of section 3.1. For simplicity, we assume that the lightest operator $O$ is a scalar with conformal dimension $\Delta$ and that the conformal dimension $\Delta^{\prime}$ of the next lightest operator satisfies $\Delta^{\prime}>\frac{3}{2} \Delta$. Then, by a similar analysis as the one around (3.2), we obtain the following form for the entanglement entropy at third order in the $\theta_{0}$ expansion

$$
\begin{equation*}
S\left(\rho_{W}\right)=S^{(2)}\left(\rho_{W}\right)+c_{\Delta}^{(3)} \theta_{0}^{3 \Delta}\langle W| O|W\rangle^{3} . \tag{5.1}
\end{equation*}
$$

The coefficient $c_{\Delta}^{(3)}$ is given by the analytic continuation
$c_{\Delta}^{(3)}=\left.\frac{\partial f^{(3)}}{\partial n}(\Delta, n)\right|_{n=1}, \quad f^{(3)}(\Delta, n)=\sum_{(k, l, m)=0}^{n-1}\langle O(2 \pi(k-l)) O(2 \pi(l-m)) O(2 \pi(m-k))\rangle_{\Sigma_{n}}$.
One can write $c_{\Delta}^{(3)}=C_{O O O} b_{\Delta}$, where $C_{O O O}$ denotes the three point function coefficient of $O$ while $b_{\Delta}$ is a universal constant that only depends on $\Delta$ and $d$. We were not able to perform the analytic continuation that is required to obtain $b_{\Delta}$ but we note that one can in fact compute it holographically and the result is found in e.q. (C.9) of [34]. There, the third order change in the entanglement entropy due to perturbing with a scalar was calculated to be ${ }^{16}$

$$
\begin{equation*}
\delta S^{(3)}=-\pi 2 \eta \Omega_{d-2} R^{3 \Delta} \phi^{3} \frac{\kappa}{12} \frac{\Gamma\left(\frac{d-1}{2}\right) \Gamma\left(\frac{3 \Delta-d}{2}\right)}{\Gamma\left(\frac{3 \Delta+3}{2}\right)} \tag{5.3}
\end{equation*}
$$

where the bulk cubic coupling is taken to be $\eta \frac{\kappa}{6} \phi^{3}$. We can use the holographic dictionary of [33] to exchange $\kappa$ for the CFT OPE coefficient

$$
\begin{equation*}
\kappa=-\frac{1}{\eta} \frac{2 \pi^{d} \Gamma\left(\Delta-\frac{d}{2}\right)^{3}}{\Gamma(\Delta)^{3} \Gamma\left(\frac{3 \Delta-d}{2}\right)} C_{\tilde{O} \tilde{O} \tilde{O}} \tag{5.4}
\end{equation*}
$$

[^8]along with e.q.s (4.18), (4.22) to write $\delta S^{(3)}$ in terms of CFT quantities
\[

$$
\begin{equation*}
\delta S^{(3)}=\frac{2 \sqrt{\pi}}{3 \Gamma\left(\frac{3 \Delta+3}{2}\right)} \frac{1}{C_{O}^{3}} C_{O O O}\langle O\rangle^{3} R^{3 \Delta} . \tag{5.5}
\end{equation*}
$$

\]

In this formula, we have allowed for an arbitrary two point function normalization $\langle O(x) O(0)\rangle=\frac{C_{O}}{|x|^{2 \Delta}}$ for later convenience. Note the independence of the formula from the spacetime dimensionality $d$.

Given this knowledge, we may write the next to leading order modular Hamiltonian as

$$
\begin{equation*}
K_{W}=K_{(2)}^{W}+K_{(3)}^{W}, \quad K_{(3)}^{W}=3 c_{\Delta}^{(3)} \theta_{0}^{3 \Delta}\langle W| O|W\rangle^{2} O, \quad c_{\Delta}^{(3)}=\frac{2 \sqrt{\pi}}{3 \Gamma\left(\frac{3 \Delta+3}{2}\right)} \frac{C_{O O O}}{C_{O}^{3}} \tag{5.6}
\end{equation*}
$$

where $K_{(2)}^{W}$ is the leading order modular Hamiltonian of $|W\rangle$ given in (3.18). Then, the relative entropy reads as

$$
\begin{equation*}
S^{(3)}\left(\rho_{V} \| \rho_{W}\right)=S^{(2)}\left(\rho_{V} \| \rho_{W}\right)-c_{\Delta}^{(3)} \theta_{0}^{3 \Delta}(\langle V| O|V\rangle-\langle W| O|W\rangle)^{2}[2\langle W| O|W\rangle+\langle V| O|V\rangle], \tag{5.7}
\end{equation*}
$$

where we have denoted the leading order result (1.3) with $S^{(2)}\left(\rho_{V} \| \rho_{W}\right)$.

### 5.2 An example in 2d

In order to check the dependence on OPE coefficients in (5.7), let us consider an excited state $|W\rangle$ in a 2d CFT which has the following properties

$$
\begin{equation*}
\langle W| T_{z z}|W\rangle=\langle W| T_{\bar{z} \bar{z}}|W\rangle=h_{V}, \quad\langle W| O|W\rangle \approx 0 \tag{5.8}
\end{equation*}
$$

on the cylinder. Here, $O$ denotes an arbitrary primary operator different from the identity. We may think of $|W\rangle$ as some descendant of the vacuum or as a primary state for which all the three point function coefficients $C_{O W W}$ are sufficiently small. ${ }^{17}$ The modular Hamiltonian of such a state can be computed by pulling back the vacuum modular Hamiltonian on the plane ${ }^{18}$

$$
\begin{equation*}
K_{\left(w_{1}, w_{2}\right)}=-\int_{w_{1}}^{w_{2}} \frac{\left(w_{2}-w\right)\left(w-w_{1}\right)}{w_{1}-w_{2}} T(w) d w \tag{5.10}
\end{equation*}
$$

by the conformal map

$$
\begin{equation*}
w=e^{\frac{2 \pi}{\beta} W}, \quad u=\phi+i T \tag{5.11}
\end{equation*}
$$

where $\beta_{W}=\frac{2 \pi}{\sqrt{24 h_{W} / c-1}}$. Note that this map is just the composition of two maps $w=z^{i T_{W}}$, $z=e^{-i u}$ where $T_{W}=\frac{1}{\beta_{W}}$. This map turns the vacuum expectation value of the stress tensor into its expectation value in the state $|W\rangle$. It is also just the map which brings the plane to the thermal cylinder with inverse temperature $\beta_{W}$. We choose the endpoints of

[^9]the interval $A$ in (5.10) to be $w_{1}=1$ and $w_{2}=e^{i \ell}$. Applying the conformal map (5.11) to the vacuum modular Hamiltonian gives
\[

$$
\begin{equation*}
K^{W}=2 \beta_{W} \int_{0}^{\ell}\left(\frac{\sinh \frac{\pi(\ell-\phi)}{\beta_{W}} \sinh \frac{\pi \phi}{\beta_{W}}}{\sinh \frac{\pi \ell}{\beta_{W}}}\right) T_{00}(\phi) d \phi \tag{5.12}
\end{equation*}
$$

\]

This is just the expression for the modular Hamiltonian of a thermal state of temperature $T_{W}$ on the infinite line (see e.g. [35]) but we can also interpret it as the modular Hamiltonian coming from the pure state $|W\rangle$ provided that $\ell \ll \beta_{W}$, i.e. we are in the thermodynamic limit. The reason for this requirement is the following. The periodicity of the cylinder $\phi \sim \phi+2 \pi$ implies the identification $w \sim e^{\frac{4 \pi^{2}}{\beta_{W}}} w$. Therefore the image of the cylinder is not the entire plane, just the annulus $\left\{1<|w|<e^{\frac{4 \pi^{2}}{\beta_{W}}}\right\}$. The modular Hamiltonian of the annulus vacuum is different from that of the plane vacuum $K_{\left(w_{1}, w_{2}\right)}$. They agree only when the subsystem size $\left|w_{1}-w_{2}\right|$ is much smaller than the size of the annulus, i.e.

$$
\begin{equation*}
e^{\frac{2 \pi}{\beta_{W}} \ell} \approx 1 . \tag{5.13}
\end{equation*}
$$

The entanglement entropy $S\left(\rho_{W}\right)$ of the excited state (5.8) can also be computed by applying the conformal map ${ }^{19}$ (5.11)

$$
\begin{equation*}
S\left(\rho_{W}\right)=\frac{c}{3} \log \left(\frac{\beta_{W}}{\pi \epsilon} \sinh \frac{\pi \ell}{\beta_{W}}\right), \tag{5.14}
\end{equation*}
$$

which formally, of course, is just the entanglement entropy in the thermal state of an infinite line, see e.g. [36]. Now let $|V\rangle$ be another excited state satisfying the condition (5.8). Then the relative entropy between $\rho_{W}$ and $\rho_{V}$ is given by ${ }^{20}$

$$
\begin{align*}
S\left(\rho_{V} \| \rho_{W}\right) & =\Delta\left\langle K_{W}\right\rangle-\Delta S \\
& =\frac{\beta_{W}}{\pi^{2}}\left(\pi \ell \operatorname{coth} \frac{\pi \ell}{\beta_{W}}-\beta_{W}\right)\left(h_{V}-h_{W}\right)-\frac{c}{3} \log \left(\frac{\beta_{V} \sinh \frac{\pi \ell}{\beta_{V}}}{\beta_{W} \sinh \frac{\pi \ell}{\beta_{W}}}\right) . \tag{5.15}
\end{align*}
$$

Now let us expand this expression in powers of the interval size $\ell$

$$
\begin{equation*}
S\left(\rho_{V} \| \rho_{W}\right)=\frac{1}{15 c}\left(h_{V}-h_{W}\right)^{2} \ell^{4}+\frac{\left(h_{V}-h_{W}\right)^{2}\left(c-8\left(2 h_{W}+h_{V}\right)\right)}{315 c^{2}} \ell^{6}+\cdots \tag{5.16}
\end{equation*}
$$

We see that the leading behavior remarkably agrees with our previous computation in ${ }^{21}$ [14], while in the subleading piece we can identify the trioperator contribution of the stress

[^10]tensor, the same coefficient as in (5.7). This is the piece that comes with $\frac{8}{315 c^{2}}$ and we note that the holographic coefficient in (5.6) exactly reproduces this factor if we sum up the cases when $O$ is the holomorphic or the antiholomorphic stress tensor. The part with $\frac{1}{315 c}$ must be the bioperator contribution of higher descendants.

To conclude this section, we note that as the expansion (5.16) appears to be consistent with that of a pure state, even beyond leading order, it is tempting to consider the possibility that (5.12) gives the vacuum contribution to the modular Hamiltonian of heavy states ( $h_{W} \sim c$ ) in large $c$ CFTs up to $\frac{1}{c}$ corrections whenever the subsystem size does not exceed half of the total system, i.e. $\ell<\pi$. Intuitively, this is because one can create the BTZ spacetime from Poincaré AdS by applying a bulk coordinate transformation which asymptotes to (5.11) (see e.g. [37]). We hope to return to this question and its possible applications in future work.

## 6 Relative entropy and the variance of OPE coefficients

To quantify how much states of a given energy are distinguishable in a given CFT it is useful to introduce quantities which do not depend on the particular choice of microstates. Such a quantity is the average relative entropy in a given energy window

$$
\begin{equation*}
\overline{S_{\mathrm{rel}}(E, \Delta E)}=\frac{1}{\rho^{2}} \sum_{i, j \mid E \leq \Delta_{V_{i}}, \Delta_{V_{j}} \leq E+\Delta E} S\left(\rho_{V_{i}} \| \rho_{V_{j}}\right), \tag{6.1}
\end{equation*}
$$

where $\rho=\rho(E, \Delta E)$ is the number of states in the energy window. Note that we are averaging positive quantities, therefore when this average is small, the individual relative entropies are guaranteed to be small. The purpose of this section is to point out that the result (1.3) implies that in the small subsystem limit this average relative entropy is proportional to the microcanonical variance of the OPE coefficients in the given energy window, i.e.

$$
\begin{equation*}
\overline{S_{\mathrm{rel}}(E, \Delta E)}=\frac{\Gamma\left(\frac{3}{2}\right) \Gamma(\Delta+1)}{\Gamma\left(\Delta+\frac{3}{2}\right)}(\pi x)^{2 \Delta} \sum_{\alpha}{\overline{\Delta C_{E E}^{O_{\alpha}}}}^{2}+\cdots, \tag{6.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\Delta C_{E E}^{O_{\alpha}}}{ }^{2}=\frac{1}{\rho} \sum_{i \mid E \leq \Delta_{V_{i}} \leq E+\Delta E}\left(C_{V_{i} V_{i}}^{O_{\alpha}}-\frac{1}{\rho}\left[\sum_{i \mid E \leq \Delta_{V_{j}} \leq E+\Delta E} C_{V_{j} V_{j}}^{O_{\alpha}}\right]\right)^{2}, \tag{6.3}
\end{equation*}
$$

is the variance and $\alpha$ runs over the set of lightest operators with dimensions $\Delta$ such that there is an operator in the energy window that has $O_{\alpha}$ in its OPE with itself. In holography this quantity is related to the distinguishability of bulk black hole microstates due to the fact that relative entropies are dual to each other [24].

It is instructive to examine this quantity for the case when the lightest operator coupling to states of the given energy is the stress tensor itself. In this case we must use the formula (1.4) for the leading relative entropy, i.e. we have

$$
\begin{equation*}
\overline{S_{\mathrm{rel}}(E, \Delta E)} \sim \frac{1}{C_{T}} \overline{\Delta E^{2}} \theta_{0}^{2 d}, \tag{6.4}
\end{equation*}
$$

where $\overline{\Delta E^{2}}$ is the variance of the energy in the window $[E, E+\Delta E]$. A standard result on probability distributions with a compact support bounds this from above as ${ }^{22} \overline{\Delta E^{2}} \leq$ $\frac{(\Delta E)^{2}}{4}$. Now assume that we are interested in states with $E \sim N^{2}$ in large $N$ theories with $C_{T} \sim N^{2}$ and we set the window to be $\Delta E \sim E^{\gamma} \sim N^{2 \gamma}$. In this case, the $N$ dependence of the average relative entropy is bounded as

$$
\begin{equation*}
\overline{S_{\mathrm{rel}}(E, \Delta E)} \lesssim N^{4 \gamma-2} \tag{6.5}
\end{equation*}
$$

so that states become certainly indistinguishable in the large $N$ limit when the size of the window scales with exponent $\gamma<\frac{1}{2}$. This is well in line with the general expectation that black hole microstates are indistinguishable inside the microcanonical window. ${ }^{23}$

For general light operators, we note that the asymptotic $E \rightarrow \infty$ value of the microcanonical average part

$$
\begin{equation*}
\frac{1}{\rho}\left[\sum_{i \mid E \leq \Delta_{V_{j}} \leq E+\Delta E} C_{V_{j} V_{j}}^{O_{\alpha}}\right] \tag{6.6}
\end{equation*}
$$

is fixed by modular invariance in two [38] and probably higher dimensions and it is (almost) universal. The missing piece ${ }^{24}$ is the average of the square of $C_{V_{j} V_{j}}^{O_{\alpha}}$. It would be interesting to see whether

$$
\begin{equation*}
\lim _{E \sim N^{2}, N \rightarrow \infty, \frac{\Delta E}{N} \rightarrow 0}{\overline{\Delta C_{E E}^{O_{\alpha}}}}^{2}=0 \tag{6.7}
\end{equation*}
$$

is satisfied by general conformal field theories, CFTs with a sparse low lying spectrum or is this a new requirement that a theory with weakly coupled gravity dual must satisfy. Finally, we note that this requirement appears to be strongly related to the assumption of local ETH of [26].
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## A OPE coefficients

## A. 1 Stress tensor contribution

In this section we compute the OPE coefficient in

$$
\begin{equation*}
V\left(y_{1}\right) V\left(y_{2}\right)=\left\langle V\left(y_{1}\right) V\left(y_{2}\right)\right\rangle_{\mathcal{M}}\left[1+\hat{C}_{V V}^{M N}\left(\mathcal{M}: y_{1}, y_{2}\right)\left(T_{M N}\left(y_{2}\right)-\left\langle T_{M N}\right\rangle_{\mathcal{M}}\right)+\cdots\right] \tag{A.1}
\end{equation*}
$$

The details of the function $\hat{C}_{V V}^{M N}\left(\mathcal{M}: y_{1}-y_{2}\right)$ depend on the manifold $\mathcal{M}$ on which the CFT is defined. On flat space $\mathcal{M}=\mathbb{R}^{d}$ it is given by (see for example (c.5) of [41])

$$
\begin{equation*}
\hat{C}_{V V}^{\mu \nu}\left(\mathbb{R}^{d}: s\right)=\frac{a}{C_{T}}\left[\frac{s^{\mu} s^{\nu}}{s^{2}}-\frac{\delta_{\mu \nu}}{d}\right] s^{d}, \quad s^{\mu}=x_{1}^{\mu}-x_{2}^{\mu} \tag{A.2}
\end{equation*}
$$

The basic strategy to obtain this is to relate it to the flat space three point function $\left\langle T_{\mu \nu} V V\right\rangle_{\mathbb{R}^{d}}$ and then fix the normalization by mapping this latter to the matrix element $\langle V| T_{\mu \nu}|V\rangle_{\mathbb{R} \times S^{d-1}}$ on the cylinder by standard radial quantization. More explicitly, (A.2) implies that in flat space we have [42]

$$
\begin{equation*}
\left\langle V(\infty) T_{\mu \nu}(x) V(0)\right\rangle_{\mathbb{R}^{d}}=\frac{a}{x^{d}}\left(\frac{x_{\mu} x_{\nu}}{x^{2}}-\frac{1}{d} \delta_{\mu \nu}\right) \tag{A.3}
\end{equation*}
$$

Passing to polar coordinates $\left(r, \Omega_{d-1}\right)$ and then by $e^{\tau}=r$ to $\mathbb{R} \times S^{d-1}$ we obtain

$$
\begin{equation*}
\langle V| T_{\mu \nu}(x)|V\rangle_{\mathbb{R} \times S^{d-1}}=a \operatorname{diag}\left(\frac{d-1}{d},-\frac{1}{d}, \cdots,-\frac{1}{d}\right) \tag{A.4}
\end{equation*}
$$

The last step is to continue back to Lorentzian to obtain a proper matrix element. This amounts to an extra sign in $T_{00}$. The upshot is that $a$ is related to the energy density $\varepsilon_{V}$ as

$$
\begin{equation*}
a=-\frac{d \varepsilon_{V}}{d-1}, \quad \varepsilon_{V}=\frac{\Delta_{V}}{\Omega_{d-1}}=\langle V| T_{00}|V\rangle_{\mathbb{R} \times S^{d-1}}, \quad \Omega_{d-1}=\frac{2 \pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2}\right)} \tag{A.5}
\end{equation*}
$$

Here, $\Delta_{V}$ is the conformal dimension of the original operator $V$. It is convenient to split $\hat{C}_{V V}^{\mu \nu}\left(\mathbb{R}^{d}: s\right)$ into two parts

$$
\begin{equation*}
\hat{C}_{V V}^{\mu \nu}\left(\mathbb{R}^{d}: s\right)=C_{\mathbb{R}^{d}}^{\mu \nu}(s)+B(s) \delta^{\mu \nu}, \quad C_{\mathbb{R}^{d}}^{\mu \nu}(s)=\frac{a}{C_{T}}\left(\frac{s^{\mu} s^{\nu}}{s^{2}}\right) s^{d}, B_{\mathbb{R}}(s)=\frac{a}{d C_{T}} s^{d} \tag{A.6}
\end{equation*}
$$

The term proportional to $\delta^{\mu \nu}$ corresponds to the exchange of the trace of the stress tensor $T_{\mu}^{\mu}$. Since flat space correlation functions involving $T_{\mu}^{\mu}$ contain only contact terms, we can ignore the contributions of them. When the displacement vector $s^{\mu}$ is purely timelike which will be the relevant case for our later calculation - only the time like component $C_{\mathbb{R}^{d}}^{t t}$ is nonvanishing.

When there is a conformal map between the manifold $\mathcal{M}$ and flat space one can derive the OPE coefficients $\hat{C}_{V V}^{M N}(\mathcal{M}:)$ by mapping the two operators $V\left(y_{1}\right), V\left(y_{2}\right)$ to flat space, using their OPE there and finally pulling the result back. Let $\left\{y^{M}\right\}$ be the coordinates of $\mathcal{M}$ and $y^{M}\left(x^{\mu}\right)$ be the conformal map with Weyl factor $\Omega$

$$
\begin{equation*}
d s_{\mathcal{M}}^{2}=\Omega^{2} d s_{\mathbb{R}^{d}}^{2} \tag{A.7}
\end{equation*}
$$

Then by using the transformation law of the stress tensor

$$
\begin{equation*}
T_{\mu \nu}(x)=\Omega^{d-2}(x) \frac{\partial y^{M}}{\partial x^{\mu}} \frac{\partial y^{N}}{\partial x^{\nu}}\left(T_{M N}(y)-\left\langle T_{M N}(y)\right\rangle_{\mathcal{M}}\right) \tag{A.8}
\end{equation*}
$$

we find the relation between OPE coefficients on flat space and $\mathcal{M}$

$$
\begin{align*}
\hat{C}_{V V}^{M N}\left(\mathcal{M}: y_{1}-y_{2}\right) & =\Omega^{d-2}\left(y_{2}\right) \frac{\partial y^{M}}{\partial x^{\mu}} \frac{\partial y^{N}}{\partial x^{\nu}} C_{V V}^{\mu \nu}\left(\mathbb{R}^{d}: x_{1}-x_{2}\right)  \tag{A.9}\\
& \equiv C_{\mathcal{M}}^{M N}+B_{\mathcal{M}} g^{M N} \tag{A.10}
\end{align*}
$$

Now we use this formula to compute the required OPE coefficients $C_{S^{1} \times H^{d-1}}^{M N}\left(y_{1}-y_{2}\right)$. The manifold $S^{1} \times H^{d-1}$ is conformally related to flat space $\mathbb{R}^{d}$

$$
\begin{equation*}
d s_{S^{1} \times H^{d-1}}^{2}=\Omega^{2}\left(d t^{2}+d r^{2}+r^{2} d \Omega_{d-2}^{2}\right), \quad \Omega=\cosh u+\cos \tau \tag{A.11}
\end{equation*}
$$

by the map

$$
\begin{equation*}
r=\frac{\sinh u}{\cosh u+\cos \tau}, \quad t=\frac{\sin \tau}{\cosh u+\cos \tau} . \tag{A.12}
\end{equation*}
$$

The relevant operator insertions in (3.20) are at $y_{1}:\left(\tau=\pi-\theta_{0}, u=0\right)$ and $y_{2}:(\tau=$ $\pi+\theta_{0}, u=0$ ) on $S^{1} \times H^{d-1}$. By using the map (A.12) these points are mapped to

$$
\begin{equation*}
y_{1} \rightarrow x_{1}:(t, r)=\left(\cot \frac{\theta_{0}}{2}, 0\right), \quad y_{2} \rightarrow x_{2}:(t, r)=\left(-\cot \frac{\theta_{0}}{2}, 0\right) \tag{A.13}
\end{equation*}
$$

in flat space. For this operator configuration the OPE coefficient $C_{\mathbb{R}^{d}}^{\mu \nu}$ is purely time like

$$
\begin{equation*}
C_{\mathbb{R}^{d}}^{\mu \nu}\left(x_{1}-x_{2}\right)=\frac{a}{C_{T}}\left(2 \cot \frac{\theta_{0}}{2}\right)^{d} \delta^{\mu t} \delta^{\nu t} \tag{A.14}
\end{equation*}
$$

Using this flat space OPE coefficient and the Jacobian of the map (A.12)

$$
\begin{equation*}
\left.\frac{\partial \tau}{\partial t}\right|_{r=0}=1+\cos \tau,\left.\quad \frac{\partial u}{\partial t}\right|_{r=0}=0 \tag{A.15}
\end{equation*}
$$

we obtain $C_{S^{1} \times H^{d-1}}^{M N}$ via the use of (A.9)

$$
\begin{equation*}
C_{S^{1} \times H^{d-1}}^{M N}\left(y_{1}-y_{2}\right)=\frac{a}{C_{T}}\left(2 \sin \theta_{0}\right)^{d} \delta^{\tau M} \delta^{\tau N} . \tag{A.16}
\end{equation*}
$$

## A. 2 Current contribution

We proceed to compute the OPE coefficient in

$$
\begin{equation*}
V\left(y_{1}\right) V\left(y_{2}\right)=\left\langle V\left(y_{1}\right) V\left(y_{2}\right)\right\rangle_{\mathcal{M}}\left[1+\hat{C}_{V V}^{M}\left(\mathcal{M}: y_{1}, y_{2}\right) J_{M}\left(y_{2}\right)+\cdots\right], \tag{A.17}
\end{equation*}
$$

for the case when the dominant contribution comes from a $\mathrm{U}(1)$ current $J$, in an entirely analogous way as in the previous section. In flat space, the two point function and the OPE coefficient are fixed by conformal symmetry [42]

$$
\begin{align*}
\left\langle J_{\mu}(x) J_{\nu}(0)\right\rangle_{\mathbb{R}^{d}} & =\frac{C_{J}}{x^{2 d-2}}\left(\delta_{\mu \nu}-\frac{2 x^{\mu} x^{\nu}}{x^{2}}\right),  \tag{A.18}\\
\hat{C}_{V V}^{\mu}\left(\mathbb{R}^{d}: s\right) & =\frac{b}{C_{J}} s^{\mu} s^{d-2},
\end{align*}
$$

where $C_{J}$ is the two point function normalization and $b$ is a coefficient not determined by conformal symmetry. This latter is related to the flat space three point function by [42]

$$
\begin{equation*}
\left\langle V(\infty) J_{\mu}(x) V(0)\right\rangle_{\mathbb{R}^{d}}=-b \frac{x_{\mu}}{x^{d}} . \tag{A.19}
\end{equation*}
$$

Passing to polar coordinates $\left(r, \Omega_{d-1}\right)$ and then to $\mathbb{R} \times S^{d-1}$ by setting $e^{\tau}=r$ we obtain

$$
\begin{equation*}
\langle V| J_{\mu}(x)|V\rangle_{\mathbb{R} \times S^{d-1}}=(-b, 0, \cdots, 0) . \tag{A.20}
\end{equation*}
$$

Finally, we again continue to Lorentzian to obtain the matrix element which introduces an extra $i$ in the $J_{0}$ component. Therefore,

$$
\begin{equation*}
b=i\langle V| J_{0}|V\rangle_{\mathbb{R} \times S^{d-1}} \equiv i \frac{Q_{V}}{\Omega_{d-1}}, \tag{A.21}
\end{equation*}
$$

i.e. the $\mathrm{U}(1)$ charge density of $V$. Now we can calculate via the transformation rule

$$
\begin{equation*}
J_{\mu}(x)=\Omega^{d-2}(x) \frac{\partial y^{M}}{\partial x^{\mu}} J_{M}(y), \tag{A.22}
\end{equation*}
$$

the OPE coefficient on $S^{1} \times H^{d-1}$ by applying the same conformal map as in the previous section A.1. The result is

$$
\begin{equation*}
\hat{C}_{S^{1} \times H^{d-1}}^{M}\left(y_{1}-y_{2}\right)=\frac{b}{C_{J}}\left(2 \sin \theta_{0}\right)^{d-1} \delta^{M \tau} . \tag{A.23}
\end{equation*}
$$

## B Analytic continuations

In this appendix we review the required analytic continuations for both the scalar and the stress tensor contribution. The functions in the main text that we are required to continue to $n=1$ are

$$
\begin{align*}
f\left(\Delta_{O}, n\right) & =\sum_{k=1}^{n-1}\left\langle O\left(\tau_{k}\right) O\left(\tau_{0}\right)\right\rangle_{S_{n}^{1} \times H^{d-1}}, \\
\eta_{n}(A, M) & =\sum_{k=1}^{n-1}\left\langle J_{A}\left(\tau_{k}\right) J_{M}\left(\tau_{0}\right)\right\rangle_{S_{n}^{1} \times H^{d-1}},  \tag{B.1}\\
\sigma_{n}(A B, M N) & =\sum_{k=1}^{n-1}\left\langle T_{M N}\left(\tau_{k}\right) T_{A B}\left(\tau_{0}\right)\right\rangle_{S_{n}^{1} \times H^{d-1}},
\end{align*}
$$

see (2.9) for the definition of $\tau_{k}$. The $n \rightarrow 1$ limits of these functions can be calculated by using the result of [27]

$$
\begin{align*}
f\left(\Delta_{O}, n\right) & =(n-1) \int_{-\infty}^{\infty} \frac{G_{1}^{O O}(-i s+\pi)}{4 \cosh ^{2} \frac{s}{2}} d s+O\left((n-1)^{2}\right) \\
\eta_{n}(\tau, \tau) & =(n-1) \int_{-\infty}^{\infty} \frac{G_{1}^{J J}(-i s+\pi)}{4 \cosh ^{2} \frac{s}{2}} d s+O\left((n-1)^{2}\right)  \tag{B.2}\\
\sigma_{n}(\tau \tau, \tau \tau) & =(n-1) \int_{-\infty}^{\infty} \frac{G_{1}^{T T}(-i s+\pi)}{4 \cosh ^{2} \frac{s}{2}} d s+O\left((n-1)^{2}\right)
\end{align*}
$$

with

$$
\begin{align*}
G_{1}^{O O}(s) & =\langle O(s) O(0)\rangle_{S^{1} \times H^{d-1}} \\
G_{1}^{J J}(s) & =\left\langle J_{\tau}(s) J_{\tau}(0)\right\rangle_{S^{1} \times H^{d-1}}  \tag{B.3}\\
G_{1}^{T T}(s) & =\left\langle T_{\tau \tau}(s) T_{\tau \tau}(0)\right\rangle_{S^{1} \times H^{d-1}}
\end{align*}
$$

These two point functions are related to the flat space two point functions via the map (A.12). The usual transformation rule is given by (A.8) for the stress tensor, by (A.22) for the current and by

$$
\begin{equation*}
O(x)=\Omega(y)^{\Delta_{O}} O(y) \tag{B.4}
\end{equation*}
$$

for the scalar. In flat space the two point function of scalars and stress tensor elements are given by

$$
\begin{align*}
\langle O(x) O(0)\rangle_{\mathbb{R}^{d}} & =\frac{1}{x^{2 \Delta_{O}}}, \\
\left\langle J_{\mu}(x) J_{\nu}(0)\right\rangle_{\mathbb{R}^{d}} & =\frac{C_{J}}{x^{2 d-2}} I_{\mu \nu},  \tag{B.5}\\
\left\langle T_{\mu \nu}(x) T_{\alpha \beta}(0)\right\rangle_{\mathbb{R}^{d}} & =\frac{C_{T}}{x^{2 d}} \mathcal{I}_{\mu \nu, \alpha \beta},
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{I}_{\mu \nu, \alpha \beta}=\frac{1}{2}\left(I_{\mu \alpha} I_{\nu \beta}+I_{\mu \beta} I_{\nu \alpha}\right)-\frac{\delta_{\mu \nu} \delta_{\alpha \beta}}{d}, \quad I_{\mu \nu}=\delta_{\mu \nu}-\frac{2 x^{\mu} x^{\nu}}{x^{2}} \tag{B.6}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\langle O(s) O(0)\rangle_{S^{1} \times H^{d-1}} & =\frac{1}{\left(2 \sin \frac{s}{2}\right)^{2 \Delta_{O}}} \\
\left\langle J_{\tau}(s) J_{\tau}(0)\right\rangle_{S^{1} \times H^{d-1}} & =-\frac{C_{J}}{\left[2 \sin \frac{\theta_{0}}{2}\right]^{2 d-2}}  \tag{B.7}\\
\left\langle T_{\tau \tau}(s) T_{\tau \tau}(0)\right\rangle_{S^{1} \times H^{d-1}} & =\frac{d-1}{d} \frac{C_{T}}{\left[2 \sin \frac{s}{2}\right]^{2 d}}
\end{align*}
$$

The integral in (B.2) is calculated by

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d x}{\cosh ^{\nu} x}=B\left(\frac{1}{2}, \frac{\nu}{2}\right)=\frac{\Gamma\left(\frac{1}{2}\right) \Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{1+\nu}{2}\right)} \tag{B.8}
\end{equation*}
$$

Using this in (B.2) we get

$$
\begin{align*}
f\left(\Delta_{O}, n\right) & =(n-1) \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(\Delta+1)}{2^{2 \Delta+1} \Gamma\left(\Delta+\frac{3}{2}\right)}+O\left((n-1)^{2}\right) \\
\eta_{n}(\tau, \tau) & =-(n-1) C_{J} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d)}{2^{2 d-1} \Gamma\left(d+\frac{1}{2}\right)}+O\left((n-1)^{2}\right)  \tag{B.9}\\
\sigma_{n}(\tau \tau, \tau \tau) & =(n-1) \frac{C_{T}}{2^{2 d+1}} \frac{d-1}{d} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(d+1)}{\Gamma\left(d+\frac{3}{2}\right)}+O\left((n-1)^{2}\right) .
\end{align*}
$$
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[^0]:    ${ }^{1}$ A very nice example to understand this is given in [1]: if we are given a fair coin, after a couple of tosses we can be sure that the coin is not giving heads with probability one. This is not true the other way around, if we are given the coin which gives heads all the times, we can never be entirely sure that it is unfair.
    ${ }^{2}$ These do not have to be primaries, one of them can be the stress tensor, though we need to keep in mind that the sum over $O_{\alpha}$ must be understood as a contraction with the Zamolodchikov metric $g^{O_{\alpha} O_{\alpha}}$.
    ${ }^{3}$ Our assumption about the theories is that they can be coupled to a background metric in a diffeomorphism invariant way and that the resulting theory is (at least classically) invariant under Weyl transformations $g \rightarrow \Omega^{2} g$ of the background metric. This is a stronger assumption than global conformal invariance in flat space whenever $d>2[16,17]$. We will nevertheless refer to these theories conformal field theories in the following.

[^1]:    ${ }^{4}$ A recent calculation [25] shows that the Rényi entanglement entropies are different for the thermal state and highly excited states even in the small interval expansion in 2d CFTs. This somewhat undermines the assumption of local ETH but it appears to us that the differences discussed in [25] go away in the large $c$ limit.

[^2]:    ${ }^{5}$ See [28] for the two dimensional case.

[^3]:    ${ }^{6}$ We thank Stefan Leichenauer for discussion on this. See also [24, 26] for recent applications.

[^4]:    ${ }^{7}$ We can match normalization of the stress tensor by writing the two point funtion of the Euclidean time components $T_{00}=-\frac{1}{2 \pi}(T(z)+\bar{T}(\bar{z}))$, where $T$ and $\bar{T}$ are the usual holomorphic and antiholomorphic stress tensors in 2d [29].

[^5]:    ${ }^{8}$ Strictly speaking, the black brane is dual to an ensemble of high energy states but a single high energy state should have the same geometry outside of the horizon as this ensemble. Also, note that we are allowed to replace the dual AdS black hole by the planar one because we are only interested in the small subsystem limit.

[^6]:    ${ }^{9}$ Note that the $\frac{\ell_{P}^{d-1}}{L^{d-1}}$ part we obtained is the inverse of what is found in e.q. (3.55) of [15].
    ${ }^{10}$ See for example (3.10) of [30] with $\lambda=0$, or (3.10) of [31] for a derivation.
    ${ }^{11}$ There are no sources turned on as we are interested in a CFT state.
    ${ }^{12}$ Note that [32] uses $\eta=1$. To restore the $\eta$ dependence, note that (2.11) of [32] has the correct normalization for $\eta \neq 1$ but the on-shell action (2.16) has to be multiplied by $\eta$.
    ${ }^{13}$ Our final expression - after the evaluation of the integral - differs from (3.64) of [15].

[^7]:    ${ }^{14}$ We need to scale out $L^{2}$ from the $\sqrt{G} G^{\mu \nu}$ part from (3.56) of [15] in order to match it with the action used in [32]. Note that both actions are dimensionless in natural units, so $\eta$ must be dimensionless as well.
    ${ }^{15}$ This is deduced by comparing the bulk-to-boundary expression of the bulk gauge field, (47) of [33], to the one point function coming from the on-shell action formed from (54) of [33].

[^8]:    ${ }^{16}$ We thank Damian Galante for his help regarding this formula.

[^9]:    ${ }^{17} \mathrm{An}$ example could be a state satisfying local ETH in the sense of [26].
    ${ }^{18}$ The coefficient of $K_{\left(w_{1}, w_{2}\right)}$ is determined by

    $$
    \begin{equation*}
    K=2 \pi \int \frac{R^{2}-x^{2}}{2 R} T_{00} d x \tag{5.9}
    \end{equation*}
    $$

    and our convention $T_{00}=-\frac{1}{2 \pi}(T(z)+\bar{T}(\bar{z}))$.

[^10]:    ${ }^{19}$ Note that (5.14) can be derived directly from (5.12). Indeed, we may use the first law of entanglement $\langle V| K^{W}|V\rangle-\langle W| K^{W}|W\rangle \approx S\left(\rho_{V}\right)-S\left(\rho_{W}\right)$ for two states $|V\rangle$ and $|W\rangle$ with $h_{V} \approx h_{W}$. Taking the $h_{V} \rightarrow h_{W}$ limit yields

    $$
    \frac{\partial S}{\partial h_{W}}=\frac{\beta_{W}}{\pi^{2}}\left(\pi \ell \operatorname{coth} \frac{\pi \ell}{\beta_{W}}-\beta_{W}\right),
    $$

    which integrates to (5.14) with constant of integration choosen to be $-\frac{c}{3} \log \epsilon$.
    ${ }^{20}$ Again, formally this is the exact relative entropy between the reduced density matrices of two thermal states of temperatures $T_{V}$ and $T_{W}$ on the infinite line.
    ${ }^{21}$ With the conventions used there we need to make the replacement $\ell=2 \pi x$.

[^11]:    ${ }^{22}$ To prove this note that the variance is clearly maximal if all the probability is concentrated at the end points of the compact interval. In this case the variance is $\Delta E p(1-p)$ which is maximal at $p=\frac{1}{2}$.
    ${ }^{23}$ Note that for CFTs at large energies the variance of the energy in the canonical distribution scales with a higher power of $\bar{E}$ than $\frac{1}{2}$, namely $\overline{\Delta E^{2}}=\partial_{\beta}^{2} \log Z \sim \bar{E}^{\frac{d+1}{d}}$. However, we are interested in the scaling in $N^{2}$ which is the extensive quantity. By standard saddle point reasoning, the width of the canonical distribution must scale in the thermodynamic limit as $\sqrt{M}$ if $M$ is an extensive quantity.
    ${ }^{24}$ Some general bounds for this coming from crossing symmetry are available when $O_{\alpha}$ is much heavier than $V_{j}$ [39] and also there are universal large $c$ formulae for this quantity in the same regime [40]. Unfortunately, this is the opposite of what we need here.

