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Quadrature Domains

Errata

I. In the definition of piecewise smooth arcs on page 8, we have merely
assumed that it can be expressed as the union of a finite number of smooth
arcs each of which is the image of the closed interval [0, 1] under a function of
class C1.

However, to prove Lemma 2.4, which discusses the growth rate of the
normal derivative of the Green function at a corner, we need the continuity of
the derivative on each of smooth arcs as stated on page 14. Hence our smooth
arcs should satisfy a stronger condition so that the normal derivative of the
Green function is continuous on each of them.

It is enough to replace “under a function off f class C1” in the definition of a
smooth arc with “under a function of class C2”. A weaker condition is “under
a Lyapunov-Dini smooth function”. A function γ of class C1 on [0, 1] is called
a Lyapunov-Dini smooth function if the modulus of continuity

ω(t) = sup{|γ′(t2)− γ′(t1)| : tj ∈ [0, 1], |t2 − t1| ≤ t}

of the derivative γ′ of γ satisfies
∫ 1

0

∫∫∫
ω(t)

dt

t
< +∞.

II. We have mainly discussed quadrature domains of positive measures
as stated in Introduction. However, we have treated quadrature domains of
real measures and quadrature domains of complex measures without their
explicit definitions. For examples, Proposition 8.1 and its corollary are forff
real measures and Proposition 9.4 is for complex measures. The definitions
are the same as in Introduction. The definition of a quadrature domain of a
complex measure ν for classff AL1 is the following: A nonempty domain Ω is
called a quadrature domain of ν for class AL1 if

(1) ν is concentrated in Ω, namely, ν|Ωc = 0;
(2)

∫
Ω

∫∫
|f |d|ν| < +∞ and

∫
Ω

∫∫
fdν =

∫
Ω

∫∫
fdm for everff y f ∈ AL1(Ω).
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III. When we use the argument as in the proof of Theorem 3.5, for exampleff ,
in the proofs off f Lemma 3.6, Theorem 3.7 and Proposition 3.10, we treat not
only a finite positive measure ν stated as in Theorem 3.4, but also a measure
of form ν + ξ for someff finite positive measure ξ. In the proof of Theorem 3.5,
we depart froff m W ⊂ Ω and arrive W (n) ⊂ Ω. We modify the measureff ν to
ν(n) in this process. We apply our argument to a measure ν + ξ for a finite
positive measure ξ on Ω such that every s ∈ SL1(Ω) has an integral on Ω and
modify ν + ξ to ν(n) + ξ.

page line
4 12 m(ν) = �ν� −→−− m(Ω) = �ν�
5 2, 7 The double integral

∫∫
(1/|ζ − z|)d|ν|(ζ)dm(z) is taken over

(supp ν)2.
7 13 f ∈ AL1(Rα) −→ f ∈ A(Rα)
7 ↑8 (log r)r > 1 if r > 1 −→−− (log r)r > 0 if r > 1
11 ↑4 d(Gj , ∂Oj−1 ∪ ∂Oj+1) −→ d(Gj , ∂Oj−2 ∪ ∂Oj+1)
17 2 Put a period at the end of line.
18 4 are −→−− arc
21 6 with repsect to −→−− with respect to
23 ↑3 q ∈ ∂W � −→ q� ∈ ∂W �

29 12 Wn

WW

⊂ Wn

WW

+1, n=1, 2, · · · , ⋃Wn

WW

=W and
∫
W

∫∫

1
νdm>m(W1

WW

).
−→−− Wn

WW

⊂ Wn

WW

+1 ⊂ W̃n

WW

∪W,WW n = 1, 2, · · · , ⋃Wn

WW

⊃ W,WW
m(

⋃
Wn

WW

\W ) = 0 and
∫
W

∫∫

1
νdm > m(W1

WW

),
29 13 Let W̃n

WW

be −→−− where W̃n

WW

denotes
31 7 that ν1(z) + ν2(z) ≥ 1 a.e. −→−− that ν2(z) ≥ 0 a.e. on C,

ν1(z) + ν2(z) ≥ 1 a.e.
35 13 these lemma −→−− these lemmas
37 ↑9 E1 = R0 ∩W −→−− E1 = R0 ∩ ∂W
37 ↑2–1 �=min{d(R0, ∂R)/10

√
2, infq∈R0∩∂W λS(q)}.−→ �= infq∈R0∩∂W λS(q).

38 ↑3–2 � = d(R0, ∂R)/10
√
2,−→ � = min{d(R0, ∂R)/10

√
2, infq∈R0∩∂W λS(q)},

39 3–4 � = d(R1, ∂R)/10
√
2 −→−− � = min{d(R1, ∂R)/10

√
2, infq∈R1∩∂W ′ λ�

S(q)}
42 ↑9 β

(n)
Ω (Δ(r; p)) = 0 −→ β

(n)
Ω (Δ(R; p)) = 0

42 ↑8 for some r > 0 −→−− for someff R > r > 0.
48 ↑2 if v(r) = 0. −→−− if v(r) = 0, and A and B are nonnegative

constants.
65 1 The integral

∫
g(ζ; z,Ω)dm(ζ) is taken over Ω.

68 ↑9 angle V1

VntV

< 2Π −→ angle V1

VV

< 3π/2
72 13 disc{Ω(t)} = [

⋃
t≥0 Ω(t) \ Ω(0)] \

⋃
t≥0 ∂Ω(t)

−→−− disc{Ω(t)} =
(⋃

t≥0 Ω(t) \ Ω(0)
) \⋃t≥0 ∂Ω(t)

79 1 stag{[W (t)]} −→ stag{[W̃ (t)]}
79 ↑10 Q({χΩm+ ν(t)−ν(0)}, F )−→Q({χΩ(0)m+ ν(t)− ν(0)}, F )
80 ↑9 Q(0) ∈ Q(ν(0),HL1) −→ Ω(0) ∈ Q(ν(0),HL1)
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84 ↑1 contradict −→−− contradicts
95 10 Lemma 6.8, −→ Lemma 7.1,
105 8 Q(ν,AL′) −→ Q(ν,AL1)
105 ↑7–6 |a1| ≤

√
2/π(a0/3)3/2 −→ a1 = πb21b2

106 ↑10 uj(x1, x2) =−→ uj(x1, x2, t) =
106 ↑9 (1/d)

∫ d

0

∫√∫

uj(x1, x2, x3)dx3 −→ (1/d)
∫ d

0

∫∫

uj(x1, x2, x3, t)dx3

108 3 For every z ∈ C1(t) with angle V1

VV

< π, −→ For every z ∈ CjC (t),
108 5 U ∩ ∂Ω(s) is connected −→−− U ∩ ∂Ω(s) consists of j connected

components
109 ↑8 every harmonic function on Ω(τ) −→ every harmonic functioff n h

on Ω(τ)
110 8 stat{Ω(t)} ⊂ {z ∈ C1(0)|angleV1

V

≤ π/2} ⊂ C1(0)

−→ stat{Ω(t)} ⊂ {z ∈ C1(0)|angleV1

VV

≤ π/2} ∪ {z ∈ C2(0)|angleVjVV ≤ π/2, j = 1, 2}
110 ↑8 onto −→−− into
115 5 minimum open set in Q(ν, SL1) −→ minimum open set Ω in

Q(ν, SL1)
116 ↑12 [G] −→ Gc

116 ↑4 χ̂G̃(t1)
(ζ) −→−− χ̂[G̃(t1)]

(ζ)
117 4 ϕ′(ζ0

ζ

) > 0 −→−− ϕ′(ζ) > 0
122 5 Let G be connected component −→ Let G be a connected

component
122 12 θ(x,G) −→ θ(xi, G)
124 2, 3 −(−1)n+1i} −→ −(−1)n+1(−1 + i)}


