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Summary. The three dimensional polymer measure was first constructed by Westwater in 1980 with a very complicated proof. We give an alternative construction for small coupling parameter which is based on the approach by Brydges-FröhlichSokal in quantum field theory and Bovier-Felder-Fröhlich, using skeleton inequalities. The main new features are the proof of convergence which had been open in the Brydges-Fröhlich-Sokal construction, and the construction of the measure on the space of paths with fixed time length.

## 1 Introduction

If $T>0, d \in \mathbb{N}$, let $C_{T}$ be the set of continuous functions $f:[0, T] \rightarrow \mathbb{R}^{d}$ satisfying $f(0)=0$, and $P_{T}$ the. Wiener measure on $C_{T}$. Later on, we will deal only with the case $d=3$. If $\lambda>0$, the polymer measure $\hat{P}_{T}^{\lambda}$ on $C_{T}$ with coupling constant $\lambda$ is formally defined by

$$
\left(d \hat{P}_{T, \lambda} / d P_{T}\right)(\omega)=\exp \left(-\lambda J_{0, T}(\omega)\right) / z_{T, \lambda}
$$

where $J_{0, T}(\omega)=\int_{0}^{T} d s \int_{s}^{T} d t \delta\left(\omega_{s}-\omega_{t}\right)$. $\delta$ is the Dirac function and $z_{T, \lambda}$ is the appropriate norming factor in order that $\hat{P}_{T, \lambda}$ becomes a probability measure. The difficulty is, of course, that $J_{0, T}$ is not well defined. For $d=1$, it can be expressed as $J_{0, T}=\frac{1}{2} \int l_{T}(x)^{2} d x$ where $l_{T}$ is the local time up to time $T$, i.e. the density of the sojourn measure $A \rightarrow \int_{0}^{T} 1_{A}\left(\omega_{s}\right) d s$ for which a continuous version is known to exist for almost all $\omega$. However, for $d \geqq 2$, this is no longer possible.

The only essential problem with the definition of $J_{0, T}$ is the integration near the diagonal. If one leaves out a gap near it, then everything behaves nicely. If $0<\varepsilon \leqq T$, let $J_{0, T}^{\varepsilon}=\int_{0}^{T-\varepsilon} d s \int_{s+\varepsilon}^{T} d t \delta\left(\omega_{t}-\omega_{s}\right)$ which still is only a formal definition but which can be given a good sense for $d \leqq 3$, see [5] and the Proposition 2.1 below.

One can then define $\hat{P}_{T, \lambda}^{\varepsilon}$ by replacing $J_{0, T}$ by $J_{0, T}^{\varepsilon}$. The problem is then to show that $\lim _{\varepsilon \rightarrow 0} \hat{P}_{T, \lambda}^{\varepsilon}$ exists. For $d=2$, Varadhan (with a slightly different
regularization) has shown in [6] that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left(J_{0, T}^{\varepsilon}-E\left(J_{0, T}^{\varepsilon}\right)\right)=Y \tag{1.1}
\end{equation*}
$$

exists in $L_{2}$ and that $E\left(e^{-\lambda Y}\right)<\infty$ for all $\lambda>0$. One can then prove that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \hat{P}_{T, \lambda}^{\varepsilon}=\hat{P}_{T, \lambda}^{0} \tag{1.2}
\end{equation*}
$$

where $\left(d \hat{P}_{T, \lambda}^{0} / d P_{T}\right)(\omega)=e^{-\lambda Y} / E\left(e^{-\lambda Y}\right)$. This so called Varadhan renormalisation has been the starting point for many research papers on self-intersection properties. See e.g. [3, 9].

For $d=3$ (1.1) is no longer true and the problem becomes much more difficult. Westwater proved in $[7,8]$ that $\lim _{\varepsilon \rightarrow 0} \hat{P}_{T, \lambda}^{\mathrm{E}}$ exists. His approach is based on cluster expansion techniques and is very complicated. There is, however, a much simpler approach by Bovier et al. [1] which is based on the approach in [2] on the $\phi_{d}^{4}$ quantum field model. Actually nothing like (1.2) is proved in [1]. It is shown there that the Laplace transform in time of certain transition densities remain bounded as $\varepsilon \rightarrow 0$ if $\lambda$ is small. (Also a different regularization is used). It is notoriously difficult to invert such statements about Laplace transforms and to get the desired results for each fixed $T$. In order to avoid discussions of this point, we altogether avoid the use of Laplace transforms, by using a direct recursion Ansatz. In this way, we get quite precise estimates e.g. of the two point functions.

However, the main difficulty is to prove convergence as the regularization goes to 0 . This had also been an open point in [1] and [2], which was also connected with the failure to prove rotational invariance of the quantum fields in [2]. We prove convergence here by bounding the derivative with respect to the regularisation parameter $\varepsilon$. The necessary cancellation of the divergencies here is much more subtle than in the proof of boundedness. I have actually been unable to prove the convergence of the two point functions at fixed time $T$. However, given the boundedness and tightness properties, only convergence of certain integrals over smooth test functions is needed. (The convergence of the Laplace transforms in $T$ would also follow by an easy modification of our approach.)

Despite of the above mentioned shortcomings, the approach in [1] is both ingenious and essentially simple. It is the aim of this paper to give a full proof of the convergence in (1.2) based on this method for small coupling parameter $\lambda$. We also give rather sharp estimates on decay properties of the one point functions at fixed time and on short time intervals, which are essential for proving tightness.
(1.3) Theorem. Let $d=3$. If $T_{0}>0$, then there exist $\lambda_{0}>0$ such that for $\lambda \in\left[0, \lambda_{0}\right]$, $\hat{P}_{T_{0}, \lambda}=\lim _{\varepsilon \rightarrow 0} \hat{P}_{T_{0}, \lambda}^{\varepsilon}$ exists in the weak sense.
For convenience, we will assume $T_{0}=1$.
Convergence is achieved by using a different "Schwinger Dyson equation" than that used in [1]. For this, the gap regularization is particularly well adapted. It might be difficult to handle with the lattice regularization used in [1].

The main shortcoming of the approach up to now is the restriction to small $\lambda$. There is some hope that a suitable extension of the method could prove the result for any $\lambda>0$.

The method can probably be developed further to give more precise information on the polymer measures. An example of such results are in papers by Kusuoka [4] and more recently by Zhou [10] which are based on the Westwater approach.

The paper is organised as follows: In Sect. 2, we derive the basic inequalities, which are essentially the same as those used in [1]. We use these inequalities in Sect. 3 to prove some rather precise estimates for the so-called one point functions at fixed time. This implies tightness immediately. In Sect. 4, we derive our alternative inequalities by differentiating with respect to $\varepsilon$. This is used to prove convergence. Probably, one could use this different approach also to prove the estimates on the one-point functions of Sect. 3 directly. However, as remarked above, the required cancellation properties of the divergencies is much more delicate, and given the results of Sect. 3, only a relatively small additional information is needed.

The situation in dimension 3 is somewhat simplified by the fact that it is the border case where a socalled mass renormalisation is necessary, i.e. where (1.1) does not work. In fact the really virulent divergency is only logarithmic. This allows at several places to use rather crude estimates.

No knowledge of [1] or [2] is assumed.

## 2 The basic inequalities

For fixed $\varepsilon, \hat{P}_{T, \lambda}^{\varepsilon}$ has a bounded density with respect to Wiener measure. Therefore $\hat{P}_{T, \lambda}^{\varepsilon}\left(\omega_{T} \in A\right)$ has a density with respect to Lebesgue measure, which we denote by $p_{T, \lambda}^{\varepsilon}(x) . p_{T}$ denotes the transition density of the Wiener measure, i.e.

$$
p_{T}(x)=\frac{1}{(2 \pi T)^{3 / 2}} \exp \left(-|x|^{2} / 2 T\right)
$$

We introduce some notations:
If $f\left(s_{1}, \ldots, s_{n}\right)$ is a bounded measurable function, defined on $t \leqq s_{1} \leqq \ldots \leqq s_{n} \leqq T$, we put by an abuse of notation:

$$
I_{t, T}\left(f\left(s_{1}, \ldots, s_{n}\right)\right)=\int_{t}^{T} d s_{1} \int_{s_{1}}^{T} d s_{2} \ldots \int_{s_{n}-1}^{T} d s_{n} f\left(s_{1}, \ldots, s_{n}\right)
$$

We will use $s_{1}, \ldots, s_{n}$ exclusively in such expressions. Further pushing the abuse: If e.g. $s_{1}$ does not appear on the left hand side, then nevertheless the $s_{1}$-integration is performed on the right hand side (giving of course just a factor $\left(s_{2}-t\right)$ ). We also write $I_{T}$ for $I_{0, T}$. Let $j^{\varepsilon}(s)=1_{[\varepsilon, \infty)}(s), \varepsilon>0$.

If $0 \leqq s<t \leqq T, 0 \leqq u<v \leqq T ; \varepsilon, a>0, \omega \in C_{T}$, let

$$
J_{s, t ; u, v}^{\varepsilon, a}(\omega)=\int_{s}^{t} d \sigma \int_{(u \vee(\sigma+\varepsilon)) \wedge v}^{v} d \tau p_{a}\left(\omega_{\sigma}-\omega_{\tau}\right) .
$$

We put $J_{s, t}^{\varepsilon, a}=J_{s, t ; s, t}^{\varepsilon, a}$. We need also a joint continuous version of $J_{0, T}^{\varepsilon}$ for the Brownian bridge, tied down at $x \in \mathbb{R}^{3}$. To formulate this, we have to define the bridges for various $T$ and $x$ on a single probability space. Let $\psi_{T, x}: C_{1} \rightarrow C_{T}$ be defined by

$$
\psi_{T, x}(\omega)(t)=\sqrt{T} \omega\left(\frac{t}{T}\right)+\frac{t}{T}(x-\sqrt{T} \omega(1))
$$

$P_{1} \psi_{r, x}^{-1}$ is the law of the tied down Brownian motion. If $a>0,0<\varepsilon \leqq T, x \in \mathbb{R}^{3}$, $\omega \in C_{1}$, let

$$
Y_{T, x}^{\varepsilon, a}(\omega)=\int_{0}^{T-\varepsilon} d s \int_{s+\varepsilon}^{T} d t p_{a}\left(\psi_{T, x}(\omega)(s)-\psi_{T, x}(\omega)(t)\right)
$$

Obviously, $Y_{T, x}^{\varepsilon, a}$ depends continuously on $(\varepsilon, a, T, x)$ on $\varepsilon, a>0$. If one considers the intersection local times of independent Brownian motions or bridges then no $\varepsilon$-gap is needed. We will use this for a bridge and a Brownian motion. So we define $W_{T, S ; x, y}^{a}: C_{1} \times C_{S} \rightarrow[0, \infty)$ by

$$
W_{T, S ; x, y}^{a}\left(\omega, \omega^{\prime}\right)=\int_{0}^{T} d t \int_{0}^{s} d s p_{a}\left(\psi_{T, x}(\omega)(t)-\omega^{\prime}(s)-y\right), \quad\left(\omega, \omega^{\prime}\right) \in C_{1} \times C_{S}
$$

$C_{1} \times C_{S}$ is equipped with the probability measure $P_{1} \times P_{S}$.
(2.1) Proposition. There exist versions of $J_{s, t ; u, v}^{\varepsilon, a}, Y_{T, x}^{\varepsilon, a}, W_{T, S ; x, y}^{a}$ which are jointly continuous in all the parameters on $\varepsilon>0, a \geqq 0$.

Especially, we claim that there exists a continuous limit as $a \rightarrow 0$ (but not for $\varepsilon \rightarrow 0$ ). If $a=0$, we just drop the index $a$. The proposition can be proved by the methods in [5]. We will give the proof for $Y$ in an Appendix. The other cases are similar.

It is better, not to normalise $\exp \left(-J_{0, T}^{\varepsilon}\right) d P_{T}$ immediately to a probability measure, but only to a measure which remains bounded. This is achieved by so called counterterms.

$$
\begin{aligned}
& \kappa_{1}(\varepsilon)=\int_{\varepsilon}^{1} p_{t}(0) d t=2(2 \pi)^{-3 / 2}\left(\frac{1}{\sqrt{\varepsilon}}-1\right), \\
& \kappa_{2}(\varepsilon)=I_{1}\left(j^{\varepsilon}\left(s_{2}\right) \dot{j}^{\dot{\varepsilon}}\left(s_{3}-s_{1}\right)\left\|p_{s_{1}} p_{s_{2}-s_{1}} p_{s_{3}-s_{2}}\right\|_{1}\right)
\end{aligned}
$$

where \| $\|_{1}$ denotes the $L_{1}$-norm with respect to Lebesgue measure. Remark that $\left\|p_{u} p_{v} p_{t}\right\|_{1}=(2 \pi)^{-3}(u v+u t+v t)^{-3 / 2}$. The asymptotic behaviour of $\kappa_{2}(\varepsilon)$ for $\varepsilon \sim 0$ is then calculated as

$$
\begin{equation*}
\kappa_{2}(\varepsilon) \sim(2 \pi)^{-2}|\log \varepsilon| . \tag{2.2}
\end{equation*}
$$

If $s<t$, we define

$$
\begin{equation*}
\bar{J}_{s, t}^{\varepsilon, \lambda}=\lambda J_{s, t}^{\varepsilon}-\lambda(t-s) \kappa_{1}(\varepsilon)+\lambda^{2}(t-s) \kappa_{2}(\varepsilon) \tag{2.3}
\end{equation*}
$$

In order to not overburden the notation, we usually drop the dependence of $\bar{J}$ on $\lambda$ and $\varepsilon$ if no confusion can arise, but this dependence should always be kept in mind. We will use $\varepsilon$ exclusively for the regularization parameter and $\lambda$ for the coupling constant.

We define the measure $G_{T}^{\varepsilon, \lambda}$ on $\mathbb{R}^{3}$ by $G_{T}^{\varepsilon, \lambda}(A)=E\left(\exp \left(-\bar{J}_{0, T}^{\varepsilon, \lambda}\right) 1_{\omega_{T} \in A}\right)$. As $\exp \left(-\bar{J}_{0, T}\right)$ is, for fixed $\varepsilon, \lambda>0$, a positive and bounded random variable, $G_{T}^{\varepsilon, \lambda}$ has a density $g_{T}^{\varepsilon, \lambda}$ with respect to Lebesgue measure.

We will derive two basic inequalities for $p_{T}(x)-g_{T}(x)$ for fixed $\varepsilon$. We will derive them by somewhat cavalier looking calculations using the Dirac $\delta$-function. This, however, is only a notational convenience. We have to replace $\delta$ by $p_{a}$, letting $a \rightarrow 0$, and using Proposition 2.1.

More precisely, we make the following convention which is also in force in Sect. 4: If we write $A \geqq B$, where $A, B$ are real valued expressions containing $\delta$-functions,
$J, \bar{J}$ etc., this means that

$$
\liminf _{a \rightarrow 0}(A(a)-B(a)) \geqq 0
$$

where $A(a)$ and $B(a)$ are obtained by replacing $\delta$ by $p_{a}$ and also $J, \bar{J}$ are replaced by the corresponding quantities with $\delta$ replaced by $p_{a} . A=B$ of course means that $A \geqq B$ and $B \geqq A$. If $A, B$ do not contain the $\delta$-function explicitly but possibly $J$, then the Proposition 2.1 guarantees that $A \geqq B$ has the usual meaning, at least if they are bounded.

With this notation, we have (dropping $\varepsilon, \lambda$ for convenience) $g_{T}(x)=E\left(\exp \left(-\bar{J}_{0, T}\right) \delta\left(x-\omega_{T}\right)\right)$. Therefore

$$
\begin{aligned}
p_{T}(x)-g_{T}(x) & =\int_{0}^{T-\varepsilon} \frac{d}{d v} E\left(e^{-\bar{J}_{v, T}} \delta\left(x-\omega_{T}\right)\right) d v \\
& =-\int_{0}^{T-\varepsilon} E\left(e^{-\bar{J}_{v, T}} \frac{d}{d v} \bar{J}_{v, T} \delta\left(x-\omega_{T}\right)\right) d v \\
\frac{d}{d v} \bar{J}_{v, T} & =-\lambda \int_{(v+\varepsilon) \wedge T}^{T} d t \delta\left(\omega_{v}-\omega_{\tau}\right)+\lambda \kappa_{1}(\varepsilon)-\lambda^{2} \kappa_{2}(\varepsilon) .
\end{aligned}
$$

Therefore, with our $I_{T}$-notation, we have:

$$
\begin{align*}
p_{T}(x)-g_{T}(x)= & \lambda I_{T}\left(E\left(e^{-\bar{J}_{s_{1}, T}} j^{\varepsilon}\left(s_{2}-s_{1}\right) \delta\left(\omega_{s_{1}}-\omega_{s_{2}}\right) \delta\left(x-\omega_{T}\right)\right)\right) \\
& +\left(-\lambda \kappa_{1}(\varepsilon)+\lambda^{2} \kappa_{2}(\varepsilon)\right) I_{T}\left(\left(p_{s_{1}} * g_{T-s_{1}}\right)\right) \tag{2.4}
\end{align*}
$$

We now split the interaction $\bar{J}_{s_{1}, T}$ into the interaction on the time intervals [ $s_{1}, s_{2}$ ] and $\left[\mathrm{s}_{2}, T\right]$ and the interaction between these intervals: If $0 \leqq u \leqq v \leqq T$, then

$$
\begin{equation*}
\bar{J}_{u, T}=\bar{J}_{u, v}+\bar{J}_{v, T}+\lambda J_{u, v ; v, T} \tag{2.5}
\end{equation*}
$$

Without the third summand which takes care of the mutual interaction, we could just use the Markov property in the first summand on the right hand side of (2.4) and get a convenient splitting. We will expand the factor with the mutual interaction. Roughly, if we write

$$
e^{-\lambda J_{s_{1}, s_{2} ; s_{2}, T}}=1-\lambda J_{s_{1}, s_{2} ; s_{2}, T}+\cdots
$$

and implement this into (2.4), then the 1 -contribution gives a divergency (as $\varepsilon \rightarrow 0$ ) which cancels with the $\kappa_{1}$-divergency and the $\lambda J_{s_{1}, s_{2} ; s_{2}, T}$-contribution cancels with the $\kappa_{2}$-divergency, and the rest stays bounded as $\varepsilon \rightarrow 0$. We will crucially use the fact that $J_{u, v ; v, T}$ is positive. This gives us simple inequalities for the right hand side of (2.4) in terms of simple finite expansions.

We first use $e^{-x} \geqq 1-x$ for $x \geqq 0$, and get

$$
\begin{align*}
& E\left(e^{-\bar{J}_{u, T} j^{\varepsilon}(v-u)} \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(x-\omega_{T}\right)\right) \\
\geqq & E\left(e^{-\bar{J}_{u, v}-\bar{J}_{v, T} j^{\varepsilon}}(v-u) \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(x-\omega_{T}\right)\right) \tag{2.6}
\end{align*}
$$

$$
-\lambda \int_{u}^{v} d t_{1} \int_{v}^{T} d t_{2} j^{\varepsilon}\left(t_{2}-t_{1}\right) j^{\varepsilon}(v-u) E\left(e^{-\bar{J}_{u, v}-\bar{J}_{v, T}} \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(\omega_{t_{2}}-\omega_{t_{1}}\right) \delta\left(x-\omega_{T}\right)\right)
$$

Now the first summand on the right hand side looks fine, but in the second, we are faced with the same problem. Therefore, we do the same trick again: For $0 \leqq u \leqq t_{1} \leqq v \leqq t_{2} \leqq T$, we have

$$
\begin{equation*}
\bar{J}_{u, v}+\bar{J}_{v, T}=\bar{J}_{u, t_{1}}+\bar{J}_{t_{1}, v}+\bar{J}_{v, t_{2}}+\bar{J}_{t_{2}, T}+\lambda J_{u, t_{1} ; t_{1}, v}+\lambda J_{v, t_{2} ; t_{2}, T} \tag{2.7}
\end{equation*}
$$

and therefore, by using just $e^{-x} \leqq 1$ for $x \geqq 0$, we get

$$
\begin{align*}
& E\left(e^{-\bar{J}_{u, v}-\bar{J}_{v, T}} \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(\omega_{t_{2}}-\omega_{t_{1}}\right) \delta\left(x-\omega_{T}\right)\right) \\
& \leqq E\left(e^{-\bar{J}_{u, t_{1}}-\bar{J}_{t_{1}, v}-\bar{J}_{v, t_{2}}-\bar{J}_{t_{2}, T}} \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(\omega_{t_{2}}-\omega_{t_{1}}\right) \delta\left(x-\omega_{T}\right)\right)  \tag{2.8}\\
& =\left(p_{u} *\left(g_{t_{1}-u} g_{v-t_{1}} g_{t_{2}-v}\right) * g_{T-t_{2}}\right)(x)
\end{align*}
$$

We introduce some abbreviations:

$$
\begin{aligned}
q_{t}^{(1)}(x) & =j^{\varepsilon}(t) g_{t}(x) \\
q_{t}^{(2)}(x) & =I_{t}\left(j^{\varepsilon}\left(s_{2}\right) j^{\varepsilon}\left(t-s_{1}\right) g_{s_{1}}(x) g_{s_{2}-s_{1}}(x) g_{t-s_{2}}(x)\right) \\
A_{T}^{(1)}(x) & =I_{T}\left(\left(p_{s_{1}} * g_{T-s_{2}}\right)(x) q_{s_{2}-s_{1}}^{(1)}(0)\right)-\kappa_{1}(\varepsilon) I_{T}\left(\left(p_{s_{1}} * g_{T-s_{1}}\right)(x)\right) \\
A_{T}^{(2)}(x) & =I_{T}\left(\left(p_{s_{1}} * q_{s_{2}-s_{1}}^{(2)} * g_{T-s_{2}}\right)(x)\right)-\kappa_{2}(\varepsilon) I_{T}\left(\left(p_{s_{1}} * g_{T-s_{1}}\right)(x)\right) .
\end{aligned}
$$

We take the divergent $\kappa_{1}$-part into $A_{T}^{(1)}$ in order to cancel the divergency in the first part, and similarly with the $\kappa_{2}$-part in $A_{T}^{(2)}$, but it will take some calculations to prove that this works. (2.4), (2.6) and (2.8) give us the first of our basic inequalities:

$$
\begin{equation*}
p_{T}(x)-g_{T}(x) \geqq \lambda A_{T}^{(1)}(x)-\lambda^{2} A_{T}^{(2)}(x) . \tag{2.9}
\end{equation*}
$$

The second, which gives an estimate from above is obtained in exactly the same way by using $e^{-x} \leqq 1-x+x^{2} / 2$ for the last summand in (2.5) and $e^{-x} \geqq 1-x$ for the last two summands in (2.7). This easily leads to

$$
\begin{equation*}
p_{T}(x)-g_{T}(x) \leqq \lambda A_{T}^{(1)}(x)-\lambda^{2} A_{T}^{(2)}(x)+\lambda^{3} A_{T}^{(3)}(x) \tag{2.10}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{T}^{(3)}(x) & =3 I_{T}\left(\left(p_{s_{1}} * q_{s_{2}-s_{1}}^{(3)} * g_{T-s_{2}}\right)(x)\right) \\
q_{T}^{(3)} & =I_{T}\left(\left[\left(g_{s_{1}} g_{s_{4}-s_{3}}\right) *\left(g_{T-s_{4}} g_{s_{2}-s_{1}}\right)\right] g_{s_{3}-s_{2}}\right) .
\end{aligned}
$$

Remark that $A_{T}^{(3)}$ is nonnegative. There is no counterterm necessary to balance a further divergency, just because $A_{T}^{(3)}$ will turn out to be bounded. A consequence of (2.9) and (2.10) is

$$
\begin{equation*}
\left|p_{T}(x)-g_{T}(x)\right| \leqq \lambda\left|A_{T}^{(1)}(x)\right|+\lambda^{2}\left|A_{T}^{(2)}(x)\right|+\lambda^{3} A_{T}^{(3)}(x) \tag{2.11}
\end{equation*}
$$

and

$$
\begin{align*}
\left|\int_{0}^{1} p_{T}(0) d T-\int_{0}^{1} g_{T}(0) d T\right| \leqq & \left|\int_{0}^{1} A_{T}^{(1)}(0) d T\right|+\lambda^{2} \int_{0}^{1}\left|A_{T}^{(2)}(0)\right| d T  \tag{2.12}\\
& +\lambda^{3} \int_{0}^{1} A_{T}^{(3)}(0) d T
\end{align*}
$$

Looking at the definition of $q_{t}^{(1)}(x)$ and $q_{t}^{(2)}(x)$, one sees that if $g$ is replaced by $p$, their appearance in $A_{T}^{(1)}$ and $A_{T}^{(2)}$ resemble the counterterms $\kappa_{1}$ and $\kappa_{2}$. Of course, there are some differences which have to be taken care of. We want to apply a recursion argument in order to prove, with the help of (2.10)-(2.12), that $p-g$ remains
bounded. This is the main idea which is borrowed from [1] and [2]. In the next section, we will get a rather precise estimate.

Already at this stage, one sees the difficulty with proving convergence as $\varepsilon \rightarrow 0$ : Although the $A_{T}^{(i)}(x)$ essentially stay bounded, as will be proved in the next section, they certainly will not convergence to 0 . Also the inequalities will not become equalities in the $\varepsilon \rightarrow 0$ limit. Therefore, it is not possible to prove convergence by just using (2.10)-(2.11). One could try to get a complete expansion, but the expansion will not convergence. The way out of these problems is to get alternative inequalities, essentially for $g_{T}^{\varepsilon_{1}}-g_{T}^{\varepsilon_{2}}$ which become sharp as $\varepsilon_{1}, \varepsilon_{2} \rightarrow 0$. This is done in Sect. 4.

## 3 Recursive estimates of $\boldsymbol{g}$ and proof of tightness

We use $c$ as a generic constant $>0$, not necessarily the same at different occurrences. Also $\phi(x)$ is a generic polynom in $x$ with nonnegative coefficients, which may also vary from formula to formula. We usually drop the dependence on $\varepsilon, \lambda$ in our notation.
(3.1) Proposition. There exist $K>0$ and $\lambda_{0}>0$ such that for $0 \leqq \lambda \leqq \lambda_{0}$ and $T \leqq 1$ one has

$$
\left|p_{T}(x)-g_{T}(x)\right| \leqq K \lambda \sqrt{T} p_{2 T}(x)
$$

We need some joint continuity and decay properties of $g$ depending on $T, x, \varepsilon . g$ can be expressed as

$$
g_{T}^{\varepsilon, \lambda}(x)=e^{+\lambda T \kappa_{1}(\varepsilon)-\lambda^{2} T \kappa_{2}(\varepsilon)} E_{1}\left(e^{\left.-\lambda Y_{T, x}^{\varepsilon}\right)} p_{T}(x)\right.
$$

where $E_{1}$ refers to the expectation with respect to the Wiener measure on $C_{1}$ and $Y_{T, x}^{\varepsilon}$ was defined at the beginning of Sect. 2. By (2.2) it follows that $E_{1}\left(\exp \left(-\lambda Y_{T, x}^{\varepsilon}\right)\right)$ depends continuously on $(\varepsilon, T, x), 0<\varepsilon \leqq T$ and is, of course, bounded by 1 . Then

$$
K_{0}(\varepsilon, \lambda)=\sup _{0 \leqq T \leqq 1} \sup _{x \in \mathbb{R}^{3}} \frac{\left|g_{T}^{\delta, \lambda}(x)-p_{T}(x)\right|}{\sqrt{T} p_{2 T}(x)}
$$

is finite and depends continuously on $\varepsilon>0$ because $p_{T}$ decays faster at $\infty$ than $p_{2 T}$. Let

$$
K(\varepsilon, \lambda)=K_{0}(\varepsilon, \lambda) \vee\left|\int_{0}^{1}\left(p_{s}(0)-g_{s}^{\varepsilon, \lambda}(0)\right) d s\right|
$$

which also is continuous in $\varepsilon$. ( $\vee$ denotes max). Remark that for $T \leqq \varepsilon, g_{T}^{\varepsilon}$ $=\left(1+O\left(\frac{\lambda T}{\sqrt{\varepsilon}}\right)\right) p_{T}$. Therefore, for $T<\varepsilon$, the desired bound is trivially true.

The main task is to prove that $K(\varepsilon, \lambda)$ remains bounded as $\varepsilon \rightarrow 0$. We always keep $\varepsilon \leqq T \leqq 1$. We start now with the estimation of $A_{T}^{(1)}$. Abbreviating $\int_{0}^{T-\varepsilon} d s \int_{s+\varepsilon}^{T} d t$ just as $\int$, we have

$$
\begin{aligned}
A_{T}^{(1)}= & \int\left(p_{t} * g_{T-t}\right)\left(g_{t-s}(0)-p_{t-s}(0)\right)+\int g_{t-s}(0)\left(\left(p_{s}-p_{t}\right) * g_{T-t}\right) \\
& +\left[\int p_{t-s}(0)\left(p_{t} * g_{T-t}\right)-\kappa_{1}(\varepsilon) \int_{0}^{T} d t p_{t} * g_{T-t}\right] \\
= & I_{1}+I_{2}+I_{3}, \text { say. }
\end{aligned}
$$

$$
\begin{aligned}
& I_{1}=\int_{\varepsilon}^{T} d t\left(p_{t} * g_{T-t}\right) \int_{\varepsilon}^{t} d u\left(g_{u}(0)-p_{u}(0)\right) \\
&\left|\int_{\varepsilon}^{t} d u\left(g_{u}(0)-p_{u}(0)\right)\right| \leqq\left|\int_{\varepsilon}^{1} d u\left(g_{u}(0)-p_{u}(0)\right)\right|+\int_{t}^{1} d u\left|g_{u}(0)-p_{u}(0)\right| \\
& \leqq K(1+|\log t|)
\end{aligned}
$$

and so, as $g_{s} \leqq p_{s}+K \sqrt{s} p_{2 s} \leqq c(1+K) p_{2 s}$ :

$$
\begin{align*}
\left|I_{1}\right| & \leqq K \int_{\varepsilon}^{T} d t(1+|\log t|)\left(p_{t} * g_{T-t}\right) \leqq \phi(K) \int_{0}^{T} d t(1+|\log t|) p_{2 T}  \tag{3.2}\\
& \leqq \phi(K) T^{3 / 4} p_{2 T} .
\end{align*}
$$

Estimating $g_{t-s}(0) \leqq\left|g_{t-s}(0)-p_{t-s}(0)\right|+p_{t-s}(0) \leqq \phi(K) p_{2 t-2 s}(0)$, we get

$$
\begin{aligned}
\left|I_{2}\right| & \leqq c \phi(K) \int p_{2 t-2 s}(0)\left(\left|p_{t}-p_{s}\right| * g_{T-t}\right) \\
& \leqq \phi(K) \int_{\{s<t / 2\}} t^{-3 / 2}\left(p_{t}+p_{s}\right) * p_{2 T-2 t}+\phi(K) \int_{\{s>t / 2\}} p_{2 t-2 s}(0)\left|p_{t}-p_{s}\right| * p_{2 T-2 t} \\
& =L_{1}+L_{2}, \text { say } . \\
L_{1} & \leqq \phi(K)\left\{\int_{s<t / 2} t^{-3 / 2} p_{2 T}+\int_{\substack{s<t / 2 \\
t<T / 2}} t^{-3 / 2} p_{2 T-2 t+s}+\int_{\substack{s<t / 2 \\
t>T / 2}} t^{-3 / 2} p_{2 T-2 t+s}\right\} \\
& \leqq \phi(K)\left[\sqrt{T} p_{2 T}+T^{-3 / 2} \int_{0}^{2 T} d u u p_{u}\right] \leqq \phi(K) \sqrt{T} p_{2 T} .
\end{aligned}
$$

As to $L_{2}$, we remark that for $s>t / 2$, we have

$$
\begin{equation*}
\left|p_{s}-p_{t}\right| \leqq c|t-s| t^{-1} p_{2 t} \tag{3.3}
\end{equation*}
$$

and therefore

$$
L_{2} \leqq \phi(K) \int_{\{s>t / 2\}} \frac{1}{\sqrt{t-s} t} p_{2 t} * p_{2 T-2 t} \leqq \phi(K) \sqrt{T} p_{2 T} .
$$

So, we have

$$
\begin{equation*}
\left|I_{2}\right| \leqq \phi(K) \sqrt{T} p_{2 T} \tag{3.4}
\end{equation*}
$$

$$
\begin{aligned}
\left|I_{3}\right| & \leqq \int_{\varepsilon}^{T} d t\left(p_{t} * g_{T-t}\right) \int_{t}^{1} p_{s}(0) d s+\kappa_{1}(\varepsilon) \int_{0}^{\varepsilon} d t p_{t} * g_{T-t} \leqq \phi(K) \sqrt{T} p_{2 T}+c \sqrt{\varepsilon} p_{2 T} \\
& \leqq \phi(K) \sqrt{T} p_{2 T}
\end{aligned}
$$

as $\varepsilon \leqq T$. Together with (3.2) and (3.4) this yields

$$
\begin{equation*}
\left|A_{T}^{(1)}\right| \leqq \phi(K) \sqrt{T} p_{2 T} . \tag{3.5}
\end{equation*}
$$

In order to estimate $A_{T}^{(2)}$ and $A_{T}^{(3)}$, it is convenient to formulate the following simple result:
(3.6) Lemma. Let $a\left(u_{1}, \ldots, u_{n-1}\right)$ and $\sigma\left(u_{1}, \ldots, u_{n-1}\right)$ be continuous functions depending on $u_{1}, \ldots, u_{n-1} \geqq 0$ which satisfy $0<a\left(u_{1}, \ldots, u_{n-1}\right), 0 \leqq \sigma\left(u_{1}, \ldots\right.$, $\left.u_{n-1}\right) \leqq u_{1}+\cdots+u_{n-1}$. Then

$$
\begin{aligned}
I_{T}\left(a \left(s_{2}\right.\right. & \left.\left.-s_{1}, s_{3}-s_{2}, \ldots, s_{n}-s_{n-1}\right) p_{s_{1}} * p_{\sigma\left(s_{2}-s_{1}, s_{3}-s_{2}, \ldots, s_{n}-s_{n-1}\right.}\right)^{\left.* p_{T-s_{n}}\right)} \\
& \leqq p_{T} T^{3 / 2} I_{T}\left(\frac{1}{\sqrt{s_{1}}} a\left(s_{2}-s_{1}, s_{3}-s_{2}, \ldots, T-s_{n-1}\right)\right)
\end{aligned}
$$

Proof. Let $u=T-s_{n}+s_{1}$. Performing the integration on the left hand side with respect to $s_{1}$, leaving $s_{2}-s_{1}, s_{3}-s_{2}, \ldots, s_{n}-s_{n-1}$ and therefore $u$ fixed, just gives a factor $u p_{u}=(2 \pi)^{-3 / 2} u^{-1 / 2} \exp \left(-|x|^{2} / 2 u\right) \leqq(2 \pi)^{-3 / 2} u^{-1 / 2} T^{3 / 2} p_{T-\sigma}$. Implementing this and convoluting with $p_{\sigma}$ gives the desired bound.

To estimate $A_{T}^{(2)}$, let $\tilde{q}_{t}(x)=I_{t}\left(j^{\varepsilon}\left(s_{2}\right) j^{\varepsilon}\left(t-s_{1}\right) p_{s_{1}}(x) p_{s_{2}-s_{1}}(x) p_{t-s_{2}}(x)\right)$, i.e. the $q^{(2)}$ with the $q$ 's replaced by the $p$ 's. It turns out that the error by making this replacement is bounded as $\varepsilon \rightarrow 0$. It is important here that we have a $\sqrt{T}$-factor in our recursion Ansatz. To be precise, we make the following splitting:

$$
\begin{gathered}
A_{T}^{(2)}=I_{T}\left(p_{s_{1}} *\left(q_{s_{2}-s_{1}}^{(2)}-\tilde{q}_{s_{2}-s_{1}}\right) * g_{T-s_{2}}\right)+\left\{I_{T}\left(p_{s_{1}} * \tilde{q}_{s_{2}-s_{1}} * g_{T-s_{2}}\right)-\kappa_{2}(\varepsilon) I_{T}\left(p_{s_{1}} * g_{T-s_{1}}\right)\right\} \\
=B_{1}+B_{2}, \text { say }
\end{gathered}
$$

$B_{1}$ can be estimated in absolute value by expressions of the form $I_{T}\left(p_{s_{1}} *\left(\tilde{p}_{s_{2}-s_{1}} \tilde{p}_{s_{3}-s_{2}} \tilde{p}_{s_{4}-s_{3}}\right) * \tilde{p}_{2 T-2 s_{4}}\right)$ where $\tilde{p}_{u}$ is either $p_{u}$ or $K \sqrt{u} p_{2 u}$ and where at least one of is the second possibility. Using the fact that $p_{u} \leqq c p_{2 u}$, we can estimate this by

$$
\begin{equation*}
\phi(K) I_{2 T}\left(p_{s_{1}} *\left(\left(s_{2}-s_{1}\right)^{a} p_{s_{2}-s_{1}}\left(s_{3}-s_{2}\right)^{b} p_{s_{3}-s_{2}}\left(s_{4}-s_{3}\right)^{c} p_{s_{4}-s_{3}}\right) * p_{2 T-s_{4}}\right) \tag{3.7}
\end{equation*}
$$

where $a, b, c=0$ or $\frac{1}{2}$ and at least one is $\frac{1}{2}$. $p_{u_{1}} p_{u_{2}} p_{u_{3}}=(2 \pi)^{-3}\left(u_{1} u_{2}+u_{1} u_{3}+\right.$ $\left.u_{2} u_{3}\right)^{-3 / 2} \times p_{\sigma\left(u_{1}, u_{2}, u_{3}\right)} \quad$ where $\quad \sigma\left(u_{1}, u_{2}, u_{3}\right)=\left(u_{1} u_{2} u_{3}\right)\left(u_{1} u_{2}+u_{1} u_{3}+u_{2} u_{3}\right)^{-1}$ $\leqq u_{1}+u_{2}+u_{3}$.

Using (3.6), we can estimate (3.7) by

$$
\begin{aligned}
& \phi(K) p_{2 T} T^{3 / 2} \\
& \quad \begin{array}{l} 
\\
\quad \times I_{2 T}\left(\frac{1}{\sqrt{s_{1}}} \frac{\sqrt{s_{2}-s_{1}}}{\left(\left(s_{2}-s_{1}\right)\left(s_{3}-s_{2}\right)+\left(s_{2}-s_{1}\right)\left(2 T-s_{3}\right)+\left(s_{3}-s_{2}\right)\left(2 T-s_{3}\right)\right)^{3 / 2}}\right) \\
\leqq \phi(K) p_{2 T} T^{3 / 2},
\end{array}
\end{aligned}
$$

which is much better than required. Remark, however, that if the $\sqrt{s_{2}-s_{1}}$ factor is missing, then the integral is divergent. We thus obtain

$$
\begin{equation*}
\left|B_{1}\right| \leqq \phi(K) T^{3 / 2} p_{2 T} \tag{3.8}
\end{equation*}
$$

Both parts in $B_{2}$ are divergent for $\varepsilon \rightarrow 0$, and here we have to take into account the cancellation. It suffices to use relatively crude arguments as the divergency is only a logarithmical one. The somewhat tricky point is that $\tilde{q}$ enters by a convolution, but $\kappa_{2}$ just stands as a factor. So we have to operate the divergency $\tilde{q}$ out and "glue" the free ends in the convolution together. (This kind of surgery is much more tricky
in Sect. 4.) Coming to precise calculations, this procedure leads to the following splitting:

$$
\begin{align*}
B_{2}(x)= & \iint d y d z I_{T}\left(\left(p_{s_{1}}(y)-p_{s_{2}}(z)\right) \tilde{q}_{s_{2}-s_{1}}(z-y) g_{T-s_{2}}(x-z)\right)  \tag{3.9}\\
& -I_{T}\left(\left(p_{s_{1}} * g_{T-s_{1}}\right)(x) \int_{s_{1}}^{1} d u\left\|\tilde{q}_{u}\right\|_{1}\right)=C_{1}(x)-C_{2}(x), \text { say } .
\end{align*}
$$

The effective cancellation has now been done within $C_{2}$. This part is easily seen to be bounded:

$$
\begin{equation*}
C_{2} \leqq c I_{T}\left(\left(p_{s_{1}} * g_{T-s_{1}}\right)\left|\log s_{1}\right|\right) \leqq \phi(K) T^{3 / 4} p_{2 T} \tag{3.10}
\end{equation*}
$$

However, we still have to check, that the surgery did do no harm, that is, we have to estimate $C_{1}$.
Let

$$
\begin{gathered}
\tau=\left(\left(s_{2}-s_{1}\right)\left(s_{3}-s_{2}\right)+\left(s_{2}-s_{1}\right)\left(s_{4}-s_{3}\right)+\left(s_{3}-s_{2}\right)\left(s_{4}-s_{3}\right)\right)^{-3 / 2} \\
\sigma=\left(s_{2}-s_{1}\right)\left(s_{3}-s_{2}\right)\left(s_{4}-s_{3}\right) \tau^{2 / 3}
\end{gathered}
$$

Then

$$
\begin{align*}
C_{1} \leqq & c I_{T}\left(1_{\left\{s_{1}+\sigma<s_{4} / 2\right\}} \tau \mid p_{s_{1}+\sigma}-p_{s_{4} \mid} * g_{T-s_{4}}\right)  \tag{3.11}\\
& +c I_{T}\left(1_{\left\{s_{1}+\sigma>s_{4} / 2\right\}} \tau\left|p_{s_{1}+\sigma}-p_{s_{4}}\right| * g_{T-s_{4}}\right)=C_{1,1}+C_{1,2}, \text { say } \\
\left|C_{1,1}\right| \leqq & c I_{T}\left(1_{\left\{s_{1}<s_{4} / 2\right\}} \tau\left(p_{s_{1}+\sigma}+p_{s_{4}}\right) * g_{T-s_{4}}\right) \\
\leqq & \phi(K) I_{T}\left(1_{\left\{s_{1}<s_{4} / 2\right\}} \tau\left(p_{2 T-s_{4}}+p_{2 T-2 s_{4}+s_{1}+\sigma}\right)\right) \\
\leqq & \phi(K) I_{T}\left(1_{\left\{s_{1}<s_{4} / 2\right\}} \tau\right) p_{2 T}+\phi(K) I_{T}\left(1_{\left\{s_{1}<s_{4} / 2\right\}} 1_{\left\{s_{4}>T / 2\right\}} \tau p_{2 T-2 s_{4}+s_{1}+\sigma}\right) .
\end{align*}
$$

Performing the integration over $\tau$ in the first summand for fixed $s_{1}, s_{4}$, with respect to $s_{2}, s_{3}$ gives a factor $\leqq c\left(s_{4}-s_{1}\right)^{-1}$ and $I_{T}\left(1_{\left\{s_{1}<s_{2} / 2\right\}}\left(s_{2}-s_{1}\right)^{-1}\right) \leqq c T$. The second summand on the right hand side of (3.12) at $x$ is

$$
\begin{aligned}
& \leqq \phi(K) I_{T}\left(1_{\left\{s_{1}<s_{4} / 2\right\}} 1_{\left\{s_{4}>T / 2\right\}} \tau \frac{1}{\left(T-\left(s_{4}-s_{1}\right)\right)^{3 / 2}}\right) e^{-|x|^{2 / 4 T}} \\
& \leqq \phi(K) e^{-|x|^{2} / 4 T} \int_{0}^{3 T / 4} d u \frac{1}{\sqrt{u}(T-u)} \leqq \phi(K) T p_{2 T}
\end{aligned}
$$

and so

$$
\begin{equation*}
\left|C_{1,1}\right| \leqq \phi(K) T p_{2 T} . \tag{3.13}
\end{equation*}
$$

As to $C_{1,2}$ we use (3.3) and get

$$
\begin{align*}
\left|C_{1,2}\right| & \leqq I_{T}\left(\tau\left(s_{4}-s_{1}-\sigma\right) \frac{1}{s_{4}} p_{s_{4}} * g_{T-s_{4}}\right) \leqq \phi(K) I_{T}\left(\tau\left(s_{4}-s_{1}\right) \frac{1}{s_{4}}\right) p_{2 T}  \tag{3.14}\\
& \leqq \phi(K) I_{T}\left(\frac{1}{s_{2}}\right) p_{2 T} \leqq \phi(K) T p_{2 T} .
\end{align*}
$$

(3.9)-(3.14) give $B_{2} \leqq \phi(K) T^{3 / 4} p_{2 T}$ and together with (3.8), this proves

$$
\begin{equation*}
\left|A_{T}^{(2)}\right| \leqq \phi(K) T^{3 / 4} p_{2 T} . \tag{3.15}
\end{equation*}
$$

As to $A_{T}^{(3)}$, we simply estimate by $g_{t} \leqq \phi(K) p_{2 t}$ and get

$$
A_{T}^{(3)} \leqq \phi(K) I_{2 T}\left(p_{s_{1}} *\left[\left(p_{s_{2}-s_{1}} p_{s_{3}-s_{2}}\right) *\left(p_{s_{5}-s_{4}} p_{s_{6}-s_{5}}\right)\right] * p_{s_{4}-s_{3}}\right)=\phi(K) I_{2 T}\left(\tau p_{\sigma}\right)
$$

where, with $u_{i}=s_{i}-s_{i-1}, 1 \leqq i \leqq 7\left(s_{0}=0, s_{7}=2 T\right)$

$$
\begin{aligned}
\tau & =(2 \pi)^{-9 / 2}\left\{\left(u_{2}+u_{3}\right)\left(u_{5}+u_{6}\right) u_{4}+u_{2} u_{3}\left(u_{5}+u_{6}\right)+u_{5} u_{6}\left(u_{2}+u_{3}\right)\right\}^{-3 / 2} \\
\sigma & =\left\{u_{1}+u_{7}+u_{4}\left[u_{2} u_{3}\left(u_{5}+u_{6}\right)+u_{5} u_{6}\left(u_{2}+u_{3}\right)\right]\right\} \tau^{2 / 3}
\end{aligned}
$$

We get

$$
\begin{aligned}
I_{2 x}\left(\tau p_{\sigma}\right) & \leqq c I_{2 T}\left(\frac{1}{\left(u_{1}+u_{7}\right)^{3 / 2}} \tau\right) T^{3 / 2} p_{2 T} \\
& \leqq c T^{3 / 2} p_{2 T} \int_{0}^{2 T} d w \frac{1}{\sqrt{2 T-w}} \iiint \int d u_{1} d u_{2} d u_{3} d u_{4} 1_{\left\{u_{2}+u_{3}+u_{5}+u_{6}<w\right\}} \\
& 1_{\left\{u_{2}<u_{3}\right\}} 1_{\left\{u_{5}<u_{6}\right\}} \frac{1}{\left(u_{3} u_{6}\right)^{3 / 2}\left[w-u_{3}-u_{6}\right]^{3 / 2}} \\
& \leqq c T^{3 / 2} p_{2 T} \int_{0}^{2 T} d w \frac{1}{\sqrt{w(2 T-w)}} \leqq c T^{3 / 2} p_{2 T},
\end{aligned}
$$

and so we get

$$
\begin{equation*}
A_{T}^{(3)} \leqq \phi(K) T^{3 / 2} p_{2 T} \tag{3.16}
\end{equation*}
$$

Combining (3.5), (3.15) and (3.16) yields for $\lambda \leqq 1$ :

$$
\begin{equation*}
K_{0}(\varepsilon, \lambda) \leqq \lambda \phi(K(\varepsilon, \lambda)) \tag{3.17}
\end{equation*}
$$

In order to get a similar estimate for $K$ itself, one uses the following estimate:

$$
\begin{align*}
\left|\int_{0}^{1}\left(p_{T}(0)-g_{T}(0)\right) d T\right| & \leqq \lambda\left|\int_{0}^{1} A_{T}^{(1)}(0) d T\right|+\lambda^{2} \int_{0}^{1}\left|A_{T}^{(2)}(0)\right| d T+\lambda^{3} \int_{0}^{1} A_{T}^{(3)}(0) d T \\
& \leqq \lambda\left|\int_{0}^{1} A_{T}^{(1)}(0) d T\right|+\lambda \phi(K), \text { by }(3.15) \text { and }(3.16) .  \tag{3.18}\\
\mid & \left|\int_{0}^{1} A_{T}^{(1)}(0) d T\right|=\mid \iiint_{\{s+v+u \leqq 1\}} d s d u d v\left(p_{s} * g_{v}\right)(0) j^{\varepsilon}(u) p_{u}(0) \\
& -\iint_{\{s+v \leqq 1\}} d s d v\left(p_{s} * g_{v}\right)(0) \int_{\varepsilon}^{1} p_{u}(0) d u \mid \\
& \leqq \int_{\{s+v \leqq 1\}} d s d v\left(p_{s} * g_{v}\right)(0) \int_{1-s-v}^{1} d u p_{u}(0) \\
& \leqq \phi(K) \underset{\{s+v \leqq 1\}}{\iint_{0}} d s d v(s+v)^{-3 / 2}(1-s-v)^{-1 / 2}=\phi(K) .
\end{align*}
$$

Therefore, together with (3.17) and (3.18), this yields $K(\varepsilon, \lambda) \leqq \lambda \phi(K(\varepsilon, \lambda))$. As $K(1, \lambda)=0$ and $K(\varepsilon, \lambda)$ depends continuously on $\varepsilon>0$, as remarked at the beginning of this section, we immediately conclude that for small $\lambda>0 K(\varepsilon, \lambda) \leqq \rho(\lambda)$, where $\rho(\lambda)=\inf \{x \geqq 0: x=\lambda \phi(x)\}$, and for which obviously $\rho(\lambda) \leqq c \lambda$ holds for small enough $\lambda$, i.e. we have proved the Proposition 3.1.

Proof of tightness. We already know from (3.1) that $\left|E\left(\exp \left(-\bar{J}_{0,1}^{\varepsilon}\right)\right)-1\right| \leqq c \lambda$. For $0 \leqq t<t+h \leqq 1$, we have

$$
\begin{gathered}
E\left(e^{-\bar{J}_{0,1}}\left|\omega_{t}-\omega_{t+h}\right|^{4}\right) \leqq E\left(e^{-\bar{J}_{0, t}-\bar{J}_{t, t+k}-\bar{J}_{t+k, 1}}\left|\omega_{t}-\omega_{t+\hbar}\right|^{4}\right) \\
=\left\|g_{t}\right\|_{1}\left\|g_{1-t-h}\right\|_{1} \int|x|^{4} g_{h}(x) d x \leqq c h^{2}
\end{gathered}
$$

This implies $\hat{E}_{1, \lambda}^{\varepsilon}\left(\left|\omega_{t}-\omega_{t+h}\right|^{4}\right) \leqq c h^{2}$ for small $\lambda>0$, which proves tightness.

## 4 Proof of convergence in Theorem 1.3

As remarked at the end of Sect. 2, the procedure in Sect. 3 cannot be used to prove convergence directly. However, given the boundedness results of this section, it essentially suffices to have one-sided bounds of the derivative with respect to $\varepsilon$ of certain quantities. For this differentiation, the gap-regularization we use is much more convenient than the lattice regularization used in [1]. (However, I believe, that the procedure used here could be used in this context, too, and maybe also for the construction of the $\phi_{3}^{4}$ quantum field, see [2].)

The proof is quite involved, owing mainly to the fact that differentiation with respect to $\varepsilon$ leads to expressions, in which, although they look of the same type as those encountered in Sect. 2 and 3, the cancellation of the divergencies is much more delicate.

We introduce an additional shorthand: $i(\varepsilon)$ is a generic nonnegative function of $\varepsilon>0$ which is integrable in $\varepsilon$ at 0 .

Let $\psi:[0,1] \times \mathbb{R}^{3} \rightarrow \mathbb{R}$ be bounded and infinitely often differentiable with all derivatives bounded, and for $0 \leqq s<t \leqq 1$, let $\Psi_{s, i}: \Omega \rightarrow(0, \infty)$ be defined by

$$
\Psi_{s, t}=\exp \left(\int_{s}^{t} \psi(u, \omega(u)) d u\right)
$$

For short, we write $\Psi=\Psi_{0,1}$.
Let $\rho(\varepsilon)=E\left(\exp \left(-\bar{J}_{0,1}^{\varepsilon}\right) \Psi\right)$. To prove the theorem, it suffices now to prove that $\lim _{\varepsilon \rightarrow 0} \rho(\varepsilon)$ exists for all choices of $\psi$ and small enough $\lambda$. We already know from Proposition 3.1 that $\rho(\varepsilon)$ remains bounded as $\varepsilon \rightarrow 0$. Convergence is therefore implied by a one sided bound of the form

$$
\begin{equation*}
\rho\left(\varepsilon_{2}\right)-\rho\left(\varepsilon_{1}\right) \geqq-\int_{\varepsilon_{1}}^{\varepsilon_{2}} i(\varepsilon) d \varepsilon \tag{4.1}
\end{equation*}
$$

for $0<\varepsilon_{1}<\varepsilon_{2}$. We write the left hand side as the integral over the derivative. Actually, we don't want to show that this derivative exists. All we need is a lower bound for $\liminf _{a \rightarrow 0} \frac{d}{d \varepsilon} \rho_{a}(\varepsilon)$ where $\rho_{a}$ is obtained by replacing $J$ by $J^{a}$ (with $\delta$ replaced by $p_{a}$, differentiability is obvious). In fact, one easily gets

$$
\rho\left(\varepsilon_{2}\right)-\rho\left(\varepsilon_{1}\right) \geqq \int_{\varepsilon_{1}}^{\varepsilon_{2}}\left(\liminf _{a \rightarrow 0} \frac{d}{d \varepsilon} \rho_{a}(\varepsilon)\right) d \varepsilon
$$

For notational convenience, we write $\frac{d}{d \varepsilon} \rho(\varepsilon)$ instead of $\liminf _{a \rightarrow 0} \frac{d}{d \varepsilon} \rho_{a}(\varepsilon)$ and use the $\delta-p_{a}$-convention of Sect. 2.

$$
\begin{align*}
\frac{d}{d \varepsilon} \rho(\varepsilon) & =\lambda \int_{0}^{1-\varepsilon} d s E\left(e^{-\bar{J}_{0,1}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi\right)+\left(\lambda \frac{d}{d \varepsilon} \kappa_{1}(\varepsilon)-\lambda^{2} \frac{d}{d \varepsilon} \kappa_{2}(\varepsilon)\right) \rho(\varepsilon)  \tag{4.2}\\
\bar{J}_{0,1} & =\widetilde{J}_{0,1}^{s}+\lambda J_{0, s ; s, s+\varepsilon}+\lambda J_{s, s+\varepsilon ; s+\varepsilon, 1}-\lambda \varepsilon \kappa_{1}(\varepsilon)+O\left(\varepsilon^{3 / 4}\right)
\end{align*}
$$

where $\tilde{J}_{0,1}^{s}=\bar{J}_{0, s}+\bar{J}_{s+\varepsilon, 1}+\lambda J_{0, s ; s+\varepsilon, 1}$.

$$
\begin{align*}
& E\left(e^{-\bar{J}_{0,1}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi\right) \geqq E\left(e^{\left.-\tilde{J}_{0,1}^{s} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi\right) e^{\lambda \varepsilon \kappa_{1}(\varepsilon)-O\left(\varepsilon^{3 / 4}\right)}}\right.  \tag{4.3}\\
& -\lambda E\left(e^{-\tilde{J}_{0,1}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right)\left(J_{0, s ; s, s+\varepsilon}+J_{s, s+\varepsilon ; s+\varepsilon, 1}\right) \Psi\right)(1+O(\sqrt{\varepsilon}))
\end{align*}
$$

In a similar way as in Sect. 3 there is a cancellation between the first summand on the right hand side of (4.3) and the $\frac{d}{d \varepsilon} \kappa_{1}$ summand in (4.2) and between the second summand in (4.3) and the $\frac{d}{d \varepsilon} \kappa_{2}$ summand in (4.2). The argument is however subtler than there. Then main difficulty is that the factors which are relevant for the divergency in (4.3), namely $\delta\left(\omega_{s}-\omega_{s+\varepsilon}\right)$ in the first summand and $\delta\left(\omega_{s}-\omega_{s+\varepsilon}\right)$ $\left(J_{0, s ; s, s+\varepsilon}+J_{s, s+z ; s+\varepsilon, 1}\right)$, cannot readily be extracted from the expectation, the reason being that $\widetilde{J}_{0,1}^{s}$ still contains the interaction between the time interval $[0, s]$ and $[s+\varepsilon, 1]$. This interaction gives a finite contribution which however is not going to 0 for $\varepsilon \rightarrow 0$. Therefore, it would do no good to expand it as one would loose all control over the cancellation with the $\frac{d}{d \varepsilon} \kappa_{i}$ summands in (4.2). It is therefore necessary to extract these divergencies, without doing much harm to the interactions on the whole path. This is a subtle procedure and some care is needed, otherwise all kind of uncancelled divergencies pop up.

We start with proving the partial cancellation of the first summand on the right hand side of (4.3) with the $\frac{d}{d \varepsilon} \kappa_{1}$ summand in (4.2).

$$
\begin{align*}
E\left(e ^ { - \tilde { J } _ { 0 , 1 } } \delta \left(\omega_{s}\right.\right. & \left.\left.-\omega_{s+\varepsilon}\right) \Psi\right)=E\left(e^{-\tilde{J}_{0,1}^{\prime}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi_{0, s} \Psi_{s+\varepsilon, 1}(1+O(\varepsilon))\right) \\
& =p_{\varepsilon}(0) E\left(e^{-\bar{J}_{0,1-\varepsilon}-\lambda Y_{s}} \Psi_{0, s}\left(\Psi_{s+\varepsilon, 1} \circ \theta_{\varepsilon}\right)(1+O(\varepsilon))\right) \\
& =p_{\varepsilon}(0) E\left(e^{-\bar{J}_{0,1-\varepsilon}-\lambda Y_{s}} \Psi(1+O(\varepsilon))\right)  \tag{4.4}\\
& \geqq p_{\varepsilon}(0)(1+O(\varepsilon))\left\{E\left(e^{-\bar{J}_{0,1-\varepsilon}} \Psi\right)-\lambda E\left(Y_{s} e^{-\bar{J}_{0,1-\varepsilon}} \Psi\right)\right\}
\end{align*}
$$

where $Y_{s}=Y_{s}^{\varepsilon}=\iint d u d v 1_{\{0 \leqq u \leqq s \leqq v \leqq 1-\varepsilon, v-u \leqq \varepsilon} \delta\left(\omega_{u}-\omega_{v}\right)$, and $\theta_{\varepsilon}(\omega)(t)=\omega_{r-\varepsilon}$. The justification of the second equality is by Proposition 3.1. Indeed for a fixed $s$, one calculates $E\left\{\exp \left[-\lambda J_{0, s}^{\varepsilon, a}-\lambda J_{s+\varepsilon, 1}^{\varepsilon, a}-\lambda J_{0, s ; s+\varepsilon, 1}^{\varepsilon, a}\right] p_{a}\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi_{0, s} \Psi_{s+\varepsilon, 1}\right\}$ by conditioning the Wiener measure on $C_{1}$ on the positions at $s$ and at $s+\varepsilon$ which leads to a disintegration with a bridge on $[0, s]$ and a Wiener path on $[s+\varepsilon, 1]$. Proposition 3.1 (with the $W$ ) then easily proves the desired equality.

If $v-u \leqq \varepsilon$, then

$$
\begin{align*}
& \quad E\left(\delta\left(\omega_{u}-\omega_{v}\right) e^{-\bar{J}_{0,1-s} \Psi}\right) \\
& \leqq E\left(\delta\left(\omega_{u}-\omega_{v}\right) e^{-\bar{J}_{0, u}-\bar{J}_{v, 1-\mathrm{s}}-\lambda J_{0, u, v, 1-\varepsilon}}(1+O(\sqrt{\varepsilon})) \Psi\right) \\
& \leqq p_{v-u}(0) E\left(e^{-\bar{J}_{0,1-\varepsilon-(v-u)} \Psi}\right)(1+O(\sqrt{\varepsilon})) \tag{4.5}
\end{align*}
$$

We claim that for $r \leqq 2 \varepsilon$, we have

$$
\begin{equation*}
\left|E\left(e^{-\bar{J}_{0,1-r} \Psi}\right)-E\left(e^{-\bar{J}_{0,1}} \Psi\right)\right| \leqq c \varepsilon^{\frac{1}{2}+\delta} \tag{4.6}
\end{equation*}
$$

for some $\delta>0$. Probably, the left hand side of (4.6) can be bounded by $\leqq c \varepsilon$, but this is not important for us. We postpone the proof of (4.6) for the moment. Using (4.4)-(4.6), we get for $\varepsilon \leqq s \leqq 1-\varepsilon$

$$
\begin{aligned}
& E\left(e^{-\tilde{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \Psi\right) \geqq p_{\varepsilon}(0) \rho(\varepsilon)\left(1-O\left(\varepsilon^{\frac{1}{2}+\delta}\right)\right) \\
&-\lambda p_{\varepsilon}(0) \iint d u d v 1_{\left\{u \leqq 0 \leqq v, v-u \leqq{ }_{s}\right\}} p_{v-u}(0) \rho(\varepsilon)(1+O(\sqrt{\varepsilon})) .
\end{aligned}
$$

Remark that $\iint d u d v 1_{\{u \leqq 0 \leqq v, v-u \leqq \varepsilon\}} p_{v-u}(0)=\varepsilon \kappa_{1}(\varepsilon)$. Therefore, we get for the first summand on the right hand side of (4.3) an estimate $\geqq p_{\varepsilon}(0) \rho(\varepsilon)-i(\varepsilon)$, as $\rho(\varepsilon)$ remains bounded. $p_{\varepsilon}(0)=\frac{d}{d \varepsilon} \kappa_{1}(\varepsilon)$, and so we see that we have obtained the required cancellation of the first part, and we get from (4.2)

$$
\begin{gather*}
\frac{d}{d \varepsilon} \rho(\varepsilon) \geqq-\lambda^{2} \int_{0}^{1-\varepsilon} d s E\left(e^{-\tilde{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right)\left[J_{0, s ; s, s+\varepsilon}+J_{s, s+\varepsilon ; s+\varepsilon, 1}\right] \Psi\right)(1+O(\sqrt{\varepsilon})) \\
\text { 4.7) } \quad-\lambda^{2} \frac{d}{d \varepsilon} \kappa_{2}(\varepsilon) \rho(\varepsilon)-i(\varepsilon) \tag{4.7}
\end{gather*}
$$

Let us now look at the first summand on the right hand side of (4.7) which should cancel with the second up to an integrable rest (integrable in $\varepsilon$ ). In a sense, this is much more delicate than the cancellation of the loops which lead to (4.7). However, the situation is much simplified by the fact that the divergencies are of order $1 / \varepsilon$, so not much cancellation is needed to get an integrable rest.

The reader may find it instructive to look back at the derivation of (4.7) under this viewpoint. The original divergency of the first summand in (4.3) and $\frac{d}{d \varepsilon} \kappa_{1}$ is of order $\varepsilon^{-3 / 2}$, and it would have been easy to get a cancellation with a rest of order $\varepsilon^{-3 / 2+\delta}$ for some $\delta>0$, or even with $\delta=1 / 2$. The difficulty there is to get this with $\delta>1 / 2$.

$$
\begin{gather*}
\int_{0}^{1-\varepsilon} d s E\left(e^{-\tilde{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) J_{0, s ; s, s+\varepsilon} \Psi\right)  \tag{4.8}\\
\leqq \int_{0}^{1-\varepsilon} d s \int_{0}^{s} d u \int_{s}^{s+\varepsilon} d v j^{\varepsilon}(v-u) E\left(e^{-\bar{J}_{0, u}-\bar{J}_{u, s}-\bar{J}_{s+\varepsilon, 1}} \delta\left(\omega_{u}-\omega_{v}\right) \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right)\right. \\
\left.\times \Psi_{0, u} \Psi_{u, s} \Psi_{s+\varepsilon, 1}\right)(1+O(\varepsilon)) \\
=\int_{0}^{1-\varepsilon} d s \int_{0}^{s} d u \int_{s}^{s+\varepsilon} d v j^{\varepsilon}(v-u)\left\|\bar{g}_{0, u} *\left(\bar{g}_{u, s} p_{s, v} p_{v, s+\varepsilon}\right) * \bar{g}_{s+\varepsilon, 1}\right\|_{1}(1+O(\varepsilon))
\end{gather*}
$$

where for $0 \leqq s<t \leqq 1, \bar{g}_{s, t}(x)=E\left(\exp \left(-\bar{J}_{0, t-s}\right)\left(\Psi_{s, t} \circ \theta_{s}\right) \delta\left(x-\omega_{t-s}\right)\right)$.

Obviously, $\bar{g}_{s, t} \leqq c g_{t-s}$, and using Proposition 3.1, one calculates that the right hand side in (4.8) is bounded above by $c / \varepsilon$. Therefore, the term with $O(\sqrt{\varepsilon})$ in $(4.7)$ is harmless, giving a summand of order $\varepsilon^{-1 / 2}$, which can be incorporated in $i(\varepsilon)$. We also remark that we can restrict the domain of integration in the first summand of (4.7), to keep $s$ away from the boundary and $u$ (in the integration in $J_{0, s ; s, s+\varepsilon}$ ) close to $s$. More precisely, for arbitrary $0<\alpha<\beta<1$, we have:

$$
\begin{gather*}
\int_{0}^{1-\varepsilon} d s E\left(e^{-\tilde{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) J_{0, s ; s, s+\varepsilon} \Psi\right) \\
=\int_{\varepsilon^{a}}^{1-\varepsilon^{x}} d s \int_{s-\varepsilon^{b}}^{s} d u \int_{s}^{s+\varepsilon} d v E\left(e^{-\bar{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \delta\left(\omega_{u}-\omega_{v}\right) \Psi\right)+i(\varepsilon) \tag{4.9}
\end{gather*}
$$

which follows in exactly the same way as in (4.8). We now want to keep any further interaction at distance from the $u, v, s, s+\varepsilon$ in the above expression. To this end we replace $\widetilde{J}_{0,1}^{s}$ by a quantity where all the interactions with a short time interval before $s$ and behind $s+\varepsilon$ are dropped. This will help to extract the divergency out of the expectation. It should perhaps be remarked that here the argument is quite brute. As indicated before, we can proceed in such a way because not much cancellation is needed. We assume $\beta>\frac{1}{2}>\alpha$ and choose $\gamma>\frac{1}{2}$ with $\gamma<\beta$. Then

$$
\tilde{J}_{0,1}^{s} \geqq \bar{J}_{0, s-\varepsilon^{y}}+\bar{J}_{s+\varepsilon^{\gamma}, 1}+\lambda J_{0, s-\varepsilon^{\gamma} ; s+\varepsilon^{\gamma}, 1}-O\left(\varepsilon^{\gamma} \kappa_{1}(\varepsilon)\right)=\breve{J}_{0,1}^{s}-O\left(\varepsilon^{\gamma} \kappa_{1}(\varepsilon)\right), \text { say } .
$$

Remark that $\varepsilon^{\gamma} \kappa_{1}(\varepsilon) \sim \varepsilon^{\gamma-1 / 2}$, so this part can be incorporated in the $i(\varepsilon)-$ part in (4.9). Therefore, the expression on the left hand side of (4.9) is

$$
\begin{aligned}
& \leqq \int_{\varepsilon^{\alpha}}^{1-\varepsilon^{\alpha}} d s \int_{s-\varepsilon^{\beta}}^{s} d u \int_{s}^{s+\varepsilon} d v E\left(e^{-\check{s}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \delta\left(\omega_{u}-\omega_{v}\right)\right. \\
&\left.\times \Psi_{0, s-\varepsilon^{\gamma}} \Psi_{s+\varepsilon^{v}, 1}\right)+i(\varepsilon) .
\end{aligned}
$$

Keeping the positions at the times $s-\varepsilon^{\gamma}$ and $s+\varepsilon^{\gamma}$ fixed, the divergency can be extracted easily. Proceeding in this way, to integrand in the above expression is:
(4.10) $=\int d x \int d y E\left(e^{-\breve{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) \delta\left(\omega_{u}-\omega_{v}\right) \Psi_{0, s-\varepsilon^{\gamma}} \Psi_{s+\varepsilon^{\gamma}, 1} \delta\left(x-\omega_{s-\varepsilon^{z}}\right)\right.$

$$
\begin{gathered}
\left.\times \delta\left(y-\omega_{s+\varepsilon^{y}}\right)\right) \\
=\int d x \int d y E\left(e^{-\check{J}_{0,1}^{s}} \delta\left(x-\omega_{s-\varepsilon^{v}}\right) \delta\left(y-\omega_{s+\varepsilon^{\imath}}\right) \Psi_{0, s-\varepsilon^{v}} \Psi_{s+\varepsilon^{v}, 1}\right) q_{u, s, v}(y-x)
\end{gathered}
$$

where $q_{u, s, v}=p_{2 \varepsilon^{v-\varepsilon-(s-u)}} *\left(p_{s-u} p_{v-s} p_{s+\varepsilon-v}\right)$.

$$
\begin{equation*}
q_{u, s, v}(x)=p_{2 \varepsilon^{v}}(x)\left\|p_{s-u} p_{v-s} p_{s+\varepsilon-v}\right\|_{1}+\tilde{q}_{u, s, v}(x), \text { where } \tag{4.11}
\end{equation*}
$$

$$
\begin{aligned}
\tilde{q}_{u, s, v}(x) & =\int d z\left[p_{2 \varepsilon^{v}-\varepsilon-(s-u)}(z)-p_{2 \varepsilon^{v}}(x)\right] p_{s-u}(x-z) p_{v-s}(x-z) p_{s+\varepsilon-v}(x-z) \\
& =\tau\left[p_{2 \varepsilon^{y}-\varepsilon-(s-u)+\sigma}(z)-p_{2 \varepsilon^{v}}(x)\right]
\end{aligned}
$$

with $\quad \tau=c[(s-u)(v-s)+(s-u)(s+\varepsilon-v)+(v-s)(s+\varepsilon-v)]^{-3 / 2}, \quad \sigma=$ $(s-u)(v-s)(s+\varepsilon-v) \tau^{3 / 2}$. The first summand on the right hand side of (4.11) now looks nice: if we implement this into (4.10), the factor $p_{2 \varepsilon^{z}}(x)$ "glues" the loose ends $x, y$ in the expectation together, and the second factor is our counterterm. So we are essentially only left with proving that the contribution of $\tilde{q}_{u, s, v}$ is negligible.

Proceeding in this way, we get for the left hand side of (4.9) the estimate

$$
\begin{gathered}
\leqq \int_{\varepsilon^{a}}^{1-\varepsilon^{z}} d s E\left(e^{-\breve{J}_{0,1}^{s}} \Psi_{0, s-\varepsilon^{y}} \Psi_{s+\varepsilon^{z}, 1}\right) \int_{s-\varepsilon^{\beta}}^{s} d u \int_{s}^{s+\varepsilon} d v\left\|p_{s-u} p_{v-s} p_{s+\varepsilon-v}\right\|_{1}+R+i(\varepsilon) \\
\leqq-\frac{1}{2} \frac{d}{d \varepsilon} \kappa_{2}(\varepsilon) \int_{\varepsilon^{a}}^{1-\varepsilon^{x}} d s E\left(e^{-\breve{J}_{0,1}^{s}} \Psi\right)+R+i(\varepsilon), \text { where } \\
R \leqq \int_{\varepsilon^{a}}^{1-s^{\varepsilon}} d s \int_{s-\varepsilon^{\beta}}^{s} d u \int_{s}^{s+\varepsilon} d v \int d x \int d y E\left(e^{-\breve{J}_{0,1}^{s}} \Psi_{0, s-\varepsilon^{y}} \Psi_{s+\varepsilon^{v}, 1}\right. \\
\left.\times \delta\left(x-\omega_{s-\varepsilon^{v}}\right) \delta\left(y-\omega_{s+\varepsilon^{y}}\right)\right)\left|\tilde{q}_{u, s, v}(y-x)\right|
\end{gathered}
$$

which by $\breve{J}_{0,1}^{s} \geqq \bar{J}_{0, s-\varepsilon^{y}}+\bar{J}_{s+\varepsilon^{y}}$ and (1.3a) is

$$
\leqq c \int_{\varepsilon^{\alpha}}^{1-\varepsilon^{\alpha}} d s \int_{s-\varepsilon^{\beta}}^{s} d u \int_{s}^{s+\varepsilon} d v\left\|\tilde{q}_{u, s, v}\right\|_{1}=i(\varepsilon) .
$$

The last estimate follows from the same kind of arguments as in the bound for $C_{1}$ in Sect. 3. In fact, from (3.3), we get $\left\|\tilde{q}_{u, s, v}\right\|_{1} \leqq c \tau \varepsilon^{-\gamma} \varepsilon^{\beta}$ and $\int_{s-\varepsilon^{\beta}}^{s} d u \int_{s}^{s+\varepsilon} d v \tau \leqq c / \varepsilon$.

Therefore, we get

$$
\int_{0}^{1-\varepsilon} d s E\left(e^{-\tilde{J}_{0,1}^{s}} \delta\left(\omega_{s}-\omega_{s+\varepsilon}\right) J_{0, s ; s, s+\varepsilon} \Psi\right) \leqq-\frac{1}{2} \frac{d}{d \varepsilon} \kappa_{2}(\varepsilon) \int_{\varepsilon^{a}}^{1-\varepsilon^{a}} d s E\left(e^{-J_{0,1}^{s}} \Psi\right)+i(\varepsilon)
$$

which by using the same kind of arguments again (splitting $\bar{J}_{0,1}$ into $\check{J}_{0,1}^{s}$ and a rest) is $\leqq-\frac{1}{2} \frac{d}{d \varepsilon} \kappa_{2}(\varepsilon) \rho(\varepsilon)+i(\varepsilon)$. The same estimate holds when $J_{0, s ; s, s+\varepsilon}$ is replaced by $J_{s, s+\varepsilon ; s+\varepsilon, 1}$. Implementing this into (4.7) gives $\frac{d}{d \varepsilon} \rho(\varepsilon) \geqq-i(\varepsilon)$ which is the desired bound for (4.1).

It only remains to prove (4.6) which had been left open. Differentiating $E\left(\exp \left(-\widetilde{J}_{0, v}\right) \Psi\right)$ with respect to $v$ yields for $v \geqq \varepsilon$ :

$$
\begin{gather*}
\frac{d}{d v} E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right)=\lambda \int_{0}^{v-\varepsilon} d s E\left(\delta\left(\omega_{s}-\omega_{v}\right) \exp \left(-\bar{J}_{0, v}\right) \Psi\right)  \tag{4.12}\\
+\left(-\lambda \kappa_{1}(\varepsilon)+\lambda^{2} \kappa_{2}(\varepsilon)\right) E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right)
\end{gather*}
$$

Remark that this gives the very crude and insufficient bound

$$
\begin{equation*}
\left|\frac{d}{d v} E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right)\right| \leqq c \varepsilon^{-1 / 2} \tag{4.13}
\end{equation*}
$$

Indeed, for the second part on the right hand side of (4.12), this is clear and the first part is

$$
\begin{align*}
& \leqq c \int_{0}^{v-\varepsilon} d s E\left(\delta\left(\omega_{s}-\omega_{v}\right) \exp \left(-\bar{J}_{0, s}-\bar{J}_{s, v}\right)\right)  \tag{4.14}\\
& =c \int_{0}^{v-\varepsilon} d s\left\|g_{s}\right\|_{1} g_{v-s}(0)=O\left(\varepsilon^{-1 / 2}\right)
\end{align*}
$$

by Proposition 3.1. To get a slightly better bound, we need some cancellation in (4.12). We split first the integral in the first summand on the right hand side of (4.12) in the part where $s \leqq v-\varepsilon^{3 / 4}$ and where $s>v-\varepsilon^{3 / 4}$. By the same kind of estimate as in (4.14), we get for $v \geqq \varepsilon^{3 / 4}$ :

$$
\begin{equation*}
\int_{0}^{v-\varepsilon^{3 / 4}} d s E\left(\delta\left(\omega_{s}-\omega_{v}\right) \bar{J}_{0, v} \Psi\right)=O\left(\varepsilon^{-3 / 8}\right) . \tag{4.15}
\end{equation*}
$$

$$
\begin{aligned}
\int_{v-s^{3 / 4}}^{v-\varepsilon} d s E\left(\delta \left(\omega_{s}\right.\right. & \left.\left.-\omega_{v}\right) e^{-\bar{J}_{0, v}} \Psi\right) \leqq \int_{v-\varepsilon}^{v-\varepsilon} d s E\left(e^{-\bar{J}_{0, s}} \Psi_{0, s}\right) p_{v-s}(0)\left(1+O\left(\varepsilon^{1 / 4}\right)\right) \\
& \leqq \int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s E\left(e^{-\bar{J}_{0, s}} \Psi\right) p_{v-s}(0)\left(1+O\left(\varepsilon^{1 / 4}\right)\right) \\
& \leqq E\left(e^{-\bar{J}_{0, v}} \Psi\right) \int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s p_{v-s}(0)+O\left(\varepsilon^{-1 / 4}\right), \text { by }(4.13) \\
& =E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right) \kappa_{1}(\varepsilon)+O\left(\varepsilon^{-1 / 4}\right)
\end{aligned}
$$

To have an estimate in the other direction, we perform the same kind of analysis as in Sect. 3.

$$
\begin{gathered}
\int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s E\left(\delta\left(\omega_{s}-\omega_{v}\right) \exp \left(-\bar{J}_{0, v}\right) \Psi\right) \\
\geqq \int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s E\left(\exp \left(-\bar{J}_{0, s}\right) \Psi_{0, s}\right) g_{v-s}(0)\left(1-O\left(\varepsilon^{1 / 4}\right)\right) \\
-c \int_{v-\varepsilon^{3,4}}^{v-\varepsilon} d s \int_{0}^{s} d u \int_{s}^{v} d t j^{z}(t-u) E\left(\delta\left(\omega_{s}-\omega_{v}\right) \delta\left(\omega_{t}-\omega_{u}\right)\right. \\
\left.\quad \times \exp \left(-\bar{J}_{0, u}-\bar{J}_{u, s}-\bar{J}_{s, t}-\bar{J}_{t, v}\right)\right) .
\end{gathered}
$$

The first summand on the right hand side is, again by (4.14) and Proposition 3.1 $\geqq E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right) \kappa_{1}(\varepsilon)-O\left(\varepsilon^{-1 / 4}\right)$ and the second is in absolute value

$$
\leqq \int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s \int_{0}^{s} d u \int_{s}^{v} d t j^{\varepsilon}(t-u)\left\|g_{s}\right\|_{1}\left\|g_{s-u} g_{t-s} g_{v-t}\right\|_{1}=O(|\log \varepsilon|)
$$

Therefore, we get

$$
\begin{equation*}
\int_{v-\varepsilon^{3 / 4}}^{v-\varepsilon} d s E\left(\delta\left(\omega_{s}-\omega_{v}\right) \exp \left(-\bar{J}_{0, v}\right) \Psi\right) \geqq E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right) \kappa_{1}(\varepsilon)-O\left(\varepsilon^{-1 / 4}\right) . \tag{4.16}
\end{equation*}
$$

(4.12), (4.14), (4.15) and (4.16) prove $\left|\frac{d}{d v} E\left(\exp \left(-\bar{J}_{0, v}\right) \Psi\right)\right| \leqq \varepsilon^{-3 / 8}$, which proves (4.6).

## Appendix. Proof of Proposition 2.1

We restrict to the discussion of $Y_{T, \lambda}^{e, a}$, the other cases being similar.
(A1) Lemma. If $0 \leqq \gamma<\frac{1}{2}, m \in \mathbb{N}$ then
(a) $\int_{\mathbb{R}^{3 m}} d u_{1} d u_{2} \ldots d u_{m} \prod_{j=1}^{m}\left|u_{j}\right|^{\nu}\left(1+\left|\sum_{s=1}^{j} u_{s}\right|\right)^{-4}<\infty$, where $u_{1}, \ldots, u_{m} \in \mathbb{R}^{3}$
(b) $\int_{\mathbb{R}^{3 m}} d u_{1} d u_{2} \ldots d u_{m} \prod_{j=1}^{m}\left(1+\left|\sum_{s=1}^{j} u_{s}\right|\right)^{-4+2 \gamma}<\infty$.

Proof. If $a \in \mathbb{R}^{3}$, then

$$
\begin{aligned}
\int_{\mathbb{R}^{3}} \frac{|u|^{\gamma}}{(1+|a+u|)^{4-\gamma}} d u & =\int_{\mathbb{R}^{3}} \frac{|x-a|^{\gamma}}{(1+|x|)^{4-\gamma}} d x \\
& \leqq 2^{\gamma} \int_{\mathbb{R}^{3}} \frac{(1+|a|)^{\gamma}+(1+|x|)^{\gamma}}{(1+|x|)^{4-\gamma}} d x \leqq c(\gamma)(1+|a|)^{\gamma}
\end{aligned}
$$

Therefore, we get

$$
\begin{aligned}
& \int_{\mathbb{R}^{3}} d u_{k} \prod_{j=1}^{k}\left|u_{j}\right|^{\gamma} \prod_{j=1}^{k-1}\left[1+\left|\sum_{s=1}^{j} u_{s}\right|\right]^{-4}\left[1+\left|\sum_{s=1}^{k} u_{s}\right|\right]^{-4+\gamma} \\
& \leqq c(\gamma) \sum_{j=1}^{k-1}\left|u_{j}\right|^{\gamma} \prod_{j=1}^{k-2}\left[1+\left|\sum_{s=1}^{j} u_{s}\right|\right]^{-4}\left[1+\left|\sum_{s=1}^{k-1} u_{s}\right|\right]^{-4+\gamma} .
\end{aligned}
$$

From this, (a) follows and (b) is similar.
We now start with the proof of (2.1) and use modifications of arguments in Rosen [5].

$$
Y_{T, x}^{\varepsilon, a}=\sqrt{T} \int_{0}^{1-\varepsilon / T} d s \int_{s+\varepsilon / T}^{1} d t p_{a / T}(\omega(t)-\omega(s)-(t-s) \omega(1)+(t-s) x / \sqrt{T})
$$

We see that it suffices to prove the proposition for a fixed $T$, for simplicity, say for $T=1$, and for $\varepsilon \geqq \varepsilon_{0}$ for an arbitrary but fixed $\varepsilon_{0}$. Let $\Delta_{\varepsilon}=\{(s, t) \in[0,1]$ : $0 \leqq s, s+\varepsilon \leqq t \leqq 1\}$. If $S=(s, t) \in A_{\varepsilon}$, we write $X_{S}=\omega(t)-\omega(s)-(t-s) \omega(1)$. We will consider rectangles of the form $R=[s, t] \times[u, v]$, where $0 \leqq s<t<u<v \leqq 1$. We define $\delta(R)=\max ((t-s),(v-u)), \quad g(R)=u-t$. Clearly, for any $\varepsilon_{0}>0$ and $\delta_{0}>0$, we can cover $\Delta_{\varepsilon}$ with finitely many rectangles $R$ satisfying $\delta(R) \leqq \delta_{0}, g(R) \geqq \varepsilon_{0} / 2$. If $R$ is such a rectangle, we write

$$
\tilde{Y}_{R, x, y}^{\varepsilon, a}=\iint_{\Delta_{\mathrm{e}} \cap R} d s d t p_{a}\left(X_{S}+(t-s) x-y\right), x, y \in \mathbb{R}^{3} ; \varepsilon, a>0
$$

It suffices to prove that a continuous version of $\tilde{Y}_{R, x, y}^{\varepsilon, a}$ exists for rectangles with $g(R) \geqq \varepsilon_{0} / 2$ and $\delta(R)$ arbitrarily small. All what we have to prove is the following result:
(A.2) Lemma. If $n \in \mathbb{N}, \varepsilon_{0}>0$, then there exists $\delta_{0}>0$ such that for a rectangle $R$ with $\delta(R) \leqq \delta_{0}, g(R) \geqq \varepsilon_{0} / 2$, there exists $C>0$ with

$$
E\left[\tilde{Y}_{R, x, y}^{\varepsilon, a}-\tilde{Y}_{R, x^{\prime}, y^{\prime}}^{z^{\prime}}\right]^{n} \leqq C\left[\left|x-x^{\prime}\right|^{n / 4}+\left|y-y^{\prime}\right|^{n / 4}+\left|\varepsilon-\varepsilon^{\prime}\right|^{n / 8}+\left|a-a^{\prime}\right|^{n / 8}\right]
$$

Proof. We first keep $\varepsilon=\varepsilon^{\prime}$ and $a=a^{\prime}$. A simple calculation gives

$$
\begin{aligned}
& E\left(\tilde{Y}_{R, x, y}^{e, a}-\tilde{Y}_{R, x^{\prime}, y^{\prime}}^{e, a}\right)^{n}=(2 \pi)^{-3 n} \int_{\mathbb{R}^{3 n}} d \underline{k} \int_{\left(A_{e} \cap R\right)^{n}} d \underline{s} d \underline{t} \prod_{j=1}^{n}\left\{\exp \left(-i k_{j}\left[\left(t_{j}-s_{j}\right) x^{\prime}-y^{\prime}\right]\right)\right. \\
& \text { (A.3) } \left.-\exp \left(-i k_{j}\left[\left(t_{j}-s_{j}\right) x-y\right]\right)\right\} \exp \left[-a \sum_{j=1}^{n}\left|k_{j}\right|^{2} / 2-\frac{1}{2} \operatorname{Var}\left(\sum_{j=1}^{k} k_{j} X_{S_{j}}\right)\right]
\end{aligned}
$$

where $\underline{k}=\left(k_{1}, \ldots, k_{n}\right), k_{i} \in \mathbb{R}^{3}, \underline{s}=\left(s_{1}, \ldots, s_{n}\right), \underline{t}=\left(t_{1}, \ldots, t_{n}\right), S_{j}=\left(s_{j}, t_{j}\right)$. The above expression is in absolute value

$$
\begin{align*}
& \leqq C(\gamma, n)\left(\left|x-x^{\prime}\right|^{n / 4}+\left|y-y^{\prime}\right|^{n / 4}\right) \int_{\mathbb{R}^{3 n}} d \underline{k} \int_{\mathbb{R}^{n}} d \underline{s} d \underline{t}  \tag{A.4}\\
& \quad \times \prod_{j=1}^{n}\left|k_{j}\right|^{\frac{1}{4}} \exp \left(-\frac{1}{2} \operatorname{var}\left[\sum_{j=1}^{n} k_{j} X_{S_{j}}\right]\right) .
\end{align*}
$$

Remark that this bound does not depend on $a$. We split the integration with respect to $\underline{s} \underline{t}$ according to the relative ordering of the $s_{j}, t_{j}$. It suffices to consider the cases

$$
a \leqq s_{1}<s_{2}<\ldots<s_{n} \leqq b<c \leqq t_{\pi(1)}<t_{\pi(2)}<\ldots<t_{\pi(n)} \leqq c
$$

where $\pi$ is a permutation of $1, \ldots, n$ and $R=[a, b] \times[c, d]$. We denote by $R_{n, \pi}$ the set of $2 n$-tuples with ( $s_{1}, s_{2}, \ldots, s_{n}, t_{1}, t_{2}, \ldots, t_{n}$ ) satisfying this condition. We assume $\delta(R) \leqq \frac{1}{4}$ and distinguish two cases:

$$
\text { (I) } d-a \leqq \frac{3}{4}, \quad \text { and (II) } \quad d-a>\frac{3}{4} \text {. }
$$

In case (I), the Brownian bridge looks like the ordinary Brownian motion (at least if $\delta(R)$ is small). In case (II) the situation is like if one would have two independent Brownian motions (also if $\delta(R)$ is small, so $g(R)$ is large).

We first consider the case (I).
We have

$$
\sum_{j=1}^{n} k_{j} X_{S_{j}}=\sum_{j=1}^{n} k_{\pi(j)} \beta\left(t_{\pi(j)}\right)-\sum_{j=1}^{n} k_{j} \beta\left(s_{j}\right)
$$

where $\beta(t)=\omega(t)-t \omega(t)$. Substituting $t_{j}^{\prime}$ for $t_{\pi(j)}$ and dropping the dash afterwards, we have

$$
\begin{aligned}
\sum_{j=1}^{n} k_{j} X_{S_{j}}= & \left(\sum_{s=1}^{n} k_{s}\right)\left(\beta\left(t_{1}\right)-\beta\left(s_{n}\right)\right)+\sum_{j=1}^{n-1}\left(\sum_{s=1}^{j} k_{s}\right)\left(\beta\left(s_{j+1}\right)-\beta\left(s_{j}\right)\right) \\
& +\sum_{j=2}^{n}\left(\sum_{s=j}^{n} k_{\pi(s)}\right)\left(\beta\left(t_{j}\right)-\beta\left(t_{j-1}\right)\right)
\end{aligned}
$$

with $a \leqq s_{1}<s_{2}<\ldots<s_{n} \leqq b<c \leqq t_{1}<t_{2}<\ldots<t_{n} \leqq d . \beta$ is a three dimensional process, but the three components are independent. We write one component of the above expression as $\sum_{j=0}^{2 n-2} \lambda_{j} \xi_{j}$ where $\xi_{0}$ is the component of $\beta\left(t_{1}\right)-\beta\left(s_{n}\right)$ and $\xi_{i}$ is the component of $\beta\left(s_{i+1}\right)-\beta\left(s_{i}\right)$ for $1 \leqq i \leqq n-1$ and of $\beta\left(t_{i-n+2}\right)-\beta\left(t_{i-n+1}\right)$ for $n \leqq i \leqq 2 n-2$. If $\xi_{j}$ is the component of $\beta(u)-\beta(v)$, we write $\Delta_{j}$ for $u-v$. Then

$$
\operatorname{var}\left(\sum_{j=0}^{2 n-2} \lambda_{j} \xi_{j}\right)=\sum_{j} \lambda_{j}^{2}\left(\Delta_{j}-\Delta_{j}^{2}\right)-\sum_{j \neq k} \lambda_{j} \lambda_{k} \Delta_{j} \Delta_{k} .
$$

Remark that $\Delta_{0} \leqq 3 / 4$ and $\Delta_{j} \leqq \delta(R)$ for $j \geqq 1$. Then, one easily checks that if $\delta(R) \leqq \frac{1}{100 n}$, one has for $0 \leqq j \leqq 2 n-2, \Delta_{j}-\Delta_{j}^{2} \geqq \frac{1}{5} \Delta_{j}+\sum_{j \neq k} \Delta_{j} \Delta_{k}$. From this,
one obtains by the Schwartz inequality $\operatorname{var}\left(\sum_{j} \lambda_{j} \xi_{j}\right) \geqq \frac{1}{5} \sum_{j} \lambda_{j}^{2} \Delta_{j}$. Therefore

$$
\begin{aligned}
& \int_{R_{n, n}} d \underline{s} d \underline{t} \exp \left(-\frac{1}{2} \operatorname{var}\left[\sum_{j=1}^{n} k_{j} X_{S_{j}}\right]\right) \leqq \prod_{m=1}^{n-1} \int_{0}^{\infty} d u \exp \left(-\frac{u}{5}\left|\sum_{j=1}^{m} k_{j}\right|^{2}\right) \\
& \quad \times \prod_{m=2}^{n} \int_{0}^{\infty} d u \exp \left(-\frac{u}{5}\left|\sum_{j=m}^{n} k_{\pi(j)}\right|^{2}\right) \int_{\varepsilon_{0} / 2}^{\infty} d u \exp \left(-\frac{u}{5}\left|\sum_{j=1}^{n} k_{j}\right|^{2}\right) \\
& \leqq \prod_{m=1}^{n}\left(1+\left|\sum_{j=1}^{m} k_{j}\right|\right)^{-2} \prod_{m=1}^{n}\left(1+\left|\sum_{j=m}^{n} k_{\pi(j)}\right|\right)^{-2} \cdot
\end{aligned}
$$

Combining this with (A.3) and (A.4) gives

$$
\begin{aligned}
& E\left(\tilde{Y}_{R, x, y}^{\mathrm{s}, a}-\tilde{Y}_{R, x^{\prime}, y^{\prime}}^{\mathrm{z}, a}\right)^{n} \\
& \leqq C(n) \sum_{\pi}\left(\left|x-x^{\prime}\right|^{n / 4}+\left|y-y^{\prime}\right|^{n / 4}\right) \int_{\mathbb{R}^{3 n}} d \underline{k} \prod_{j=1}^{n}\left|k_{j}\right|^{1 / 4} \prod_{m=1}^{n}\left(1+\left|\sum_{j=1}^{m} k_{j}\right|\right)^{-2} \\
& \times\left(1+\left|\sum_{j=m}^{n} k_{\pi(j)}\right|\right)^{-2} \\
& \leqq C(n)\left(\left|x-x^{\prime}\right|^{| |^{\prime / 4}}+\left|y-y^{\prime}\right|^{n / 4}\right) \int_{\mathbb{R}^{3 n}} d \underline{k} \prod_{j=1}^{n}\left|k_{j}\right|^{1 / 4} \prod_{m=1}^{n}\left(1+\left|\sum_{j=1}^{m} k_{j}\right|\right)^{-4} \\
& \leqq C(n)\left(\left|x-x^{\prime}\right|^{n / 4}+\left|y-y^{\prime}\right|^{n / 4}\right), \text { by (A.1.a) }
\end{aligned}
$$

The estimate of $E\left(\tilde{Y}_{R, x, y}^{\varepsilon, a}-\tilde{Y}_{R, x, y}^{\varepsilon, a^{\prime}}\right)^{n}$ is similar. In fact, we just have to estimate $\left|\exp \left(-a|k|^{2}\right)-\exp \left(-a^{\prime}|k|^{2}\right)\right| \leqq\left|a-a^{\prime}\right|^{1 / 8}|k|^{1 / 4}$ and argue as before.

Next, we estimate $E\left(\tilde{Y}_{R, x, y}^{\varepsilon^{\prime}, a}-\tilde{Y}_{R, x, y}^{\varepsilon, a}\right)^{n}$ still in the case (I) for $\varepsilon_{0} \leqq \varepsilon<\varepsilon^{\prime}$. Clearly, $Y^{\varepsilon} \geqq Y^{\varepsilon^{\prime}}$. If $D=\Delta_{\varepsilon} \backslash \Delta_{\varepsilon^{\prime}}$, then we have

$$
\begin{gathered}
E\left(\tilde{Y}_{R, x, y}^{\varepsilon, a}-\tilde{Y}_{R, x, y}^{\varepsilon^{e}, a}\right)^{n} \\
=(2 \pi)^{-3 n} \int_{\mathbb{R}^{3 n}} d \underline{k} \int_{(R \cap D)^{n}} d \underline{s} d \underline{t} \prod_{j=1}^{n} \exp \left(-i k_{j}\left[\left(t_{j}-s_{j}\right) x-y\right]\right) \\
\times \exp \left[-a \sum_{j=1}^{n}\left|k_{j}\right|^{2} / 2-\frac{1}{2} \operatorname{Var}\left(\sum_{j=1}^{k} k_{j} X_{S_{j}}\right)\right] \\
\leqq C(n) \sum_{\pi}|R \cap D|^{n / q} \int_{\mathbb{R}^{3 n}} d \underline{k}\left\{\int_{R^{n}} d \underline{s} d \underline{t} \exp \left[-(p / 2) \operatorname{var}\left[\sum_{j=1}^{n} k_{j} X_{S_{j}}\right]\right]\right\}^{1 / p}
\end{gathered}
$$

when $1 / p+1 / q=1,|R \cap D|$ denoting the Lebesgue measure of $R \cap D$

$$
\leqq C(n)|R \cap D|^{n / q} \int_{\mathbb{R}^{3 n}} d \underline{k} \prod_{m=1}^{n}\left(1+\left|\sum_{j=1}^{m} k_{j}\right|\right)^{-4 / p} \leqq C(n, p)|R \cap D|^{n / q}
$$

if $4 / p>3$, i.e. if $1 / q<1 / 4$ by (A.1.b). Therefore, we have proved (A.2) in case (I).
Everything up to now was for the case (I). The arguments in case (II) are essentially the same with only minor modifications. We again have to estimate $\operatorname{var}\left[\sum_{j=1}^{n} k_{j} X_{S_{j}}\right]$ from below on $a \leqq s_{1}<s_{2}<\ldots<s_{n} \leqq b<c \leqq t_{\pi(1)}<t_{\pi(2)}<$ $\ldots<t_{\pi(n)} \leqq d$. Putting now $\left(1-t_{1}^{\prime}\right)=t_{\pi(n)},\left(1-t_{2}^{\prime}\right)=t_{\pi(n-1)}, \ldots,\left(1-t_{n}^{\prime}\right)=t_{\pi(1)}$
and putting $\beta^{\prime}\left(t^{\prime}\right)=\beta\left(1-t^{\prime}\right)$, we have to look at

$$
\sum_{m=1}^{n}\left(\sum_{j=m}^{n} k_{\pi(j)}\right)\left(\beta^{\prime}\left(t_{j}^{\prime}\right)-\beta^{\prime}\left(t_{j-1}^{\prime}\right)\right)-\sum_{m=1}^{n}\left(\sum_{j=m}^{n} k_{j}\right)\left(\beta\left(s_{j}\right)-\beta\left(s_{j-1}\right)\right)
$$

Arguing now as in the case (I), one easily sees that the covariance matrix of a component of $\quad\left(\beta^{\prime}\left(t_{1}^{\prime}\right), \beta^{\prime}\left(t_{2}^{\prime}\right)-\beta^{\prime}\left(t_{1}^{\prime}\right), \ldots, \beta^{\prime}\left(t_{n}^{\prime}\right)-\beta^{\prime}\left(t_{n-1}^{\prime}\right), \quad \beta\left(s_{1}\right)\right.$, $\left.\beta\left(s_{2}\right)-\beta\left(s_{1}\right), \ldots, \beta\left(s_{n}\right)-\beta\left(s_{n-1}\right)\right)$ dominates a diagonal matrix with entries $\frac{1}{5} t_{1}^{\prime}$, $\frac{1}{5}\left(t_{2}^{\prime}-t_{1}^{\prime}\right), \ldots, \frac{1}{5} s_{1}, \ldots, \frac{1}{5}\left(s_{n}-s_{n-1}\right)$, if $\delta(R)$ is small enough. Performing the integration of $\exp \left(-\frac{1}{2} \operatorname{var}\left[\sum_{j=1}^{n} k_{j} X_{S_{j}}\right]\right)$ with respect to $\underline{s}$ and $\underline{t}$ gives an upper bound

$$
c\left(1+\left|\sum_{j=1}^{m} k_{j}\right|\right)^{-2}\left(1+\left|\sum_{j=m}^{n} k_{\pi(j)}\right|\right)^{-2}
$$

The rest of the argument is the same as before.
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