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1. Introduction and Notations 

Let P be a probability measure defined on a a-algebra ~ over Q. For each s > 1 
denote by S=(f2, d ,  P) the space of all realvalued random variables f with 
P [[f[=] < oo. Let N c d be a sub-a-algebra. For each f ~ s ( f 2 ,  d ,  P) let Pfff be the 
projection of f onto the closed linear subspace 5r and call i t  the s- 
prediction o f f  2-prediction is the usual conditional expectation. According to [1] 
Ps~f exists and is P-a.e. uniquely determined. We use the symbol Pff f  both for a 
function and its corresponding equivalence class. 

Let ~ be a family of probability measures on the a-algebra d .  The a-algebra 
~ c s t  is sufficient for NIs~' in the usual sense iff for each A ~ d  there exists a 
common 2-prediction gAe C~ P2~ 1A. We call Ns-prediction sufficient for ~ [ d  ifffor 

Pe@ 

each A ~ d  there exists a common s-prediction gAe C~ PglA. 
PeN 

It is shown in this paper (see Theorem 1) that there exists a functional 
relationship between s-prediction and 2-prediction for step functions. This relation 
can be used to show that s-prediction-sufficiency is equivalent to sufficiency. 

If ~ is sufficient for ~ ] d ,  the linearity of the 2-prediction directly implies that 
for each f ~  c~ d2  (~2, d ,  P) there exists a common 2-prediction g2I~ c~ P2~f Since 

P ~  p ~  
s-prediction is in general not a linear operator, thecorresponding consequence for s- 
prediction sufficiency cannot be derived in such a direct way. It, however, follows 
from our functional relationship between s-prediction and 2-prediction. This 
relationship can furthermore be applied, to obtain a generalization of Ando- 
Amemiya's [1] martingale theorem for s-predictions. 

2. The Results 

If a~IR, r > 0  let a '=Ja[ '  sign a. 
To make the paper more readable we collect the following well known results 

(see e.g. [1], [4]). 
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Remark. Let 1 <s  < oo. Then 
a) f < g  ~ Pssef<Pgg (f, gs6es(f2, d , P ) )  

b) P~(c~f)=c~Pgf (fes sg, P),c~6IR) 

c) PT(~+f )=~+~f  (fe~(ga, sc, P), ~eF.) 
d) f , , f e 2 ' ~ ( O , d , P )  and f ,  T f  or f , ~ f  then 

P~f,  ~ P g f  P-a.e. 

e) If f e ~ ( O ,  d ,  P), ges176 N, P) then 

geP,~f iff P f f [ ( f - g ) S - ~ ] = 0  

f) If f~, fe c~ 2'~(f2, d , P ) ,  f . ' [ f  or f ~ ; f a n d  PE~ 

P~f. g.e ~ P~ f .  then lim g.e c~ 
P e ~  n~m P e ~  

We remark that f) directly follows from d). 
In the following theorem we state our basic relationship between s-prediction 

and 2-prediction. 
Let 

Z~m~{ (X1 ..... Xm)e[O' 1Ira: i = l  ~ xi= lt" 
1. Theorem. Let P I d  be a probability measure, N e d  a sub-a-algebra and 

1 <s < oo. Then for each step function f with representations f = ~ a~ la, , where 

A T d  , i= l , . . . ,m ,  are disjoint and A~=Q, there exists a continuous function 
i=1 

H (s) �9 Am--+IR which depends on %, cS, and s but not on P I d  and N such 
that 

P ~ f  =H~ ), ...... o(Pff At .... ,P~2 Am). 

Proof. Let g be N-measurable and bounded: to show that g e P ~ f i t  suffices to prove 
according to Remark e) that 

pff [(f  _ g)S- 1] = O. (1) 

Since ~ 1A~ = 1 and P2 ~ is a linear operator, (1) is equivalent to 
i = i  

Pf f [ l&(oq-  g)S- 1] = 0 
i=1 

and hence to 

(~i- g) s-1P2~& =0. (2) 
i=1 
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N o w  we construct  a cont inuous  function H : A  m-+IR such that  g 
=Ho(P2~A1,  ...,P2~Am) fulfills (2). We remark  that  this g is ~ - m e a s u r a b l e  and 
bounded.  W.l.g. we assume e ,  < - . .  < c~ m. Fo r  each (x~,.. . ,  xm)eA m, c~lR, let 

i = 1  

Since ~ ~ (p . . . . . . . . .  (e) is a strictly m o n o t o n e  decreasing and cont inuous function 
with c&, . . . . . . .  (el) > 0 and  cp . . . . . . . . .  (am) < 0 there exists a unique H(x l , . . . ,  xm)zlR 
with 

q' . . . . . . . . . .  ( H ( x l ,  . . . ,  x~))  = 0. 
m 

It  is easy to see that  /-/ is continuous.  Since ~ P2~A~=I we obtain that  g 
= H o ( P z ~ A r ,  ...,P2~A~) fulfills relat ion (2). i = 1  

The construct ion o f / - / s h o w s  that  H depends only on % , . . . ,  c~,, and s. 

Al though the s-predict ion is in general  not  a linear opera to r  it turns out to be 

possible to describe the s-predict ion of a step function ~ ~ 1A, A i=  (2 in 
i = 1  i =  

terms of the s-predictions P~A~, i = i, . . . ,  m. Moreove r  the functional connect ion is 
independent  of  P I sr and N. 

2. Corollary.  Let P [ ~r be a probability measure, ~ c sr be a sub-a-field and 1 < s < oo. 

If f =  where A, d, i -1 , . . . ,m,  are disjoint and A =a, there e ists a 
i = 1  i = 1  

continuous function t t  : Am ~ IR which depends on cq .. . .  , ~,~ and s but not on P[ ~1 and 
such that 

P g f  = H ~ (P~A a . . . .  , P~  A,~). 

Proof. Let H(o*! 1 : A 2 ~ ]R be the funct ion appear ing  in Theo rem 1 for a 1 = 0, ~2 = 1. It  

is easy to see that  q~  where r = s _ l  is a 

cont inuous  strictly increasing function f rom [0, 1] onto  [0, 1]. Let  

= HI~) . . . . . .  o ( ~ o -  1 , . . . ,  ~ - i ) .  

Since P2eA = (p - 1 o e s ~ A ,  Theo rem 1 yields the assertion. 
As PgA=cpoP2~A and P 2 ~ A = ~ o - l o P g A  with a strictly increasing and con- 

t inuous function ~0 which does not  depend on P l a g  and  N we obtain:  

3. Corollary.  Let Nlag be a family of probability measures. I f  a a-algebra ~ c d is s- 
prediction sufficient for 2a]al for some s~(1, c~) then it is s-prediction sufficient for all 
s e ( 1 ,  oo). 

Hence s-prediction sufficiency is equivalent to sufficiency. 

4. Corollary.  Let ~]ag be a family of probability measures, and ~ c d  be a s- 
prediction sufficient a-algebra for ~lag with s~(1, or Then for each 
f ~  ~ Y~(f2, d ,  P) there exists a common s-predictor g~ c~ Pgf.  

P ~  P ~  
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Proof According to Corollary 2 there exists for each d-measurable step function a 
common s-predictor. Hence the assertion follows from Remark 0. 

Now we apply once more our relation between s-predictions and 2-predictions 
to obtain a generalized martingale theorem. For the special case s = 2 and N, = N~o 
this is the result of G~inl31er-Pfanzagl [2]. For the special case P~=P it yields 
immediately the result of Ando-Amemiya [1] (use Remark d)). 

5. Corollary. Let P, l d ,  n e N  u { oQ }, be probability measures, dominated by a measure 
#1d .  Let ~ ,  ~ d ,  n e N ,  a-algebras decreasing or increasing to the a-algebra N o and 
assume that # is a-finite on c~ ~ , .  Let  h, be a density of  P~ l d with respect to # [ ~4 and 

n~N 

h* be a density of P,[~,  with respect to g]~ , ,  n e N  u { ~ }. Assume that h,-~ h #-a.e. 
and h* ~ h* #-a.e. 

Then for each bounded d-measurable function f and each s e(1, oQ) 

(P~)~"f ~ ~ (P~)s f Po~-a.e. 

Proof We show at first that the assertion holds for all step functions f Represent f by 

I - -   il., with A , e . ,  i--1,. , . .  disjoint and According to Theorem 
i = 1  i = 1  

1 of [3] we have for each i = 1,..., m 

(P~)~" A i -+ (P~)~2 ~ A i Poo-a.e. (1) 

According to Theorem 1 there exists a continuous function H : A m ~ I R ,  not 
depending on P, l d  and ~ ,  such that 

(P,)~"f = H o ((P,)~z"A D ... , (Po)f"A~) 

for all n e N w  {oe}. Since H is continuous we obtain from (1) the assertion for the 
step function f 

Now let f be bounded and M-measurable. Then there exists ~r 

simple functions fk such that fk<f<__~k+~, 
4 

keN. Hence 

(P,)~ fk=(P,)~ f----(P~)s fk+~,  keN. 

Since the assertion holds for each fk we obtain 

(P~)~% < li_mm (P,)~"f =< lira (P~)~nf 
. . . . . .  (2) 

~ ] <(P~)s fk+~ 

for all keN. According to Remark a) and c) we have (P~)f ' fk  ~ (P~)f| 
and (2) implies the assertion. 

Examples, given in [2] and [3] show that the assumptions of the preceding 
result cannot be weakened. 
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